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Abstract. This paper proposes a novel image representation for person
re-identification. Since one person is assumed to wear the same clothes
in different images, the color information of person images is very im-
portant to distinguish one person from the others. Motivated by this,
in this paper, we propose a simple but effective representation named
Gaussian descriptor based on Local Features (GaLF). Compared with
traditional color features, such as histogram, GaLF can not only repre-
sent the color information of person images, but also take the texture and
spatial structure as the supplement. Specifically, there are three stages
in extracting GaLF. First, pedestrian parsing and lightness constancy
methods are applied to eliminate the influence of illumination and back-
ground. Then, a very simple 7-d feature is extracted on each pixel in
the person image. Finally, the local features in each body part region
are represented by the mean vector and covariance matrix of a Gaussian
model. After getting the representation of GaLF, the similarity between
two person images are measured by the distance of two set of Gaussian
models based on the product of Lie group. To show the effectiveness
of the proposed representation, this paper conducts experiments on two
person re-identification tasks (VIPeR and i-LIDS), on which it improves
the current state-of-the-art performance.

1 Introduction

The task of person re-identification can be defined as finding the correspon-
dences between a probe set of images representing a single person and those
from a gallery set. In recent years, person re-identification has attracted a lot
of attentions because of its importance in many real-world applications, such as
video surveillance. Depending on the number of available images per individual
(the size of the probe set), the scenarios in person re-identification can be cat-
egorized as: (a) single-shot [1] [2], if only one frame per individual is available
in both probe and gallery sets; and (b) multiple-shot [1] [2], if multiple frames



2 Bingpeng Ma, Qian Li, Hong Chang

per individual are available in both probe and gallery sets. In this paper, we just
care about the single-shot scenario.

One key issue of person re-identification is how to represent the human images
in the bounding boxes. Coming from different cameras in a distributed network
or from the same camera at different time, the human images may have great
variations in illumination, pose, viewpoint, background, partial occlusions and
resolution. These variations increase the difficulty of person re-identification. To
this end, researchers have proposed a lot of representation methods which are
somewhat robust to the above variations. Generally speaking, these representa-
tions are based on (i) color [1], usually encoded within histograms of RGB or
HSV values [1], (ii) shape, e.g. using HOG based signature [3] [4], (iii) texture,
often represented by Gabor filters [5] [6] [7], differential filters [7], Harr-like repre-
sentations [8] and Co-occurrence Matrices [4], (iv) interest points, e.g. SURF [9]
and SIFT [10] [11] and (v) image regions [3] [1].

Since these elementary features (color, shape, texture, etc.) capture different
aspects of the information contained in the images, they are often combined
to give a richer signature. For example, [5] combines 8 color features with 21
texture filters (Gabor and differential filters). [1] and [2] combine the descriptors
of Maximally Stable Colour Regions (MSCR) with weighted Color Histograms
(wHSV), achieving the state-of-the-art results on several widely-used person re-
identification datasets. Similarly, [12], [13] and [14] combine their features with
wHSV and MSCR, respectively.

Among these representations, the color features of the human images, as sim-
ple but efficient visual signatures, are the most commonly used representation.
In the task of person re-identification, it is often assumed that person wears the
same clothes in different images. Under this assumption, compared with other
representations, the color feature of the person images, such as the histograms
of the different color channels, is the primary key to distinguish one person from
the others. However, on one side, the color features change easily with illumina-
tion variations and camera parameters. On the other side, the color histograms
lose the information of the texture and spatial structures of the human images.
These drawbacks limit the applications of the color features in the real person
re-identification systems.

To overcome the above drawbacks of the color features, this paper presents a
novel image representation named Gaussian descriptor based on Local Features,
GaLF for short. Specially, GaLF includes three stages. In the first stage, pedes-
trian parsing and lightness constancy method are applied to the human images
to eliminate the influence of the background and illumination, respectively. In
the second stage, a very simple 7-dimensional local feature is extracted on each
pixel in the human images. The 7-d features include the information of color,
texture and spatial structure at the same time. In the third stage, the distribu-
tion of local features in each body part region are modeled by a Gaussian model.
It is easy to know that the mean vector can keep the color information and spa-
tial structure while the covariance matrix keep the texture as the supplement.
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Therefore, by integration of the mean vector and the covariance matrix, GaLF
can keep the information of color, texture and spatial structure at the same time.

After getting the representations of GaLF, the similarity measurement of two
human images can be obtained by computing the similarity between two sets of
part-wise Gaussian models. In this paper, based on product of Lie group, both
the difference of the mean vectors and the LOG-Euclidean distance of the co-
variance matrices are computed in the Riemannian space. Finally, the similarity
of two human images are decided by the sum of the difference of the mean vec-
tors and the LOG-Euclidean distance of the covariance matrices of two Gaussian
sets. Similar to the combination of the different features to give a richer signa-
ture, GaLF can be also combined with some other representations. GaLF and
its combination are experimentally validated on two challenging public datasets
for person re-identification: VIPeR and i-LIDS. On both databases, the results
of the proposed representations outperform the current state-of-the-art.

There are three main contributions in this paper. First, we propose a nov-
el pixel-wise feature representation which can express color, texture and spa-
tial structure at the same time. Second, we propose local Gaussian descriptors,
GaLF, based on pedestrian parsing and lightness constancy results, and the sim-
ilarity between two sets of local Gaussian descriptors is measured properly based
on the product of Lie group. Third, the proposed representation method is suc-
cessfully applied to the task of person re-identification, achieving even higher
performance than state-of-the-art methods.

The remaining of this paper is organized as follows: Section 2 describes the
proposed representation in details. Experimental validations are given in Sec-
tion 3. Finally, Section 4 concludes the paper and some future works are also
discussed.

2 Gaussian descriptor based on Local Features

This section introduces the proposed novel image representation: GaLF. GaLF
is a three stage representation. In the following parts, we introduce each stage
of GaLF in details, followed by how to improve the performance of GaLF by
combining it with other representations.

2.1 data processing

Considering the traditional color features are easily varied with the variations
of illuminations and camera parameters, in the first stage of GaLF, we use the
pedestrian parsing method to discard the background and the lightness constan-
cy method to eliminate the influence caused by the illumination, respectively.

Specially, for each image, we use a method named Deep Decompositional
Network (DDN) [15] for parsing pedestrian images into six semantic regions,
such as hair, head, body, arms, legs and background. DDN is able to effective-
ly characterize the boundaries of body parts and accurately estimate complex
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Fig. 1. The images after data processing. The images in the same column belong to
the same person. The images in the left are the origin image in the database and the
images in the right are the images after data processing.

pose variations with good robustness to occlusions and background clutters. The
further details about DDN can be found in [15].

After getting the human body regions, we use Gray World (GW), a very sim-
ple lightness constancy adaptation approach, to eliminate the influence of the
illumination. GW makes us perceive the objects as medium gray which reflect
the average luminance of a scene. In terms of histogram properties, it seeks to
equalize the mean of the different channels and this corresponds to a level distri-
bution which has its center mass around the middle value. Generally speaking,
GW can eliminate some global chromatic dominant.

We show the images after person parsing and color constancy processing in
Fig. 1. The image pair in the same column belongs to the same person. The
images in the left sub-figure are the original images in the database. We can find
that there are the great variations of background and illumination between the
original images of the same person. It is easy to understand that these variations
increase the difficulty of the task of person re-identification. The images in the
right sub-figure are the images after data processing. For the images after data
processing, background is eliminated roughly and the similarity of the same
person’s images is improved greatly. On the whole, the images in Fig. 1 affirm
that data processing can improve the similarity of the images belong to the same
person.

2.2 local features

In the second stage of GaLF, we extract the local features on each pixel in the
human images. There are some traditional local features in computer vision,
such as SIFT. They have gained the great success in many tasks. But in GaLF,
considering the computation complex and the importance of the cloth color
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information in person re-identification, we design a very simple 7-dimensional
local features to keep more color information.

Specially, in this paper, we extract a 7-dimensional local feature f(x, y) for
the pixel at position (x, y). The 7-d local descriptor can be computed as:

f(x, y) =[y, L(x, y), A(x, y), B(x, y),

dLy (x, y), dAy (x, y), dBy (x, y)]
(1)

In f(x, y), y is the coordinate in the vertical direction, which can be used to keep
the spatial structure of the body. L(x, y), A(x, y) and B(x, y) are the intensity
of L, A and B color channels at position (x, y), respectively. They can be taken
as the color information. dLy (x, y), dAy (x, y) and dBy (x, y) are the gradient in
the vertical direction for the different channels and can be taken as the texture
information. So, f(x, y) includes the simple information about position, color
and textures.

In Eq. 1, we only use the information in the vertical direction, not the in-
formation in the horizontal direction. The reason can be attributed to the mis-
alignment. Since the size of the human image is the same in the database and
the body is full of the image in the vertical direction, we can argue that human
body has been aligned coarsely in the vertical direction. But, in the horizontal
direction, the misalignment happens because the human bodies have the pose
variations or the images are captured at the different views. We believe that
the position information in the horizontal direction can not be used directly in
Eq. 1. To validate our idea, we design the experiments in Section 3. The results
confirm our argues.

2.3 Gaussian models

In the third stage of GaLF, we use a Gaussian model to model the 7-d local
features in the the same semantic body region, which is gained by DDN. Then,
the representation of GaLF is the concatenation of the mean vector and the
covariance matrix of the Gaussian model.

Specially, for the local features in the n-th body region of image i, their mean
vector and covariance matrix can be computed and denoted by µin and Σin,
respectively. In GaLF, we use the parameter gin = (µin, Σin) of the Gaussian
model to represent the n-th region of image i. Finally, for human image i, its
GaLF representation Di is represented by a set of Gaussian models: {gin =
(µin, Σin), n = 1, · · · , N}, where N is the total regions of the human images.

After getting the representation of GaLF, the distance between region Iin and
Ijn can be obtained by computing the distance between their representations gin

and gjn. Recently, by regarding the space of Gaussians into as a product of Lie
groups, [16] measure the intrinsic distance between Gaussians in the underlying
Riemannian manifold. They have gained the great success in the image retrieval
task. This paper follows their ways and the similarity of Gaussian model gin and
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gjn can be computed by:

dθ(gin,gjn) = (1− θ)a(gin,gjn) + θb(gin,gjn)

a(gin,gjn) =
(
(µin − µjn)

T (Σ−1
in +Σ−1

jn )(µin − µjn)
)1/2

b(gin,gjn) = ∥ log(Σin)− log(Σjn)∥F

(2)

In Eq. 2, θ is a constant in the range [0, 1] to balance the weight of a(gin,gjn)
and b(gin,gjn). In this paper, θ is set to the constant 0.4. a(gin,gjn) measures
the difference of mean vectors µin and µjn. According to the method of the
Lie group, the distance between µin and µjn should be appropriately weighted
by the associative covariance matrices Σin and Σjn. b(gin,gjn) measures the
Log-Euclidean distance between covariance matrix Σin and Σjn, which is the
geodesic distance in the Riemannian space. ∥ · ∥F denotes the matrix Frobenius
norm. Satisfying all the metric axioms, dθ(gin,gjn) is the metric between gin

and gjn.
Finally, the distance between image Ii and Ij is obtained by sum the simi-

larity between their regions:

d(Di,Dj) =
n∑

n=1

dθ(gin,gjn) (3)

Compared with one Gaussian Model, Gaussian Mixed Model (GMM) can
represent the region more well and has been widely used. However, in GaLF, for
each region, we only use one Gaussian model. Three reasons make us believe that
it is possible to just use one Gaussian model to represent the body region. First,
in this paper, we just put our attentions on the single-shot scenario. Under this
setting, there is just one image in the galley set for each person. Second, since the
body region is gained by the pedestrian method, the pixels in the same region
are very similar to each other. Finally, compared with GMM, the computational
complex of one Gaussian model is decreased greatly.

2.4 enriched GaLF

As mentioned in Section 1, better person re-identification performance was usu-
ally obtained by combining different type of image descriptors. In this paper,
we follow the same methodology and combine our GaLF representation with
other two representations: (a) MSCR, as defined in [1] and (b) Local Descrip-
tors encoded by Fisher Vectors (LDFV) [13]. For symbolic simplicity, we name
this combination as eGaLF (enriched eGaLF). In eGaLF, the difference be-
tween two image signatures eD1 = (GaLF1,MSCR1, LDFV1) and eD2 =
(GaLF2,MSCR2, LDFV2) is computed as:

deGaLF (eD1, eD2) =
1

3
d(GaLF1, GaLF2)

+
1

3
dMSCR(MSCR1,MSCR2)

+
1

3
dLDFV (LDFV1, LDFV2)

(4)



Gaussian Descriptor based on Local Features for Person Re-identification 7

Fig. 2. Some images in the VIPeR database. The images in the same column are
belonging to the same person.

Obviously, improvements could be obtained by optimizing the weighs based on
additional information like class labels, but as we are looking for an unsupervised
method, we let them fixed once for all. Regarding the definition of dMSCR and
dLDFV , we use the one given in [1] and [13], respectively.

3 Experiment

In this section, the proposed representations are experimentally validated on the
VIPeR [17] database and the i-LIDS database [11].

3.1 Pedestrian re-identification on VIPeR Database

The VIPeR database has been widely used and is considered to be one of the
benchmarks for person re-identification. It contains 1, 264 images of 632 pedestri-
ans. There are exactly two views per pedestrian, taken from two non overlapping
viewpoints. All the images have been normalized to 128× 48 pixels. The VIPeR
database contains a high degree of viewpoint and illumination variations: most
of the examples contain a viewpoint change of 90 degrees, as it can be seen in
Fig. 2.

We use Cumulative Matching Characteristic (CMC) curve [18], the standard
performance measurements for person re-identification, to show the performance
of the proposed representation. CMC measures the expectation of the correct
match being at rank r. For the fair comparison, we follow the same experimental
protocol [1] and report the average performance over 10 different random sets of
316 pedestrians.
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Fig. 3. VIPeR database: CMC curves of the single representations.

Firstly, we compare GaLF with the following single representations: wHSV
[1], MSCR [1], PartsSC [19], gBiCov [20], bLDFV [13] and SDC [14]. wHSV is
the histogram of HSV channels and can be seen as the baseline in this task.
MSCR are extracted from the body region and described by their area, centroid,
second moment matrix and average color of the region. bLDFV is the global rep-
resentation integrated by the local features based on the Fisher Vectors method.
SDC is a method based on unsupervised salience learning [14], which can be seen
as the state-of-the-art on VIPeR database for the single representation.

Fig. 3 shows the CMC plots of GaLF as well as other single representations.
We just show the CMC curve of SDC from rank 1 to rank 25 as it shown in
[14]. From the figure, we can see that first, the accuracies of GaLF are better
than those of wHSV about 15% at each rank. These obvious advantage shows
that by using the textures and spatial structure as the supplement, compared
with wHSV, GaLF can gain the better results compared with wHSV. Then, for
the different single representations, the performance of GaLF are the best of all.
The rank 1 matching rate for GaLF is 25.08% while that of bLDFV is 15.40%.
The rank 10 matching rate for GaLF is 59.18% while that of bLDFV is 47.93%.
Though the rank 1 matching rates of SDC is very close to that of GaLF, the rank
10 matching rate for SDC is around 56%, which is less about 3% compared with
GaLF. These scenes show the good performance of the proposed representation.

Secondly, we compare eGaLF with the representations of SDALF [1], Comb
[19], eBiCov [20], eLDFV [13], and eSDC [14]. As shown in Tab. 1, those rep-
resentations are all the combinations of the different features. From the table,
we can know that for other representations, they often select wHSV(Hist) as
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Fig. 4. VIPeR database: CMC curves of the combination of the different features.

Table 1. The combination of the different features.

Representations features

SDALF [1] wHSV, MSCR, RHSP
Comb [19] Hist, PartsSC, Cov
eBiCov [12] wHSV, MSCR, gBiCov
eLDFV [13] wHSV, MSCR, bLDFV
eSDC [14] wHSV, MSCR, SDC
eGaLF GaLF, MSCR, bLDFV

their color component. But for eGaLF, we use the proposed GaLF as the color
component, not the color histogram.

Fig. 4 shows the CMC plots of eGaLF as well as other representations. From
Fig. 4, we can know that the results of eGaLF are much better than those of
other methods. The rank 1 matching rate for eGaLF is 28.34% while that of
eLDFV and eSDC is 22.34% and 26.74%, respectively. The rank 10 matching
rate for eGaLF is 66.94% while that of eLDFV and eSDC is 60.04% and 62.37%,
respectively. These results show the good performance of the proposed repre-
sentation. Specially, compared with eLDFV, eGaLF just use GaLF to replace
the histogram feature wHSV in eLDFV. So, the advantage of eGaLF shows that
GaLF is much better than the histogram features again.

As shown in Eq. 1, in GaLF, we only use the information in the vertical
direction, not the horizontal direction. We argue that the position information
of the body in the horizontal direction can not be used directly because the
misalignment often happens in the task of person re-identification. To validate
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Fig. 5. VIPeR database: CMC curve using the different local features.

this idea, similar to Eq. 1, we also design a 11-d local feature which includes the
information in the horizontal direction:

f ′(x, y) = [f(x, y), x, dLx(x, y), dAx(x, y), dBx(x, y)] (5)

In f ′(x, y), x is the coordinate in the horizontal direction. dLx(x, y), dAx(x, y) and
dBx(x, y) are the gradient in the horizontal direction for the different channels.

We repeat the experiment by using f ′(x, y) to replace f(x, y) in GaLF. In Fig.
5, we show the CMC curve of the 7-d and 11-d local features while at the same
time. From the figure, we can know that the performance of GaLF is decreased
when using the information in the horizontal direction. This scene is accorded
with our judgement. So, based on this result, we discard the information in the
horizontal direction in GaLF.

In Eq. 2, parameter θ decides the weight of the similarity of mean vectors
and covariance matrixes in the distance of two Gaussian models. To show the
influence of θ to the performance, we also repeat the experiments by using the
different θ. The results are shown in Fig. 6. In the figure, θ = 0 means only
using the similarity of a(·) while θ = 1 using b(·). From the figure, we can know
that from 0 to 0.4, the performance is improved gradually. When θ is set to
0.4, GaLF can get the best performance. Then, the performance is decreased
gradually when θ varies from 0.4 to 1. Based on the results of GaLF using
the different θ, in this paper, we set θ to 0.4 for simplicity. We also can know
that the performance of a(·) is better than that of b(·) though the advantage
is not so obviously. Considering the color information is kept in a(·), the good
performance of a(·) also show the color information is the key issue in GaLF.
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Fig. 6. VIPeR database: CMC curve of GaLF using the different θ.

3.2 Person re-identification on i-LIDS database

Besides VIPeR database, we also test the proposed GaLF and eGaLF on the
i-LIDS database. The i-LIDS database has been captured by multiple non-
overlapping cameras at a busy airport arrival hall. There are 119 pedestrians
with total 476 images. All the images are normalized to the size of 128 × 64
pixels. Many of these images undergo quite large illumination changes and oc-
clusions (see Fig. 7).

We follow the same experimental settings of [1] [2] and test the proposed
descriptors in the single-shot scenario. Considering there are 4 images on average
for each pedestrian, we randomly select one image for each pedestrian to build
the gallery set, while the rest (357 images) form the probe set. We repeat this
procedure 10 times and compute the average CMC. Fig. 8 shows the CMC
curves given by GaLF, eGaLF, SDALF [1], Custom Pictorial Structures (PS)
[2], gBiCov [20] and SCR [21]. On the i-LIDS database, the best single-shot
published performance is obtained by a covariance-based technique (SCR).

From Fig. 8, we can know that GaLF and eGaLF outperform other repre-
sentations on this database. The rank 1 matching rate for GaLF and eGaLF is
34.50% and 44.34%, respectively, while that of SCR is about 30%. The rank 10
matching rate for GaLF and eGaLF is 69.18% and 72.94%, respectively, while
that of SCR is around 63%. Compared with the results on the VIPeR database,
the advantages of the proposed GaLF and eGaLF are more obvious. These re-
sults show the good performance of the proposed representations again.
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Fig. 7. Some images in the i-LIDS database. The images in the same column are
belonging to the same person.

4 Conclusion

This paper propose a novel image representation named GaLF for the task of
person re-identification. In contrast to the pervious color features, such as color
histogram, using the Gaussian model to represent the local features of the body
region, GaLF can keep the color features of the input human image while make
the texture and spatial structure as the supplement. One important advantage
of the proposed representation is its simplicity. Experiments on two pedestrian
databases (VIPeR and i-LIDS) show that the proposed GaLF can achieve the
state-of-the-art performances in unsupervised setting.

There are several aspects to be further studied in the future. First, in this
paper, we just care about the single-shot scenario and use one Gaussian mod-
el to represent the human region. For the multi-shot scenario, since there are
many samples for one person, we can use GMMs to model the regions of the
same person. But this idea need to be validated by experiments. Then, the pro-
posed representations is an unsupervised method. How to use the metric learning
method to improve the performance of the proposed representations should be
researched further.
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