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Abstract. Local features are usually used to describe pedestrian ap-
pearance. While most of existing pedestrian detection methods don’t
make full use of context cues, such as associated relationships between
local different locations. This paper proposes two novel kinds of local
associated features, gradient orientation associated feature (GOAF) and
local difference of ACF (ACF-LD), to exploit context information. In our
work, pedestrian samples are enlarged to contain some background re-
gions besides human body, and GOAF, ACF and ACF-LD are combined
together to describe pedestrian sample. GOAF are constructed by encod-
ing gradient orientation features from two different positions into a single
value. These two positions are come from different distance and different
direction. For ACF-LD, the sample is divided into several sub regions
and the ACF difference matrixes between these areas are computed to
exploit the associated information between pedestrian and surrounding
background. The proposed local associated features can provide com-
plementary information for detection tasks. Finally, these features are
fused with ACF to form candidate feature pool, and AdaBoost is used
to select features and train a cascaded classifier of depth-two decision
trees. Experimental results on two public datasets show that the pro-
posed framework can achieve promising results compared with the state
of the arts.

1 Introduction

Pedestrian detection is one important task in computer vision and pattern recog-
nition, which detects pedestrian’s location and size in images or videos. It has
wide applications, such as intelligent surveillance, driver assistance and human
behavior analysis.

Currently the predominant approaches of pedestrian detection are based on
machine learning. The key factors of these methods are feature representation
and classifier construction. Most early methods used single features, such as Haar
[1], Local Binary Pattern (LBP) [2], Edgelet [3], Shapelet [4] and Histograms of
Oriented Gradients (HOG) [5]. Since the description ability of single feature is
limited, multiple features appeared in recent years. For example, Wang [6] con-
nected HOG with LBP features, Wojek [7] combined Haar, HOG and Shapelet
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features, Walk [8] added self-similar color features and motion features on the
basis of Wojek [7]. Dollar [9] proposed integral channel features (ICF), and gave
an optimized channel combination including gradient magnitude, histogram of
oriented gradients, and LUV colors. These channel features improved the per-
formance of pedestrian detection and can be computed quickly with integral im-
ages technology. Dollar [10] further proposed aggregated channel features (ACF),
which uses pixel lookups in aggregated channels to reduce feature extraction time
without constructing integral images. Each of the ACF feature represent a lo-
cal block of the sample, which is simpler and computed more quickly. Effective
combination of feature channels and feature selecting strategy by cascaded clas-
sifiers make ACF framework perform better than most of other methods both
on detection accuracy and speed [10].

However, most above methods usually use features in pedestrian region.
Although pedestrian appearance contains abundant information for detection,
while in complex scenes, such as occlusion, crowded scenes or poor image res-
olution, it’s hard to detect pedestrian effectively. Context information, such as
background region around human body has not been fully used. In many dy-
namic scenes, such as on-board videos, though the backgrounds are changing as
time goes on, the structures of scenes are relatively stable, which contains some
useful context information. The associated features between different locations
in background and pedestrian region are not fully exploited, which would con-
tain more information than single local features just in human regions. We call
these features local associated features in this paper. According to the retrieval
reference, up to date, ACF is one of the most successful pedestrian descriptors
both in detection accuracy and detection speed [10]. While each ACF feature
is one-dimensional channel feature and cannot describe the associated informa-
tion of different local regions, such as the gradient orientation. Besides, ACF is
focus on pedestrian area and the difference between pedestrian and surround-
ing background is not paid enough attention. Therefore, we try to design some
local associated features to exploit the context information between different
locations, and fuse with ACF to improve the robustness of feature descriptor.

This paper proposes two novel kinds of local associated features for pedestrian
detection: Gradient Orientation Associated Feature (GOAF) and Local Differ-
ence of ACF (ACF-LD). In our work, pedestrian samples are enlarged to contain
some background regions, and GOAF, ACF and ACF-LD are combined together
to describe pedestrian sample. Firstly, GOAF associates gradient orientations of
different regions in a certain distance and encodes them into a single value, which
can exploit associated information between local regions. Besides, to exploit the
associated information between pedestrian and surrounding background, object
samples are divided into several sub regions and local difference of ACF are cal-
culated between these regions. The proposed local associated features provide
complementary context information for pedestrian detection. In our pedestrian
detection framework, ACF and proposed local associated features GOAF and
ACF-LD are fused to form candidate feature pool. Then AdaBoost is used to
select features and train a cascaded classifier of depth-two decision trees. We
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evaluate our framework on two different pubic datasets. The experimental re-
sults show the effectiveness of our method. For example, the miss rate is reduced
from 44.04% to 38.07% at 10−1 FPPI on Caltech dataset and from 16.85% to
16.04% at 10−1 FPPI on Inria dataset. This means that the proposed local asso-
ciated features can effectively capture context information of scenes and improve
pedestrian detection performance compared with the state of the arts.

2 Related Work

Recent studies show that context information plays an important role in video
and image understanding. Researchers have proposed many different types of
context information, such as semantic context [11], 3D geometry context [12],
local pixels context [5, 13] and shape context [14].

Dalal [5] slightly enlarged the detection window to include neighbor pixels
around the pedestrian and then extracted HOG features on the enlarged win-
dows. But simply expanding the window just got limited improvement. If the
window continues to enlarge, the dimension of features will increase significantly
and detection performance will be worse. Neil [15] segmented the image into
different kinds of regions such as grass, roads and sky, and then learned the
probability of a person appearance in a certain region to adjust the detection
results. This approach uses scene context information and the performance relies
on image segmentation and probability learn-ing, which is not very effective for
complex and dynamic scenes. William [16] pro-posed a feature descriptor called
Local Response Context (LRC). This method firstly sampled the detection re-
sponses around each detection window to construct a feature vector and then
learned a partial least squares regression model as a second classification stage.
LRC descriptors reduced the dimensionality of features, but the improvement of
performance is limited. Above methods indeed used some context information,
while these methods did not exploit the associated relationship between local
regions in the same detection window.

Ding [17] computed multi-scale HOG features and put forward a new feature
called Local Difference Pattern (LDP), which is similar to LBP. The local region
is divided into blocks, and the difference between the average pixel intensity in
each block and a reference block forms the LDP feature. In addition, for each
detection result, the classifier responses from neighbor locations and scales are
incorporated as additional features to join an iterative training process called
Context Boost. While the multi-scale features take better advantage of context
information, it requires that the pedestrian area have to be half of the detection
window. Besides, the whole train-ing and detecting framework is complicated. In
our paper, the proposed ACF-LD also adopts region partition method, but the
partition schemes are totally different and the segmented sub areas are used to
compute the local ACF difference matrixes instead of multi-scale HOGs. Besides,
LDP only describe color context cues in each local region, while GOAF connects
the gradient orientation values of different local regions.
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This paper focuses on constructing novel local associated features, which can
provide a new thought for exploiting context information of local features in
different regions. The detailed construction of features is introduced in section
3. Section 4 introduces the experiments and discussion. Section 5 summarizes
this paper and gives future research work.

3 Our Proposed Method

3.1 The Framework

This paper introduces a pedestrian detection framework based on local associ-
ated features and Aggregated Channel Features (ACF) to describing pedestrian
object robustly. To exploit and use context information on local features in dif-
ferent regions, we propose two novel kinds of local associated features: Gradient
Orientation Associated Feature (GOAF) and Local Difference of ACF (ACF-
LD). Then GOAF, ACF and ACF-LD are fused together to form candidate
feature pool. Finally, AdaBoost is used to select distinguish features and a cas-
caded classifier of depth-two decision trees is trained to select and combine these
distinguish local features. The whole process of our detection framework is shown
in Fig.1.

Pedestrian samples are enlarged to contain some neighbor background re-
gions. The details of enlarge ratio will discussed in next section. In training
stage, GOAP, ACF and ACF-LD are extracted from samples and then a multi-
ple round of bootstrapping is used to train decision trees over these candidate
features. Finally, all the weak classifiers are cascaded to form the final detector.
In testing process, feature pyramids are constructed for every detection image
and then a sliding window is used over multiple scales. The features correspond-
ing to the current detection window are sent to the detector for classification.
Then the final results are obtained after non-maximal suppression (NMS).

Our main work is the construction of local associated features. The details
about sample enlarging strategy, and constructions of GOAF and ACF-LD will
be introduced in next sections.

3.2 Gradient Orientation Association Feature (GOAF)

For machine learning based pedestrian detection method, feature descriptor is
the most important key for classification and detection performance. In existing
features, up to now, HOG [5] and ACF [10] are useful descriptors and over
half of ACF comes from HOG channel features. These channel features describe
local gradient magnitude in different orientations and effectively describe the
pedestrian characteristics.

We enlarge the sample size to include more nearby background areas as
Fig.2 shows, similar to Dalal’s [5] and Dollar’s [10] methods. The parameters
of pedestrian size ph × pw and sample size sh × sw are determined through
experiments and discussed in section 4. The background regions can provide
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Fig. 1. Our pedestrian detection framework.

Fig. 2. Enlarging samples to contain some neighbor background regions.

useful context cues. But just expanding the sample is not enough and some
strategy should be used to exploit hidden information.

After observed lots of images, we found that there exists some association
between the gradient orientations of different human body parts. For example,
such as the head, the hands and the legs, even the neighbor background regions
and human body parts as Fig.3 shows. This associated information would contain
more description abilities than the single local gradient feature.

This paper constructs two local gradient orientation features within certain
distance and certain direction in the sample, and encoding them into a single
value. This value reflects the gradient information of the two positions at the
same time and embodies the association of different local areas. First of all,
we compute gradient orientation channel for the sample. In order to calculate
quickly, we shrink the sample from h × w pixels to (h/shrink) × (w/shrink)
pixels, and then extract gradient orientation matrix G. Each value of this matrix
is between 0 and π To reduce calculation, these values are normalized averagely
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Fig. 3. The sample of different feature pairs for GOAF.

into integers in [1,maxV al]. The value of maxVal decides the total division that
gradient orientation will be divided into. Larger maxVal will results in small or
fine division of gradient orientation.

Then, using g1 = G (x, y) denote the gradient orientation value in posi-
tion (x, y), we can get g2 = G (x+ xof, y + yof) for a giving position offset
(xof, yof). Different offsets means different distances and directions.

distance =
√
xof2 + yof2 (1)

angle = arctan (yof/xof) (2)

The two values can make a feature value pair p (g1, g2). According to formula
(4), this pair can be turned into a single value. So when we choose an offset
(xof, yof), we can get a feature matrix F where

F (x, y) = f (G (x, y) , G (x+ xof, y + yof)) (3)

The whole construction process of GOAF is shown in the Fig.4. When we
choose an offset parameter, the gradient orientation matrix of each sample will
be turned into an associated feature matrix. Then the matrixes from different
offsets are normalized and aggregated together to get the final GOAF.

f (g1, g2) =

{
g1 (maxV al + 1) + g2, g1 ∈ G, g2 ∈ G

0, g1 /∈ G, g2 /∈ G
(4)

From above encoding, each feature of GOAF is also transferred into a channel
feature, which can be easily fused with channel features ACF.

3.3 Local Difference of ACF (ACF-LD)

GOAF contains associated information of gradient orientation from different lo-
cal regions. Then we will further exploit the context information of difference
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Fig. 4. The computing process of GOAF.

Fig. 5. The segmentation scheme of ACF-LD.

from various regions, such as pedestrian regions and neighbor background re-
gions.

Most of the existing features focus on the pedestrian region, and do not make
full use of surrounding background information. In this paper, we enlarge the
detection window to contain some background regions. As Fig.5 shows the de-
tection window or sample is divided into two parts, the target area in center
and the surrounding background area. By analyzing abundant samples, we find
out that the similarity be-tween human body parts is often higher than the sim-
ilarity between pedestrian region and background. This contrast can help the
detector distinguish the positive and negative samples. So through comparing a
human with the neighborhood around it, we try to extract some useful informa-
tion to describe the difference between them, further enhance the reliability of
detection. Details of the construction of ACF-LD are introduced in following.

We divide the background and pedestrian areas into several sub regions as
Fig.5 shows. L1, R1, T1 and B1 are used to represent the nearby background
in different directions of pedestrian. L2, R2, T2 and B2 are correspondingly
neighboring pedestrian areas. L3 and R3 are pedestrian areas adjacent to L2
and R2. The adjacent pedestrian and background regions, such as L1 and L2,
T1 and T2, are very different, but the adjacent pedestrian regions, such as L2
and L3 are more similar to each other.
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In order to capture this information effectively, the image should be expressed
in reasonable feature space and the similarity between local regions should be
measured appropriately. In our framework, ACF [10] features are used to repre-
sent each part. Then difference between these parts is computed, which implies
the similarity between the central area and the surrounding background. In
addition, pedestrian samples have some level of horizontal symmetry, so the dif-
ferences of features in symmetrical positions are also computed in our method.
After testing various segmentation and area combinations schemes, the above
segmentation strategy is chosen as Fig.5. And there are total seven difference
matrix are calculated as the following formulas show. D1 ∼ D4 represent the
differences between pedestrian and nearby background, D5 and D6 are differ-
ences within the pedestrian area, and D7 reflects the differences of symmetrical
positions in image. (Function acf is used to compute ACF matrix of each local
region, and function flip means to flip the matrix horizontally.)

D1 = abs (acf (L1)− acf (L2)) (5)

D2 = abs (acf (R1)− acf (R2)) (6)

D3 = abs (acf (T1)− acf (T2)) (7)

D4 = abs (acf (B1)− acf (B2)) (8)

D5 = abs (acf (L2)− acf (L3)) (9)

D6 = abs (acf (R2)− acf (R3)) (10)

D7 = abs (acf (L)− flip (acf (R))) (11)

These above difference matrixes compose ACF-LD. In the training stage,
ACF-LD is computed for every sample and each dimension of ACF-LD is fused
with ACF and GOAF to form the final feature pool. To reduce computation
cost, only the ACF-LD values used in the detector is needed to compute during
detection process.

4 Experiments

This section introduces some experiments to evaluate the proposed local associ-
ated features and the whole detection framework. Firstly, a series of experiments
are con-ducted to find out appropriate parameters related to GOAF and segmen-
tation strategy of ACF-LD. Then the effectiveness of the two local associated
features is valuated separately. Finally all features are combined together to test
the detection performance and compared with Dollar’s ACF framework [10] to
show the effectiveness of proposed method.
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Table 1. Details about the datasets.

Dataset Type Train Test M-Height

P-img N-img P-num P-img N-img P-num

Inria Photo 614 1218 1208 288 453 566 279
Caltech Mobile 67k 61k 192k 65k 56k 155k 48

4.1 Datasets and Evaluation Methodology

All of the experiments are performed both on Inria [5] and Caltech [18] dataset.
The images in Inria dataset are static pictures, which come from many different
kinds of scenes. Caltech dataset contains images of video taken from a vehicle
driving in an urban environment (the videos are 30Hz and we take 1 frame per
second in experiments). The details of the two datasets are shown in Table.1. P-
img, N-img and P-num represent the number of positive images, negative images
and labeled pedestrian samples.

4.2 Performance of Local Associated Features

GOAF+ACF To exploit associated information between different local regions,
GOAF associates gradient orientation values in a certain distance and direction
from different regions and encodes them into a single value. As described in sec-
tion 3.2, the main parameters for GOAF are the normalization factor maxVal and
offset (xof, yof) between local regions. In our experiment, the original gradient
orientation (0 ∼ π) is normalized into integers in [1,maxV al]. If maxV al is too
small, some gradient orientations may not be possible to distinguish from each
other, and if too large, the robust associated relationships can’t be described.
Finally we set maxV al as 6 in our experiments.

Besides, experimental results show that the value of offset can influence the
performance of GOAF. Different offset means different distance and direction
between two local gradient orientation values. The selection of different offset
in our method is huge. To simplify the parameters selection and feature con-
struction process, we mainly consider the horizontal and vertical offsets, which
contain abundant associated information. We use xp to represent horizontal off-
set combinations and yp to represent vertical offset combinations. For example,
xp&yp = [1, 2] & [2, 3] means offset (1, 0), (2, 0), (0, 2) and (0, 3) are used to
compute GOAF.

To test the selection of different parameters, GOAF and ACF are calculated
as candidate feature pool and then a cascaded classifier with 2048 depth-two de-
cision trees is trained by Adaboost. In our experiments, we tested over hundreds
of parameter combinations. Finally, we choose offsets [1, 2, 4, 6] & [1, 2, 4, 6] to
compute GOAF on Inria and [1, 2, 4] & [] on Caltech. The offsets are different on
the two datasets, which means the different scene, image resolution, pedestrian
posture and size would influence the selection of offsets.
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Fig. 6. Experimental results of GOAF with ACF on Caltech and Inria.

As Fig.6 shows the average miss rates are 40.87 % on Caltech based on
our method, obviously better than Dollar’s 44.04%. The result shows that the
selected GOAF would capture useful context information hidden in the image
and is an effective supplement to ACF. The miss rate 16.25% on Inria is also
slightly better than Dollar’s 16.85%. While the miss rate of Dollar’s [10] is already
very low, it’s harder to further improve much.

ACF-LD+ACF For another local associated feature, ACF-LD is focus on the
difference information between different regions including pedestrian or back-
ground regions. As introduced in section 3.3, the samples are divided into several
sub regions and local differences of ACF are calculated between these regions.
The key factors of ACF-LD are segmentation strategy and similarity measure-
ment. We tested different segmentation schemes and found that the difference
matrixes computed by sub pedestrian and background regions aligned in hori-
zontal direction can capture more useful information. This could be because the
image has some degree of symmetry in horizontal direction, a transition from
background to pedestrian and from pedestrian to back-ground again. The ex-
periments show that the partition described in section 3.3 is effective. ACF and
ACF-LD features of samples are computed to train a cascaded classifier of 2048
depth-two decision trees. The miss rate of our results on Caltech (39.58%) is
obviously lower than Dollar’s (44.04%). The contrast between pedestrian and
nearby background can help identify the targets. The results on Inria also be-
come a litter better from 16.85% to 16.27%. ACF-LD exploits context associated
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Fig. 7. Experimental results of ACF-LD with ACF on Caltech and Inria.

information of the difference between different regions of sample, which can com-
plement with ACF to improve the performance of pedestrian detection.

GOAF+ACF-LD+ACF To further improve the robust of feature description,
we fuse all the above features, such as GOAF, ACF-LD and ACF, to evaluate
the overall detection performance of our framework. We use the parameters
discussed in section 4.1 and 4.2. For 12864 samples on Inria, the candidate feature
pool size is 15456, including 5120 ACF, 6240 ACF-LD and 4096 GOAF. And
for 6432 samples on Caltech, the size of feature pool is 3234, including 1280
ACF, 1570 ACF-LD and 384 GOAF. Experiments show that the miss rate can
be further reduced. We get 38.07% on Caltech, nearly 6% lower than Dollar’s
44.04%. There is also 0.8% reduced on Inria from 16.85% to 16.04%. The results
mean that local associated features with the channel features can robust describe
pedestrian object and improve the performance of pedestrian detection.

4.3 Discussion

The above experimental results show that the proposed local associated features
can effectively exploit hidden associated information and further improve the
detection performance on two datasets. However, the performance improvement
on Inria is very limited when compared with results on Caltech dataset. One
reason is that the miss rates of Inria are already very low and hard to be further
reduced. On the other side, Inria is a static image dataset including images from
various kinds of scenes, such as grassland, mountain, city and country. There
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Fig. 8. Experimental results of GOAF, ACF-LF with ACF on Caltech and Inria.

are large variations in the scene of Inria dataset. Caltech are on-board video
datasets with images from several urban traffic scenes. The scenes of Caltech
have certain consistency and similarity.

For detection and classification task, it would be difficult to extract effective
local association features for various scenes in the training process. The asso-
ciated features are more suitable for scenes with stable structure information.
Actually most fixed and mobile video cameras can meet the requirement, there-
fore, the local associated features we present can play an important role in real
applications.

5 Conclusions

Context information is useful for object detection and classification, which is
not made full use of in most existing pedestrian detection methods. This paper
proposes two novel local associated features, GOAF and ACF-LD, to exploit
the context in-formation of different local regions from pedestrian or neighbor
background. These features combine information of different local regions to
capture useful associated relationships. We fuse them with ACF and verify their
effectiveness for pedestrian detection on different datasets. The idea and method
of extracting local associated information can be applied to other algorithms
conveniently.

This paper just analyses the relationship of local spatial associated informa-
tion, and temporal associated information can be further studied to exploit more
context information for robust pedestrian detection.
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