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Abstract

Object detection methods like Single Shot Multibox Detector (SSD) provide highly
accurate object detection that run in real-time. However, these approaches require a large
number of annotated training images. Evidently, not all of these images are equally useful
for training the algorithms. Moreover, obtaining annotations in terms of bounding boxes
for each image is costly and tedious. In this paper, we aim to obtain a highly accurate
object detector using only a fraction of the training images. We do this by adopting active
learning that uses ‘human in the loop’ paradigm to select the set of images that would be
useful if annotated. Towards this goal, we make the following contributions:
1. We develop a novel active learning method which poses the layered architecture used
in object detection as a ‘query by committee’ paradigm to choose the set of images to be
queried.
2. We introduce a framework to use the exploration/exploitation trade-off in our methods.
3. We analyze the results on standard object detection datasets which show that with only
a third of the training data, we can obtain more than 95% of the localization accuracy
of full supervision. Further our methods outperform classical uncertainty-based active
learning algorithms like maximum entropy.

1 Introduction
In object detection, we aim to accurately obtain bounding boxes in an image that contain ob-
jects of a particular category like bicycle, person or motorbike. The recent advancements in
the field of deep learning [7, 17, 22] have dramatically improved the results of object detec-
tion. These detectors are trained on fully annotated images, the annotations being the image
labels and the corresponding ground-truth bounding boxes containing the objects of interest.
However, this kind of strong supervision is rather difficult to obtain as it requires immense
time and manual effort to annotate each object in an image. Moreover, in some cases like
medical images, this manual annotation process might have cost implications. Besides, not
all the training images are equally useful since ‘similar’ images may not contribute much in
learning. A solution to this problem is to cleverly choose training examples such that we can
get state-of-the-art performance with as less supervision as possible. This method is called
active learning and has been widely used for object classification [12, 18, 32]. However, it
has not been much explored for the problem of object detection.
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This paper uses the popular Single Shot Multibox Detector (SSD) [17] for object detec-
tion. Typically, deep networks can generalize well only if they are trained on large number
of images. But by leveraging the power of active learning, we can get near full supervision
performance with just a fraction of the training images. Our method takes inspiration from
the paradigm of query by committee [19] and uses the disagreement between the convolu-
tion layers in the SSD architecture to query images. We also empirically show that an active
learning method, which uses the network architecture to query images, produces superior
results compared to black-box methods like maximum entropy.

In this paper we make the following contributions:

• Construct a novel active learning method based on the query by committee [19]
paradigm which drastically outperforms the common active learning methods.

• Introduce a simple framework to use the exploration/exploitation trade-off in our meth-
ods.

2 Previous Work
Object classification and detection are widely explored topics in computer vision [8, 9, 14,
17, 21]. Here we use SSD [17] for object detection because of it’s superior accuracy, ease of
use and speed. However, all of these methods use full supervision in terms of ground-truth
bounding boxes for object detection. The cost of fully annotating images is high and so weak
supervision has received attention over the last few years as it needs only image labels for
training [1]. In this paper, we focus on a related paradigm called active learning [23] which
provides state-of-the-art performance with minimum supervision.

Active learning has been widely used in object classification [10, 11, 12, 16, 18, 28,
32, 33], where given an image we want to label the presence or absence of an object of
a particular class, and video annotation [13, 15, 29, 30]. [4] uses a query by committee
approach to query images for classification. The committee of classifiers is formed by using
batchwise dropout on the full network and subsequently the difference between the predicted
label of a committee member and that obtained by majority voting is used for querying
images. However, this method is fundamentally different from how we use the query by
committee approach in our case.

Now we discuss a few related works that have explored the problem of active learning for
object detection. In [27], the authors use the simple margin approach of [26] in sub-linear
time with a hashing-based solution. [34] uses humans to correct annotations proposed by
a detector for that unannotated image which has the maximum predicted annotation cost.
Unlike [34], in the proposed approach, the annotation costs are assumed to be equal for
every image. Active learning should not be confused with active detection methods like [3]
where the discriminative ability of an already trained base classifier is refined at test time
using minimum human supervision. It should be noted that all these methods use non-deep
classifiers.

To the best of our knowledge, this is the first work which focuses on active learning
for object detection in the deep learning area that considers a principled approach based on
query by committee. We show that we can evaluate the proposals used in the image using
the properties of different layers of the network to generate the set of images that need to be
annotated. Further, we adopt this paradigm for SSD [17] that is currently a state-of-the-art
object detection method.
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3 Method
In this section, we describe our proposed active learning approaches for SSD. Initially, we
randomly select a set of images from the unannotated image pool, get them annotated by an
oracle (say, a human annotator) and train SSD on these newly annotated images to get an ini-
tial model. Subsequently, we actively select a fixed batch of images, get them annotated and
train SSD on all the annotated images. We continue this alternative active learning/training
phase till we exhaust our budget (typically, budget is a function of the total percentage of
queried images) or reach the desired level of accuracy.

Here, we propose two broad classes of active learning methods:

• Black-box methods: These methods do not care about the underlying network ar-
chitecture, rather they use the confidence scores from the softmax layer for querying
images.

• White-box methods: These methods have knowledge of the network architecture and
thus can be different for different architectures.

In the experimental section, we show that the white-box method drastically outperforms
the black-box methods.

In this paper, we consider the annotation cost of each image to be equal. However, for
further reduction in the actual annotation costs, methods like [20] can be used on the actively
queried images. Moreover, one can use diversity measures to make the images in an actively
queried batch more diverse and thus add more information. However, we do not explore
these directions in the current paper and plan to explore it in future.

3.1 Black-box Active Learning
Here we use popular active learning methods [23] that have been proposed for classification
in the context of object detection (multi-class, multi-label scenario). One way to adopt these
methods for detection would be to choose the set of images that are hard for classification
and thus could benefit from annotation. However, this approach would not consider the
nature of object detection. Even if an object classifier may find an image hard to classify as
the classifier looks at the whole image (for example, grass field with a small cow), an object
detection algorithm may have no trouble in localizing the object of interest (the cow may
easily stand out in the grass field). We, therefore, consider a set of proposals for each image
and obtain the bounding boxes corresponding to these proposals that are then used with the
traditional active learning methods.

We specifically consider two such black-box based methods, viz. minmax and maximum
entropy. In the experimental section, we use these methods as baselines for comparison.

3.1.1 Minmax (mm)

Let us assume that for each image i, we have {bic} bounding boxes corresponding to each
class c. The query function is:

argmin
i

max
c

max
j∈{bic}

prob( j)

The maximum probability score a bounding box can get in an image represents how confi-
dent the model is with respect to that image. So this query function selects that image where
the current model is the least confident.
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3.1.2 Maximum Entropy (ent)

Let us assume that for each image i, we have {bic} bounding boxes corresponding to each
class c. The query function is:

argmax
i

max
c ∑

j∈{bic}
−prob( j)∗ log(prob( j))

Entropy is a common uncertainty sampling measure in active learning [31]. This query
function calculates the entropy of bounding boxes of a given class and subsequently uses
it to determine the entropy of the entire image. The image with the maximum entropy is
selected for querying.

3.1.3 Sum Entropy (ent-sum)

Let us assume that for each image i, we have {bic} bounding boxes corresponding to each
class c. The query function is:

argmax
i

∑
c

∑
j∈{bic}

−prob( j)∗ log(prob( j))

This version of the entropy method favours images with more number of classes in it and
thus provides a more aggressive baseline for our methods.

3.2 White-box Active Learning
The SSD network consists of a base network (say, VGG [25]) and a set of extra convolution
layers to detect objects at different scales. A set of default bounding boxes is associated with
each feature map cell and the position of each such box relative to its corresponding cell is
fixed. For each image, the bounding boxes obtained from the last convolution layer of the
base network and the extra convolution layers undergo non-maximal suppression and subse-
quently form the set of candidate bounding boxes which might contain the object of interest.
An additional set of convolution layers is used, on top of these layers, to generate the per-
class confidence scores and the offsets relative to each default bounding box corresponding
to each feature map cell.

Our proposed approach is inspired from the paradigm of query by committee [19]. In
this paper, we use the SSD network as the base classifier for active learning because of
its natural extension to the query by committee approach. However, this approach can be
extended to any network by attaching classification and detection heads to the ‘important’
convolution layers. In SSD, the last convolution layer of the base network along with the
extra convolution layers form the committee of classifiers and the aggregate disagreement
between them for each candidate bounding box in an image is used for querying. However,
a disagreement measure should also take into account the fact that these classifiers detect
objects at different aspect ratios.

The intuition behind Algorithm 1 is that if a high-scoring bounding box is found by a
convolution layer and it overlaps with a ground truth, then other convolution layers will also
tend to have high scoring bounding boxes in that region. This is because we have trained
our model using the spatial overlap with a ground-truth bounding box as a loss criterion.
We put this intuition to use by introducing the concept of a ‘margin’ for each bounding box
b. We would only focus on those b which are neither spurious nor extremely confident.
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Corresponding to each such b, we find all the neighbouring bounding boxes generated by
the other convolution layers and call these auxillary bounding boxes. The margin of b is
the difference of the confidence scores of b and the most confident auxillary bounding box.
More the margin, more is the disagreement between the convolution layers.

The query by committee approach has strong theoretical foundations and has been shown
to maximally reduce the version space with each query [24].

Algorithm 1: Proposed white-box approach
Data: current SSD model, batch size k, unannotated image pool U , set of classes C,

overlap threshold j
Result: active selection ⊆U where |active selection| = k

1 for each image i in U do
2 use SSD on i to get bounding boxes Bc for each class c after non-maximal

suppression;
3 for each class c in C do
4 for each bounding box b in Bc do
5 if prob(b) <= 0.1 or prob(b) >= 0.9 then
6 continue ; // throw out spurious or really

confident bounding boxes

7 find the convolution layer that generated it and call it s (s for source);
8 al = {};
9 for each convolution layer l apart from s do

10 find bounding boxes from l that have more than j jaccard overlap with
b and add them in A (A for auxillary bounding boxes);

11 al = al ∪ argmaxa∈A prob(a);

12 secondmax = maxa∈al prob(a);
13 margin[b] = prob(b) - secondmax;

14 margin[c] =
∑b∈Bc margin[b]

|Bc|
;

15 confidence[c] = maxb∈Bcprob(b);

16 margin[i] = ∑c∈C
confidence[c]

∑c1∈C confidence[c1]
∗ margin[c];

17 sort images in descending order on the basis of their margin scores and select the first
k corresponding images as active selection;

The different flavours of the above algorithm are listed in Table 1. They differ in how the
class margin is calculated in step 14 from the bounding box margins (mean or sum) and how
the image margin is calculated in step 16 from the class margins (sum or expectation). The
sum method for calculating class margin favours images with multiple instances of the same
class. However, it might also query outliers, i.e., images which contain occluded instances
of a class as annotations. On the other hand, the mean method might dampen the effect of
such outliers. Again, if we include class probabilities in the calculation of image margin, we
pay more attention to classifier disagreements of important classes. We evaluate the variants
empirically and present the results for the same.
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method class margin calculation (step 14) image margin calculation (step 16)
white-box sum (wbs) margin[c] = ∑b∈Bc margin[b] (sum) margin[i] = ∑c∈C margin[c] (sum)

white-box mean (wbm) margin[c] =
∑b∈Bc margin[b]

|Bc|
(mean) margin[i] = ∑c∈C margin[c] (sum)

white-box prob+sum (wbps) margin[c] = ∑b∈Bc margin[b] (sum) margin[i] = ∑c∈C
confidence[c]

∑c1∈C confidence[c1]
∗ margin[c] (expectation)

white-box prob+mean (wbpm) margin[c] =
∑b∈Bc margin[b]

|Bc|
(mean) margin[i] = ∑c∈C

confidence[c]
∑c1∈C confidence[c1]

∗ margin[c] (expectation)

Table 1: Different flavours of the white-box approach

3.3 Exploration/Exploitation framework

The exploration/exploitation trade-off is an important question in the field of active learning
[2]. Explorative methods explore the feature space to find an unlabeled sample which is
‘far’ from the labeled samples while exploitative methods focus on an area which is already
populated with labeled samples. The explorative method might select outliers, while the
exploitative method might select ‘similar’ samples which will not improve the classifier.
For example, in the case of Algorithm 1, selection of the highest scored images represent
exploration as the convolution layers disagree on them the most and hence they are likely
to be ‘far’ away from the currently labeled images. On the other hand, the selection of the
lowest scored images represent exploitation as they are ‘similar’ to the currently labeled
image pool.

In this paper, we provide the following simple yet effective framework to leverage the
power of exploration/exploitation:
n bins formulation (n-ee): For each batch, we divide the score space into n equal-sized
bins. If the batch size is m, we query m

n highest scored images from the top (n-1) bins
(exploration in each bin) and m

n lowest scored images from the last bin (exploitation). So the
resultant batch contains images from different regions of the score space and can be more
representative of the underlying distribution. In the experiments, we use 2, 5 and 10 as the
values of n.

4 Results

We use the SSD300 architecture with ‘image expansion data augmentation’ trick [17] for
our experiments1. We evaluate our methods on the PASCAL VOC2007+12 [5] and Kitti
[6] datasets. The different active learning methods are compared by evaluating the models
on the corresponding test sets using mean Average Precision (mAP) [5]. We use 0.3 as the
overlap threshold for all the white-box methods.

4.1 PASCAL VOC

We combine the VOC2007 and VOC2012 trainval sets [5] to create an unannotated image
pool U of size 16551. The initial SSD model is trained by choosing a random set of 10%
images from U and getting them annotated. This initial model is used for all the active
learning methods. Subsequently, we actively select a batch of 5% (of total) images from the
remainder of U and get them annotated. This alternative training/active learning is continued
till we have trained the models on 45% of the total size of U . The model is tested on the

1The pytorch code for SSD is at: https://github.com/amdegroot/ssd.pytorch
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VOC2007 test set, which contains 4952 images, using the standard mean Average Precision
(mAP) measure.

The model training parameters are kept same for all the active learning methods, i.e, the
initial learning rate is 1e-3 or 1e-4 depending on the training loss, the number of iterations
is 120000, the momentum is 0.9, the weight decay for SGD is 5e-4 and the learning rate is
decayed by a factor of 10 after 80000, 100000 and 120000 iterations.

4.1.1 Comparison with different flavours of white-box

We start off by comparing the different flavours of the white-box approach. In Fig.1(a), we
find that wbps and wbpm outperform wbs and wbm respectively. This shows the importance
of including class probabilities in the calculation of image margin.

4.1.2 Comparison with black-box methods

Next we compare the wbps and wbpm flavours against the baseline active learning methods.
In Fig. 1(b), we find that wbps and wbpm outperform the baseline methods. The ent-sum
method performs better than the ent method because of its preference for images with more
classes in them and is the most aggressive baseline method.

4.1.3 Comparison with exploration/exploitation methods

In Fig. 1(c), we compare wbs and wbm with their respective exploration/exploitation versions
having 2 bins wbs(2-ee) and wbm(2-ee). It is clear from the figure that adding exploitation
improves results in many iterations. Next in Fig. 1(d) and Fig. 1(e), we compare the respec-
tive exploration/exploitation versions of wbs and wbm having 2, 5 and 10 bins. In both the
versions, methods 2-ee and 5-ee outperform 10-ee. In Fig. 1(e), we find that our method of
exploration in all bins, except the last, and exploitation in the last bin (n-ee) improves the
results over exploration in all bins (n-e).

4.1.4 mAP of different methods using 35% images:

We choose to display our results at 35% because all active learning methods have sampled
enough images to learn effectively by that time. So even a minor difference of mAP is
significant. In Table 2, we find that our best method outperforms the most aggressive baseline
method ent-sum by more than 1.5 mAP points, which is quite significant at this stage. We
also use random sampling as a baseline where we randomly sample 25% images on top of
the 10% initial images. The random sampling process is repeated 6 times and as expected,
produces results with high variance. Moreover, in unbalanced datasets like Pascal VOC, the
random sampling method is expected to pick images of bigger classes over images of smaller
classes, thus providing inferior performance for smaller classes.

4.2 Kitti
The practical use of active learning methods is in applications where redundancy is common
like in surveillance videos and autonomous driving. To understand how our methods perform
in such scenarios, we select the Kitti dataset [6] and divide the training set equally into train
and test set. In this section, we evaluate the performance of white-box method wbpm and the
most aggressive baseline method ent-sum, trained on 35% of images, on the test set using
Average precision (AP) measure [5]. We do not leave out ‘difficult’ annotations for this
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analysis. The model training parameters are kept same for both the active learning methods,
i.e, the initial learning rate is 1e-4, the number of iterations is 120000, the momentum is
0.9, the weight decay for SGD is 5e-4 and the learning rate is decayed by a factor of 10
after 80000, 100000 and 120000 iterations. As before, we start off with the initial random
sampling of size 10% and then perform active learning with a batch size of 5%.

As is clear from Fig. 2, the wbpm method drastically outperforms the baseline method
ent-sum.
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Figure 1: % of full supervision mAP at different percentages for different methods on VOC classes

Baselines using 35% images full mAP[17] White-box using 35% images Exploration/Exploitation using 35% images
mm ent ent-sum random wbs wbm wbps wbpm wbs(2-ee) wbm(2-ee) wbs(5-ee) wbm(5-ee)

71.69 72.11 71.28 70.26 ± 1.59 77.22 73.46 73.18 73.29 73.72 72.13 72.65 71.50 72.01

Table 2: mAP on VOC classes using 35% images
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Figure 2: Comparison with baseline on Kitti classes

metric
method

wbpm ent-sum

class content 2832 2885
object content 7812 9237

truncated object content 76 68

Table 3: Analysis on Kitti classes

ent-sum full mAP wbpm
49.72 57.67 54.94

Table 4: mAP on Kitti classes using 35% images

method
metric

class content object content truncated object content

wbpm 7775 16957 8277
wbps 7941 20013 10081

ent-sum 8136 20546 10966

Table 5: Analysis on VOC classes

5 Model Analysis
In this section, we provide a short analysis of the white-box methods wbpm and wbps and
the baseline method ent-sum. In Table 5, we present the total number of classes (class con-
tent), the total number of objects (object content) and the total number of truncated objects
(truncated object content) in the images queried by the various active learning methods going
from 10% of training images to 35% of training images on VOC2007+12 dataset. It is clear
that the baseline method ent-sum queries more images with multiple classes and objects in
them than the white-box method wbpm. This shows that blindly querying images with more
class and object content does not ensure a superior performance. Moreover, the table also
shows that the wbps method has a tendency to query images with more objects in them,
thereby, pulling in significantly more truncated objects than wbpm. This is a consequence
of the sum function which favours images with more objects in them. But, interestingly, its
performance is hardly affected by the sheer increase in the number of truncated objects. As
is evident from Table 3, this discrepancy between the performance of the querying strategy
and the object/class content in queried images is even more pronounced in the Kitti dataset.

6 Conclusions and Future work
In this paper, we have proposed active learning approaches that produce state-of-the-art re-
sults in object detection using only a fraction of the training images. Our methods are really
useful in scenarios where obtaining annotations is a costly affair. Our active learning strat-
egy exploits the difference in detection between convolution layers and thus uses a ‘query

2The code we used gives fractionally higher mAP
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by committee’ approach for annotating images. In future we would like to further reduce
the annotation effort by making our batches more diverse and using methods like [20] on
top of our querying strategies. Another interesting direction which we would like to explore
is the combination of semi-supervised techniques with active learning methods for various
computer vision tasks.
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