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Abstract. Image retrieval and ranking based on the multi-attribute queries is
beneficial to various real world applications. Traditional methods on this prob-
lem often utilize intermediate representations generated by attribute classifiers to
describe the images, and then the images in the database are sorted according
to their similarities to the query. However, such a scheme has two main chal-
lenges: 1) how to exploit the correlation between query attributes and non-query
attributes, and 2) how to handle noisy representations since the pre-defined at-
tribute classifiers are probably unreliable. To overcome these challenges, we dis-
cover the correlation among attributes via expanding the query representation,
and imposing the group sparsity on representations to reduce the disturbance of
noisy data. Specifically, given a multi-attribute query matrix with each row corre-
sponding to a query attribute and each column the pre-defined attribute, we firstly
expand the query based on the correlation of the attributes learned from the train-
ing data. Then, the expanded query matrix is reconstructed by the images in the
dataset with the �2,1 regularization. Furthermore, we introduce the ranking SVM
into the objective function to guarantee the ranking consistency. Finally, we adopt
a graph regularization to preserve the local visual similarity among images. Ex-
tensive experiments on LFW, CUB-200-2011, and Shoes datasets are conducted
to demonstrate the effectiveness of our proposed method.

Keywords: Multi-Attribute Image, Image Retrieval & Ranking, Group Sparsity.

1 Introduction

The goal of image retrieval based on multi-attribute queries is to, from a database,
recall images semantically similar to the query in a ranked order. It is beneficial yet chal-
lenging to many computer vision applications [8,17,15,14,23]. Different from single-
attribute queries, a multi-attribute query can exploit the correlation among the query
attributes and preferentially recommend the images similar to the whole attribute query.
A traditional framework [16,9] first trains several attribute classifiers to describe the
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Fig. 1. An illustration of our proposed framework. Given a multi-attribute query (a), we first de-
scribe the query by a matrix. And then the query is expanded based on the correlation among at-
tributes (Sec. 2.1). After that, we reconstruct the query by incorporating the ranking regularization
into the objective function (Sec. 2.2 & 2.3). Furthermore, the graph regularization is introduced
to enforce the local similarity (Sec. 2.4). Each column of the matrix (subgraph (b), top) indicates
a visual attributes (Aj), while each row a query attribute (QAi). In subgraph (c), GT is the number
of query attributes in the corresponding images. The reconstruction score denotes the reconstruc-
tion values with ranking regularization. Graph regularization represents the reconstruction values
with graph regularization. Finally, the retrieval results are shown in subgraph (d).

images, based on which, the candidate images are orderly feedback according to their
similarities to the query. To improve the performance of retrieval, [17,23] introduce the
non-query attributes as the context information to complement the query ones. More
recently, [15] focuses on constructing more discriminative query classifiers by consid-
ering the distance among the query attributes. Impressive results have been achieved
by previous work [17,15,14,23,16,9]. However, there are still three factors needed to be
considered, which would significantly influence the retrieval and ranking performance.
Firstly, due to the influence of various viewpoints, scales and occlusions, the trained
classifier might not be sufficiently accurate. Secondly, considering the attributes in the
query independently might lose the structure information. Thirdly, the correlation be-
tween the query and non-query attributes contains not only the co-occurrence but also
the mutual inference correlation. In other words, a query attribute could be inferred by
other attributes. For example, “Female” could be collated with “No Beard”, “Wearing
Lipstick”, and “Wearing Necklace” etc.

In this paper, we propose a novel framework to handle imprecise and noisy image
representations, consider the dependence among query attributes, and explicitly exploit
the correlation between the query and non-query attributes. As shown in Fig. 1, our sys-
tem has four main components: Query expansion, Query reconstruction, Rank regular-
ization, and Graph regularization. The input is the multi-attribute query (QA1,...,QA4)
as shown in Fig. 1 (a). In the first component, we first represent them as a matrix (top,
Fig. 1(b)), each row of which is a query attribute (QAi), and each column denotes a
pre-defined attribute (A j). Motivated by [22,11,4] on tag completion, we propose an at-
tribute query expansion technique to expand the original query by using the correlation
(middle, Fig. 1(b)). In the second component, we compute the similarity between the
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expanded query and the images in the database by using �2,1 norm based reconstruc-
tion framework. This is inspired by the success of [19] in image annotation community.
[19] shows that the semantic similarity between two images with overlapped labels can
be well recovered in a reconstruction way. In the third component, since our goal is to
retrieve and rank the similar images, beside the reconstruction error, the ranking error
also needs to be considered in the objective function. We utilize the inequally contri-
bution of different query reconstruction coefficients to boost the performance similar
to [17,23]. In the fourth component, we introduce a graph regularization based on the
low-level features of images into the objective function. It enforces the similar images to
have similar reconstruction coefficients and rankings. The reason of introducing graph
regularization is that two visually similar images might generate different intermediate
representations because of various factors such as occlusions, scales. Extensive exper-
iments are designed to validate the superior performance of our method, compared to
state of the art alternatives, on LFW [10], CUB-200-2011 Bird [20], and Shoes [1]
datasets.

The contributions of our work can be summarized as follows:

– We develop a reconstruction based framework to retrieve images by multi-attribute
queries;

– A �2,1 based constraint is introduced to retain the semantic structure of query;
– The query of our framework can be either the multi-attribute or the image.

1.1 Related Work

In this part, we briefly review the previous work that are closely related to ours. These
work can be roughly divided into three groups:

1) Attribute Classifier Based Image Retrieval. In recent years, numerous algorithms
in this category have been proposed, which can be further grouped into two categories.
One focuses on modeling the multi-attribute query. Scheirer et al. [16] propose
an attribute score calibration approach by considering the distribution of different de-
tectors of the attribute. This method models the distribution of the query by taking ad-
vantage of the opposite side of the query attribute. However it is nontrivial to find the
opposite of each attribute. [15] constructs the discriminative attribute detectors by ana-
lyzing the feature distance between attributes. As this method depends on the attribute
distance, its performance is sensitive to the amount of training data. The other category
is to explore the correlation among attributes: To model such interdependencies, Sid-
diquie et al. [17] design an image ranking and retrieval method by taking into account
both query attributes and non-query attributes, which exploits the positive and negative
correlations between the query and non-query attributes to improve the discriminative
of image representation. Further, [23] introduces weak attributes to describe images by
class names. This approach can handle large scale images and automatically select the
correlation features. The approaches proposed in [17,23] focus on the presence of se-
lected query attributes without the consideration of that the consistency of similar image
would generate the similarity rank.

2) Reconstruction Based Image Annotation and Retrieval. Wang et al. [19] propose
to annotate the query image by using sparse coding framework via the �1 norm. The
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differences between our work are that first we want to retrieve the images based on
the attribute query. Second, we use the group sparsity by �2,1 norm instead of �1 norm.
Zhang et al. [25] propose a group sparsity based method for the image annotation and
retrieval task. In [25], features are divided into several groups to find the discriminative
representation group by the constructed image pairs. In the testing phase, it automati-
cally computes the similarity based on the feature weight between the test image and
other images. Comparing with [25], our method uses not only the reconstruction error
but also the ranking error and graph regularization into the objective function.

3) Tag completion. In [22], the authors propose to firstly complete the image tags
based on the co-occurrence among tags, and then compute the similarity between the
query and the images by using the tag relevance. The difference is that [22] uses the
manual tags while our method utilizes the attribute. Moreover, [11] proposes to com-
plete the image tags based on the image-tag association and tag-tag concurrence. And
[4] gives an efficient approach by introducing a co-regularized framework. The differ-
ence between [11,4] and our method is that they focus on image annotation instead of
image retrieval which would lead to the different framework.

2 Our Method

A multi-attribute query is represented by a matrix Q ∈ {0, 1}q×m, where q is the number
of query attributes and m denotes the feature dimension. The element Qi j = 1 when the
pre-defined attribute (A j) is selected as the ith query attribute (QAi). For example, in the
Bird dataset, m is the number of pre-defined attributes, i.e. 312. If the query is “a bird
with pointed-wing shape, blue crown, cone bill shape, and black leg” as shown in Fig.
1, we extract four attributes: “Wing shape: Pointed-Wing”, “Crown Color: Blue”, “Bill
Shape: Cone”, and “Leg color: Black”, i.e. q is 4. Furthermore, Let D ∈ Rm×N represent
a set of N training images, each of which is described by m-dimensional attribute scores.

2.1 Query Expansion

To characterize the correlation between query attributes and non-query attributes, we
firstly collect the positive examples for the query from the training data D, denoted as
Dq ∈ Rm×Nq , where Nq is the number of positive images. An image is positive when it
contains all the query attributes. The goal is to compute the query dependent correlation
matrix B ∈ Rm×m. This problem is formalized as reconstructing Dq ∈ Rm×Nq from a
“corrupted” ˜Dq ∈ Rm×Nq . In order to mine the correlations among the attributes, we
empty all the rows in Dq which represent the query attributes QAi to obtain ˜Dq as:

˜Dq = (1Nq×m − 1Nq×qQ)T � Dq, (1)

where 1r×c denotes a (r, c) matrix full of ones and � is the Hadamard product. The
correlation matrix B is expected to catch the correlation between non-query attributes
in ˜Dq and query attributes in D:

B = argmin ||Dq − B˜Dq||2 + λ||B||2, (2)
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where the second term is used to prevent overfitting and λ is the weighting parameter.
This is an ordinary least squares regressor which has the closed form solution B =
(˜DT

q
˜Dq + λI)−1

˜DT
q Dq. Finally, we obtain the expanded query matrix BQT as shown in

Fig. 1 (b) bottom.

2.2 Query Reconstruction Based on Inducing Group Sparsity

Computing the similarity measure between the images and the expanded query by di-
rectly using the predicted attribute vectors might not handle the imprecise and noisy
image representations caused by e.g. scale, occlusion. To overcome this limitation,
we adopt a sparse reconstruction framework which has been proven to be effective in
[19,21]. We use training data D as the base to sparsely reconstruct the expanded query
attributes BQT with �2,1 norm constraint:

X = argmin ||BQT − DX||22 + α||X||2,1, (3)

where X ∈ RN×q is the reconstruction coefficient, || · ||2,1 is the �2,1 norm, and α is the
weighting parameter. The training images which have non-zero reconstruction coeffi-
cients are considered semantically related to the query. Specially, each row of X refers
to the similarity scores of images with respect to corresponding query attributes.

In our work, we use �2,1 norm instead of �1 for sparse recovery. The reasons of
selecting �2,1 norm regularization are twofold. Firstly, each image (column of D) is
restricted to be evenly similar to the expanded query attributes as imposed by the �2
norm. Secondly, the �1 norm is used to sum the similarities across images, and select
only the reliable images by removing imprecise and noisy image representations. The
group structure generated by �2,1 norm ensures more robust and accurate results.

2.3 Ranking Regularization

Now, we have the reconstruction coefficient X whose non-zero rows indicate the images
related to the query, moreover the value of each element denotes the degree of similar-
ity. To rank the retrieved images based on their similarity to the query, an intuitive way
is to sum the coefficient values and sort them. The assumption behind this way is that all
the reconstruction coefficients contribute equally to the rank. We introduce a weighting
scheme by ranking SVM [7] which embeds the ranking in its loss function. The train-
ing images are firstly collected from the training part of each dataset, which have the
groundtruth labels. Then we define each query Qt ⊂ Q, where Q is the set of queries.
The objective function of ranking SVM is:

argmin WT W + C
∑

t

ξt, ∀t WT (φ(Qt, y�t ) − φ(Qt, yt)) ≥ Δ(y�t , yt) − ξt, (4)

where W ∈ Rq×q is the ranking weight, y� is the set of images which contains all the
constituent attributes in query Qt. y represents the other set of images which do not
include all the attributes in query Qt. Δ(y�t , yt) is the loss function as in [17,14]. C is a
parameter which determines the trade-off between training accuracy and regularization.
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ξt is a slack variable to handle the soft margin. φ(·) is the feature map of images. Eq. 4
could be efficiently solved by cutting plane method [18].

Specifically, in our method we use the reconstruction coefficient X as the feature
map. Then we can use the loss function to penalize outputs yt that deviate from the
correct output y�t based on the performance metric we want to optimize for. We set the
loss function as hamming loss:

Δ(y�t , yt) = 1 − |yt ∩ y�t | + |ȳt ∩ ȳ�t |
N

. (5)

The reason to choose hamming loss is that it computed efficiently which only needs
O(|yl|) to solve Eq. 5 as discussed in [17,23], where |yl| is the number of training im-
ages. Eq. 3 only considers the reconstruction error while our aim is to rank the images.
Motivated by [6] which merged the classification error to objective function to achieve
a better classification results, we also embed the ranking error to the objective function
which is denoted as Ω(W,X). We define ys as the prediction results of after computing
the scores of training images XW, and ygt as the groundtruth ranking of training im-
ages under the current query Qt. The Normalized Discounted Cumulative Gains [3] is
adopted as the ranking metric:

NDCG@k =
k
∑

j=1

2rel( j) − 1
log(1 + j)

, (6)

where rel( j) is the relevance of the jth ranked image and Z is a normalization constant.
And NDCG@k represents the score of top k ranked images. The relevance is defined
as the number of shared attributes between the query and the images. Then, Ω(W,X) =
1 − NDCG@k(ys, ygt) where k = 100 in all our experiments.

To incorporate the ranking loss into the objective function, we could set Ω(W,X) as
a regularization term. Then the objective function Eq. 3 is rewritten as:

(W,X) = argmin ||BQT − DX||22 + α||X||2,1 + γΩ(W,X), (7)

where γ is the weighting parameter.

2.4 Graph Regularization

Since we use the score of attribute classifiers as the intermediate representation (D) of
the image, one limitation is that the visually similar images might generate different
representations because of various factors such as occlusions and scales. Preserving the
local visual similarity among images would boost the performance of our method. That
is to say, when the images are visually similar, they should have similar scores to the
query. Moreover, in the test phase, we utilize the such locality to make our method
insensitive to the data variance. Graph regularization [26] is designed for such purpose
in the reconstruction step. In our work, the goal of introducing the graph regularization
into the objective function is to ensure the visually similar images to obtain the close
rankings.
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Mathematically, each image fi = [h1, h2, ..., hs]T ∈ Rs×1 is represented by its low-
level features, such as HOG, SIFT and Texton, where s denotes the dimension of the
low level feature representation. We construct a graph G based on the nearest neighbor-
hood method using the low-level feature distance, each vertex of which stands for an
image. Let S be the weight matrix of graph G, where S i, j is set to 1 when fi is one of
the k-nearest neighbors of f j or equivalently f j is one of the k-nearest neighbors of fi,
otherwise S i, j = 0. We define the degree of the image as J = diag{ j1, j2, ..., jN}, where
jn =
∑N

i=1 S i j. By considering the goal of this term, a reasonable method for choosing a
graph regularizer is to minimize the following objective function:

Ψ (W,X) =
1
2

N
∑

i=1

N
∑

j=1

((xi − x j)2S i j + (xiW− x jW)2S i j) = Tr((XW)TL(XW)+XTLX),

(8)
where L = S−J is the Laplacian matrix. xi ∈ R1×q denotes the reconstruction coefficient
with respect to the ith image. This regularization enforces the similar images to obtain
the close reconstruction coefficients and ranking scores. By incorporating the Laplacian
regularizer Ψ into the objective (7), we have the final objective function:

(X,W) = argmin ||BQT − DX||22 + α||X||2,1
︸��������������������������︷︷��������������������������︸

sparse reconstruction

+ γΩ(W,X)
︸������︷︷������︸

ranking regularization

+ βΨ (W,X)
︸������︷︷������︸

graph regularization

. (9)

Recall that Ω(W,X) denotes the ranking regularization term constructed based on the
standard ranking SVM [7]. Ψ (W,X) is defined as the graph regularizer, which is used
to keep the locality of the images. λ, α, β, γ are the weights associated with each regu-
larization term.

2.5 Optimization

Since the local graph and global ranking consistency constraints in the objective func-
tion are quadratic, the objective function Eq. 9 is a convex problem, thus it could be
solved by a gradient descent-based approach as shown in Algorithm 1.

Firstly, Eq. 2 could be considered as a rigid regression problem, which could be
efficiently solved by gradient descent to get the correlation matrix B. Then Eq. 9 is
composed of two variables (W,X) to be optimized. We use an iterative strategy to solve
it:

-Holding W fixed, learn the reconstruction coefficient X by solving a standard sparse
coding problem. We use a similar algorithm described in [12] to solve this optimize
problem.

-Holding X fixed, learn the ranking weight parameter W by employing a standard
ranking SVM, which was proposed in [7].

The two steps are repeated until convergence. Furthermore, we observe that there
needs to be about 2 ∼ 4 iterations to convergence.

2.6 Test Phase

In the test phase, we firstly extract the attribute presentation Dt by using attribute clas-
sifiers. Then the similarity among testing images is computed based their low-level
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feature representation and therefore we have St and Lt. Since we obtained the ranking
weighting coefficients W, query representation BQT and the Laplacian matrix Lt, we
just need to solve a sparse reconstruction problem:

Xt = argmin ||BQT − DtXt||22 + α||Xt||2,1 + βTr((XtW)TLt(XtW) + XT
t LtXt), (10)

where Xt represents the reconstruction coefficients for the testing images. Finally, we
use the reconstruction coefficients Xt and the ranking weight W to get the final image
ranking list. α and β are determined on the validation dataset.

Algorithm 1. The main training steps of our method
1. Input: B ∈ Rm×m,Q ∈ Rq×m,D ∈ Rm×n, λ, α, β, γ
2. Initialize W = 1q×q,X = 0
3. repeat
4. Computing reconstruction coefficients X according to Eq. 9 with W fixed.
5. Computing image ranking weight W according to Eq. 4 with X fixed.
6. Update the solutions W and X.
7. until convergence:||BQT − DX||2 ≤ ε & Ω(W,X) ≤ ρ
8. Output:Reconstruction coefficients X, Ranking weight W;

3 Experiments

We have conducted extensive experiments to evaluate our image retrieval and ranking
framework on three public datasets LFW [10], CUB-200-2011 [2], and Shoes dataset
[1]. First, we show the effect of parameters to the performance. Second, compared with
the state-of-the-art approaches, we validate the superior performance of our method.
Third, we experiment on the shoes dataset to demonstrate our method can be applied
on the case directly using images as queries.

3.1 Experimental Settings

Dataset. LFW[10] (Labeled Faces in the Wild) is originally constructed for face veri-
fication. In our experiments, a subset of images consisting of 9992 images is selected.
In addition, each image is annotated with 73 attributes. We simply divide this subset
into two parts: 50% of all the images are randomly chosen as the training data and the
remaining are used for testing. CUB-200-2011 [2] (Caltech-UCSD Birds-200-2011) is
composed of 11, 788 images from 200 bird categories, which are the uncropped im-
ages of birds with various statuses, such as flying, perched, swimming, truncated and
occluded, in the wild. Furthermore, each bird has been described by 312 binary vi-
sual attributes. Shoes dataset [1]: contains 14, 765 images of 10 classes of shoes. The
images in this dataset are relatively clean without confounding visual challenges like
clutters, occlusions etc.
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Fig. 2. Evaluation of query expansion parameter: (a) The comparison results between with query
expansion (Red histogram) and without query expansion (Blue histogram). The comparison is
constructed on five types of queries. (b) NDCG Varies for Different Parameters: The weight of
regularization λ and the number of top images.

Query. Since there are no pre-defined multi-attribute queries available for our task, we
create the queries by ourselves based on the training part of each dataset. Two kinds of
queries, i.e. semantic attribute queries (on LFW and CUB-200-2011) and image queries
(on Shoes) are considered. For the semantic attribute ones, 5 different structures are in-
volved, which contain various numbers, from 2 to 6, of attributes in the query. Specially,
we randomly select the attributes from the training set to construct the query with the
constraint that each query should contain at least 30 related images. For the image query,
we randomly select the images from the training set used as queries.

Evaluation Metric: Instead of using a binary relevance, we design the relevance with
multiple levels [13]. The more attributes an image shares with the query, the heavier the
relevance is. As the common attributes become less, the relevance decreases. By consid-
ering that our goal is to rank the image, we select Normalized Discounted Cumulative
Gains (NDCG) [3] as the evaluation criterion.

3.2 Component Evaluation

In this part, we use the validation dataset for tuning parameters and analyzing their
corresponding influences to image retrieval and ranking performance. There are mainly
four parameters of our proposed model including λ, α, β, and γ. λ controls the weight
to avoid over-fitting when we expand query. α corresponds the sparsity of the represen-
tation, γ takes care of the contribution of ranking error in the objective function , while
β determines the importance of the locality similarity among images. To evaluate the
influence of each parameter, we randomly select 100 queries which are composed of
two attributes from LFW. As for C in Eq. 4 and the number of nearest neighborhoods k
in the graph regularization, we empirically set them to 0.1 and 5, respectively.

Query Expansion Evaluation. Firstly, we conduct experiments in this part to validate
the advantage of the usage of the query expansion. In this validation, we test queries
from 5 kinds of query structures, each of which consists of 100 queries. The experiment
results are shown in Fig. 2(a). The advantage of the query expansion is not distinct when
the number of attributes is small. However, as the number of query attributes grows, the
query expansion shows its power. The reason is that when the query attributes are few,
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Fig. 3. Evaluation of weighting parameters in the objective function. (a) NDCG Varies for Differ-
ent Sparsity: The higher value of α indicates more sparsity. (b) NDCG@100 results of different
combinations of parameters β and γ.

for instance only two attributes, there are a lot of related images that limits the improve-
ment. However, once the attributes becomes more, the number of the related images
sharply drops, then the advantage of expansion gets outstanding. Besides, there is one
more important parameter λ directly affecting the performance of the query expansion.
The selected value of λ ranges from 10−3 to 103 as shown in Fig. 2(b). The performance
indicates that the query expansion is easily over-fitted when the value of λ is small.

Query Reconstruction Evaluation. We further investigate the influence of the group
sparsity by varying α. Smaller value of α indicates that more images are involved in
the ranking process, which would introduce more noises and increase the training time.
While larger value of α would make a smaller subset of images response, which would
give a desired ranking performance. As shown in Fig. 3(a), the optimal setting for α
is around 0.1. Based on the results, the conclusion that the sparsity could help for pre-
serving the related images and keeping the structure discriminative can be drawn. We
also show how our algorithm performs given different β and γ values. The ranges for
the two parameters are all set to be from 0.01 to 1000. From the results shown in Fig.
3(a), we observe that our algorithm achieves the best results when β = 10 and γ = 0.1.
Please note that the bins in different colors in Fig. 3(a) represent different values of γ.

3.3 LFW Dataset

In this section, we test the performance of our method on LFW. The images in this
dataset are evenly separated into two parts including the training set and the testing. We
adopt the attributes defined in [10], say 73-dimensional scores of the attribute classifiers.
We randomly generate 2, 000 queries to do the experiment. The number of queries from
two to six attributes are 500, 400, 500, 300 and 300, respectively. The basic parameters
of our model are set as λ = 10 the query expansion process, and α = 0.1, β = 10.5, γ =
0.5 in the training. These parameters are fixed throughout this experiment.

Three related work on multi-attribute based image retrieval and ranking, i.e. RMLL
[14], MARR [17] and Weak Attributes [23] are compared with our method. The param-
eters of the competitors are from the corresponding papers. To reveal the advantages of
fusing the ranking regularization and graph regularization into the objective function,
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Fig. 4. The comparison results between our proposed methods and the state-of-the-art on LFW
dataset. From (a)-(e) are the results of five types of queries. Ranking score (NDCG) is computed
on 10 levels from top 10 to 100. The horizontal axis denotes the number of top retrieved images,
and the vertical axis represents the score of NDCG.

we derivate three variations from our method to participate in the comparison. We use
SR to represent the variation that only uses the sparse reconstruction. SR+GR denotes
that we add the graph regularization into the objective function. SR+RR denotes that
we add the ranking regularization into the objective function and our whole framework
is represented by SP+RR+GR.

The comparison results are shown in Figure 4. We can observe that our method
has achieved a significant improvement compared with the baselines [23,14,17] on all
five types of queries. Four possible reasons may explain this situation: 1) The clean
background of each image has little negative effect on training the attribute classifiers
thus leads to the relative better intermediate representations. 2) The query expansion
can generate the discriminative representation for the query. 3) The unified objective
function can not only preserve the global ranking consistency by the ranking term but
also hold the local similarity among images by the graph regularization (some examples
corresponding to this point are shown in Fig. 6(a)). And 4) Few interruptions, such
as viewpoint changes, occlusions and scales) in this dataset, which makes our results
impressive.

3.4 CUB-200-2011 Dataset

To further test the effectiveness of our model, we experiment on a more challenging
dataset CUB-200-2011 [20]. It contains 312 pre-defined binary attributes to describe
a bird. The attributes can be summarized as 15 part categories: { Beak, Belly, Throat,
Crown, Tail, Back, Fore-head, Nape, Eye, Wing, Breast, Head, Leg, Body, Bird size}
and on average each part corresponds to two attributes on color or pattern. Instead of
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Fig. 5. The comparison results between our methods and the state-of-the-art on CUB-200-2011
dataset. From (a)-(e) are the results of five types of queries. Ranking score (NDCG) is computed
on 10 levels from top 10 to 100. The horizontal axis denotes the number of top retrieved images,
and the vertical axis represents the score of NDCG.

generating the queries from the binary attribute description, we develop the queries
from the 15 category descriptions. We constrain that the query should contain different
kinds of part categories and should include at least 30 related images. The number of
queries on this dataset is 400. The parameters of this dataset is fixed as λ = 10 in the
query expansion process, and α = 10, β = 100.5, γ = 0.5 in the training.

Since there are not existing pre-trained attribute detectors, we employ a multi-label
method [24] to train an multi-label attribute detector. Further, we use the image level
description to describe each image: firstly we use the low level features which are pro-
vided by [5]. Three types of features including color(8), contour(128), and shape(54)
are used to develop a descriptor with 216 dimensions. The comparison results of our
method with the existing works are shown in Fig. 5. We observe that our proposed
method achieves a significant better performance on this dataset than the other alter-
natives. This results further validate the robustness of our framework. While we also
find that the average performance is degraded with the number of attributes growing.
The main reasons are that the attribute detector has a lower recognition accuracy rate.
When there are more attributes in the query, the errors accumulate. In addition, the de-
creasing number of positive images influences the performance of ranking SVM. Last
but not least, the diverse bird appearances increase the difficulty of generating a robust
classifier, even they are in the same class, which would reduce the positive effect of
graph regularization. Some experiment results are shown in Fig. 6(b). We also show the
qualitative retrieval example comparing with related methods as shown in Fig. 7.
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Fig. 6. (a) Top-5 retrieval results of our proposed approach based on different kinds of queries
on LFW dataset. (b) Top-5 retrieval results of our proposed approach based on different kinds
of queries of Bird dataset. The color of stars indicates the distinct attributes in the query and
solid star represents the presence of corresponding attributes while the red cross states the image
missing the corresponding query attribute.

Table 1. Image retrieval accuracy on shoes dataset. Comparing with [25], our proposed image
retrieval framework significantly improves the accuracy.

Methods 10 30 50 70 90 Avg.
[25] 0.5811 0.4618 0.4076 0.3710 0.3417 0.4326

Our Method 0.6881 0.6033 0.5826 0.5718 0.5604 0.6012

Top 10 retrieved images

Query

Crow
n color: Red

Bill length: Shorter than head 

SR+RR
SR

W
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Attributes
RM

LL
M

ARR
SR+RR+GR

Fig. 7. Example of the retrieval results using the query “Bill length: Shorter than head” and
“Crown color: Red” in the bird dataset. Top three rows show the results of our proposed methods,
and the remaining rows display the results of the related work. The red cross states the image
missing the corresponding query attribute. Better view in color.
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3.5 Shoes Dataset

In this section, we show that our framework can be adopted to the situation that the
query is an image. Different from the semantic query, we employ low level features
(GIST and Color) to represent the query and corpus images. Then we reconstruct the
query using the same framework as we have introduced. In total, we randomly select
100 images from the training set. We compare our ranking results with [25] whose aim
was to retrieval similar images instead of ranking them. As [25] harnesses the group
sparsity to retrieval images, so we group the proposed low level features into 10 parts
(9 groups for GIST and 1 for Color). Mean Average Precision (MAP) is employed to
measure the performance of different methods. The results are shown in Table 1, as can
be seen, our method obtains 60.12% on average, compared with 43.26% of [25], thanks
to that our method combines the ranking error into the objective function to gain a more
better reconstruction results, and the graph regularization is capable to preserve the lo-
cal similarity among images which helps to produce more robust results. Furthermore,
comparing with [25] our proposed method add the graph and ranking regularization
into the objective function which would decrease the distance between the query image
and the similar reference images (Graph regularization) and increase the distance be-
tween the query image and the dissimilar reference images (Ranking regularizations).

4 Conclusion and Future Work

In this paper, we have proposed a framework for solving the multi-attribute query based
image retrieval and ranking problem by minimizing both the reconstruction and the
ranking errors. The proposed algorithm takes advantage of the structural sparsity of
queries. To enhance the discriminative power of the query representation, the query
expansion has been introduced into the framework. Compared with the state of the
art image retrieval techniques with semantic queries, our proposed method has shown
advanced performance. In addition, we have also applied our approach on the image
retrieval with image query, our algorithm has achieved better results over the others.
However, the low detection accuracy of attribute would directly affect the performance
of our proposed method, how to improve the attribute prediction performance is left as
our future work to further improve the performance of image retrieval and ranking.
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