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Abstract. Nonrigid surface registration is a challenging problem that
suffers from many ambiguities. Existing methods typically assume the
availability of full volumetric data, or require a global model of the sur-
face of interest. In this paper, we introduce an approach to nonrigid
registration that performs on relatively low-quality RGBD images and
does not assume prior knowledge of the global surface shape. To this
end, we model the surface as a collection of patches, and infer the patch
deformations by performing inference in a graphical model. Our repre-
sentation lets us fill in the holes in the input depth maps, thus essentially
achieving surface completion. Our experimental evaluation demonstrates
the effectiveness of our approach on several sequences, as well as its ro-
bustness to missing data and occlusions.
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1 Introduction

Shape registration is a crucial process when handling sequences of 3D data. It
allows us to progress from observing a set of unrelated point clouds to having a
coherent 4D (space and time) shape representation, thus opening the way to a
better understanding of the dynamic scene at hand. In the rigid scenario, many
mature techniques are now available (e.g., [14,7]). Here, we focus on the chal-
lenging problem of nonrigid surface registration, which has many more degrees
of freedom and typically suffers from many ambiguities.

In the nonrigid case, much of the existing literature has focused on registering
volumetric data, where the point clouds represent (the surface of) a full 3D volume
(e.g., [4,3,40,13,19,25,29]). Such volumetric data is typically acquired with multi-
ple cameras placed around the scene of interest. Therefore, given sufficiently many
cameras, it comes with relatively low noise and few holes in the point clouds.With
the recent availability of low-cost RGBD sensors, 3D data can be acquired in much
less constraining environments. However, this comes at the cost of (i) only having
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(a) Input RGB image (b) Side view of the input data (c) Our registration result

Fig. 1. Nonrigid surface registration and completion: Given noisy RGBD im-
ages, such as the one depicted by (a) and (b), our approach computes a coherent shape
across the images and lets us fill in the missing observations.

access to the 3D measurements of an inherently 2D surface instead of a 3D vol-
ume; and (ii) having to handle much noisier data with potentially many missing
observations.While some techniques perform registration in this setting, with the
exception of [10,11], they either acquire a model of the surface as a pre-processing
step [15,16,6], or are designed for specific shapes, such as the human body [31].

In this paper, we introduce an approach to nonrigid surface registration from
RGBD images that does not rely on a global surface model. To this end, we
represent the observed surface as a collection of deformable patches. This makes
our approach agnostic to the specific shape of the surface and thus applicable in
more general scenarios. Furthermore, our patch-based representation gives us the
means to fill in the gaps in the observations, and thus perform shape completion,
as well as to account for newly visible surface parts in an online manner.

More specifically, we express nonrigid registration as an inference problem
in a Conditional Markov Random Field (CRF) where each node represents a
surface patch. The variables in our CRF are continuous and encode the defor-
mations of the patches. This lets us formulate an energy function that comprises
terms such as color constancy, coherence of the predicted 3D patches with the
observed depth, surface smoothness and coherence across neighboring patches.
The resulting energy is pairwise, which lets us employ a Fusion Moves strat-
egy [18] to perform inference in our continuous CRF.

We evaluate our formulation on several sequences of deforming surfaces, such
as the one depicted in Fig. 1. Our experiments evidence the benefits of our ap-
proach over model-free and model-based baselines in various scenarios including
missing data and occlusions.

2 Related Work

In recent years, nonrigid registration has received a lot of attention. In particular,
many methods have focused on the problem of registering, or matching, point
clouds representing the surface of an entire 3D volume [4,3,40,13,19,25,29]. In
this context, a patch-based representation of the surface was also employed in [4].
Note, however, that, in contrast to our deformable patches, the patches in [4]
were assumed to move quasi-rigidly. More importantly, the above-mentioned
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techniques, as well as others designed for depth maps [20], ignore all appear-
ance information of the object of interest. In [36,8,33], appearance was further
included in the registration process. However, since the volumetric data was
acquired with a multi-camera setup, the resulting techniques were able to ex-
ploit multiple views of the surface. In contrast, here, we make use of a low-cost
RGBD sensor that only provides us with a single view of the surface, and whose
3D measurements are therefore not volumetric.

The measurements acquired with depth sensors are known to be noisy and to
suffer from missing data. As a consequence, many techniques perform shape com-
pletion and denoising by fusing multiple depth images of the same scene [30,5].
This was further extended to incorporating appearance information in the fusion
process [38,24]. While the previous methods rely on the availability of multiple
depth maps of a rigid scene, depth super-resolution has also recently been inves-
tigated in the single image scenario. However, existing techniques require either
having access to a large number of depth exemplars [21], or that the scene is
redundant (i.e., has some repetitive patterns) [12].

Registering multiple depth maps to simultaneously perform denoising and
build a model of a large scene has also been investigated [14,7]. While effective
for rigid scenes, these techniques currently mostly treat nonrigid components
as noise in the scene [17]. In [39], the nonrigid (articulated) case was explicitly
handled. However, this was achieved by combining the information from multiple
Kinects simultaneously acquiring images from different viewpoints.

Here, we aim to perform nonrigid registration from a single depth sensor.While
some methods have been proposed to tackle this scenario, most of them rely on a
globalmodel of the observed shape. For instance, the technique of [31] is specifically
designed for human pose estimation. While dealing with more general shapes, [6]
relies on acquiring the global shapemodel from a separateRGBD sequence. In con-
trast, [15,16] build the shape model from the first frame of the sequence. However,
this assumes that all parts of the surface are visible in this frame. To the best of our
knowledge, [10,11] are the only RGBD-based methods that do not exploit knowl-
edge of the shape at hand, and thus work in similar settings as our approach. Both
methods, however, formulate the problem in terms of pixelwise flow, and thus are
typically more sensitive to noise than model-based approaches.

Since RGBD sensors essentially provide us with 3D data corresponding to
an inherently 2D surface (as opposed to full volumetric data), our work is also
related to monocular nonrigid 3D reconstruction techniques [27]. These tech-
niques can be categorized into template-based approaches [28,22,2] and nonrigid
structure-from-motion methods [32,34,26,35,9]. Note that, in both classes, patch-
based approaches were proposed [28,34,26]. As the name suggests, template-
based methods make use of a reference model of the shape of interest. While
nonrigid structure-from-motion techniques do not, they rely on tracking interest
points across the sequence and are therefore sensitive to noise and occlusions. In
contrast, since we exploit RGBD sensors that are now readily available in many
scenarios, our approach can robustly track a surface throughout a sequence de-
spite occlusions and missing data.
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3 Nonrigid Surface Registration and Completion

We now present our approach to nonrigid surface registration. Ultimately, given
a sequence of RGBD images depicting a deforming surface, our goal is to ob-
tain a coherent surface representation across the entire sequence along with its
deformations in each frame. We formulate this as nonrigid registration between
pairs of neighboring frames, which lets us propagate information throughout the
sequence. Note that, while we consider the video scenario, our registration ap-
proach could in principle be applied to any pair of images. In the remainder of
this section, we first discuss our patch-based surface model and then describe
our continuous CRF formulation of the nonrigid registration problem.

3.1 Nonrigid Patch-Based Surface Model

As mentioned earlier, we do not assume the availability of a global model of
the surface of interest. This allows us to model surfaces of arbitrary shapes, and
makes the design of deformation models easier. To this end, we represent the
observed surface with a collection of overlapping, deformable patches.

Given an RGBD image of a nonrigid surface, we first compute a supervoxel
segmentation of the observed data based on depth and color information [37].
Each supervoxel now corresponds to one patch in our representation. To param-
eterize the deformations of each patch, we make use of the linear deformation
model of [28]. More specifically, each patch i is represented by a triangulated
mesh with V vertices whose 3D coordinates are stored in the vector mi ∈ R

3V .
The deformation of this mesh can then be expressed as

mi = m0
i + Λci , (1)

where m0
i is the rest shape of the mesh, Λ is the 3V ×Q matrix of deformation

modes, and ci ∈ R
Q is the vector of mode coefficients determining the defor-

mation. As in [28], the deformation modes were obtained by applying Principal
Component Analysis (PCA) to a set of randomly generated deformations of m0

i .
In this formalism, our goal now is to fit 3D mesh patches to the observed

supervoxels. To this end, we first perform a rigid registration by aligning the
centroid and the normal vector of patch i to that of its corresponding super-
voxel, which yields m0

i . From this first registration, we estimate the barycentric
coordinates bi,j ∈ R

3 with respect to m0
i of each observed point xi,j belonging

to supervoxel i. These barycentric coordinates are obtained by casting a ray from
xi,j in the direction of the supervoxel normal and intersecting it with m0

i . They
are thus given with respect to 3 mesh vertices. Fitting mi to the supervoxel
points xi = [xT

i,1, · · · ,xT
i,Ni

]T can be expressed as the optimization problem

min
ci

∥
∥Bi

(

m0
i + Λci

)− xi

∥
∥
2
+ wr

∥
∥
∥Σ−1/2ci

∥
∥
∥

2

, (2)

where Bi is the 3Ni × 3V matrix grouping the barycentric coordinates of all
the points, wr is a regularization weight1, and Σ is the diagonal Q ×Q matrix

1 The weight wr was set to 3 in all our experiments.
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(a) Supervoxel segmentation (b) Mesh fitting result (c) Point cloud

Fig. 2. Mesh fitting: Given the supervoxel segmentation (a), we fit a mesh patch
to each supervoxel. In (c), we visualize the surface points computed using barycentric
coordinates with respect to the mesh vertices.

containing the eigenvalues obtained when applying PCA to the training meshes
to create the deformation modes. These eigenvalues encode the importance of
each mode on the deformation. Thus the second term in the objective func-
tion simply regularizes the deformation coefficients. Note that this optimization
problem is a least-squares problem. Therefore, its solution can be obtained in
closed-form. In Fig. 2, we illustrate the process of fitting patches to observed
supervoxels.

3.2 Nonrigid Registration as Inference in a CRF

In this paper, we address nonrigid registration as an inference problem in a CRF
with continuous variables. By making use of the model introduced in Section 3.1,
we define each node in our CRF as one surface patch. We employ the mode
coefficients ci as random variable for node i, which can be thought of as a Q-
dimensional continuous label.

Given two images I0 and I1 and their corresponding depth maps D0 and D1,
the joint distribution over the deformation coefficients of the N surface patches
registering frame 0 to frame 1 can be expressed as

P (c|I0, I1, D0, D1) =
1

Z(c)
exp

⎛
⎝−

N∑
i=1

φi(ci|I0, I1, D0, D1)−wp

∑
(i,i′)∈E

φii′(ci, ci′)

⎞
⎠ ,

where φi(·) is a unary potential function encoding the local evidence for a patch
configuration, φii′ (·, ·) is a pairwise potential function defined over the edges E
of the CRF and accounting for the relation of two neighboring patches, wp is a
weight regulating the influence of both terms, and Z(·) is the partition function.
Inference in the CRF is then performed by computing a MAP estimate of c,
which can be achieved by minimizing the corresponding energy

E(c) =
∑

i∈N
φi(ci|I0, I1, D0, D1) + wp

∑

(i,i′)∈E
φii′ (ci, ci′ ) . (3)

In the remainder of this section, we describe our unary and pairwise potentials,
as well as the inference strategy used to obtain a MAP estimate.
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Unary Potential. Our unary potential comprises three terms, and can thus be
expressed as

φi(ci) = wcφ
c
i (ci) + wdφ

d
i (ci) + wsφ

s
i (ci) , (4)

where we omitted the explicit dependencies on the images and depth maps for
ease of notation. These three terms encode color constancy (φc

i ), depth coherence
(φd

i ) and patch smoothness (φs
i ), respectively.

The color constancy term φc
i measures the intensity disagreement between

corresponding pixels in I0 and I1. To this end, let us define the function Π(·),
which projects a 3D point to its 2D image coordinates. The projection of a 3D
point x = [x, y, z]T can thus be written as

u = Π(x) =

(
x
z fx + cx
y
z fy + cy

)

, (5)

where fx and fy are the focal lengths of the sensor, and cx and cy define the
optical center. This lets us write our color constancy term as

φc
i (ci) =

∥
∥I1

(

Π
(

Bi(m
0
i + Λci)

))− I0
(

Π(Bim
0
i )
)∥
∥
1
, (6)

where m0
i corresponds to the mesh configuration in frame 0 for patch i. Note

that, to simplify notation, we assume that a vector input to the functions Π , I0
and I1 yields elementwise evaluations of the functions. Here, we utilize the �1
norm to increase the robustness of our method to outliers.

The depth coherence term φd
i penalizes depth disagreement between the de-

formed mesh patches and the target depth map D1. By again making use of a
robust �1 norm formulation, this term can be expressed as

φd
i (ci) =

∥
∥D1

(

Π
(

Bi(m
0
i + Λci)

))− (

Bi(m
0
i + Λci)

)

z

∥
∥
1
, (7)

where (·)z extracts the z-components of the input vector.
Finally, the smoothness term φs

i penalizes large deviations of the deformation
coefficients ci from the training data. Similarly as in Section 3.1, this term can
be expressed as

φs
i (ci) =

∥
∥
∥Σ−1/2ci

∥
∥
∥

2

, (8)

and can be thought of as assuming a Q-dimensional zero-mean Gaussian prior
on ci with (diagonal) covariance Σ.

Pairwise Potential. Our unary potentials try to fit each individual mesh patch
to the data observed in frame 1. Of course, this can be subject to ambiguities,
since parts of the surface may be poorly-textured. This in turn would yield to
inconsistencies between the different patches. To prevent these inconsistencies,
we introduce a pairwise potential defined on adjacent mesh patches, i.e., patches
that overlap when fitting the meshes to the supervoxels.

More specifically, let us denote by x̂i,j the 3D location of point j predicted
by patch i. This prediction can be written as

x̂i,j = Bi,j(m
0
i + Λci) , (9)



70 W. Xu et al.

where Bi,j is the 3× 3V submatrix of Bi corresponding to point j. Similarly, if
point j also belongs to patch i′, we have the prediction

x̂i′,j = Bi′,j(m
0
i′ + Λci′ ) . (10)

To enforce coherence across adjacent patches, our pairwise potential therefore
encourages these two predictions to agree. By summing over the Ni,i′ points in
the overlap between patch i and patch i′, this can be written as

φii′ (ci, ci′ ) =

Ni,i′∑

j=1

∥
∥Bi,j(m

0
i + Λci)−Bi′,j(m

0
i′ + Λci′)

∥
∥
2
. (11)

Together, our unary and pairwise potentials define an energy that encourages
the patches to fit the data and form a coherent surface. We now turn to the
problem of minimizing this energy, i.e., performing inference in our CRF.

Inference. One of the challenges of performing inference in our graphical model
is that its variables are continuous. While many inference methods have been
proposed for the discrete case, the literature on continuous inference remains
limited. Here, we perform inference using the Fusion Moves strategy introduced
in [18]. Fusion Moves have proven effective to minimize nonlinear and non-convex
objective functions in different contexts, such as optical flow estimation [18] and
monocular nonrigid surface reconstruction [35]. In our framework, they are par-
ticularly better suited than gradient-based techniques to handle non-smooth
robust error terms, such as φc

i and φd
i . Fusion Moves perform inference by it-

eratively merging a set of two proposals per node in the graph, which can be
expressed as a binary labeling problem. While global convergence cannot be
ensured, Fusion Moves guarantee that the energy decreases at each iteration.

As mentioned earlier, our deformation model was computed via PCA, and
thus assumes a Gaussian distribution of the deformation coefficients. To generate
proposals, we therefore make use of this assumption, and draw random samples
for each patch according to

ci ∼ N (0, εΣ) , (12)

where we exploit the covariance matrix of the coefficients Σ modulated by a
constant scalar ε that encodes the degree of deformation expected between frame
0 and frame 12. At each iteration, we draw one such sample per patch and make
use of the current best solution as second proposal in the Fusion Moves. We
iterate until the change of global energy is smaller than a predefined tolerance
within ten iterations.

To tackle the video scenario, which we are most interested in, we use the
method described in Section 3.1 to obtain the initial surface patches in the first
frame of the video. We then track the deformations of these patches through-
out the entire sequence by making use of the solution at time t as initialization

2 We used ε = 0.05 in all our experiments.
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for the Fusion Moves inference at time t + 1. As a consequence, we obtain a
coherent surface model across the video sequence. In the presence of occlusions
and missing data, the unobserved parts of the surface can then be inferred from
the deformed mesh patches, thus effectively performing surface completion. Note
that, while we do not model occlusions explicitly, our method has proven robust
to moderate occlusions. For larger ones, a strategy such as the one used in [16]
could easily be included in our framework. As will be evidenced by our experi-
ments, our inference strategy makes our approach robust to error accumulation
that can typically occur in a tracking scenario such as considered here.

3.3 Incorporating New Patches

One of the benefits of relying on patches instead of a global model is that we can
easily incorporate new patches in an online manner, as previously-hidden parts
of the surface become visible. To this end, we adopt the following strategy. After
registering the previous frame to the current one, we search for parts in the point
cloud that are not explained by the current patches. These parts correspond to
newly visible surface areas. We then compute superpixels [1] in the input image
corresponding to these areas only, and add a new patch for each sufficiently large
superpixel (i.e., of similar size as the original patches). These patches are then
registered to the RGBD image following the procedure of Section 3.1, and thus
incorporated in our surface representation for the following frame.

4 Experimental Results

In this section, we study the effectiveness of our approach in different scenarios.
In particular, we provide quantitative and qualitative results on two publicly
available RGBD sequences3 depicting dynamically deforming objects (a sheet
of paper and a T-shirt) captured using a single Kinect. We also evaluate the
robustness of our approach to missing data and occlusions, and illustrate its use
to add patches online. In all our experiments, both the color images and the
depth maps were acquired at the resolution of 640× 480. We used square mesh
patches with 5×5 vertices and retained Q = 20 deformation modes. The weights
in Eqs. 3 and 4 were set to wp = 2500, wc = 30, wd = 25, and ws = 10000 for all
sequences, which corresponds to making all the terms in the energy of similar
magnitudes. The videos of our results are provided as supplementary material.

We compare our results with those obtained with two methods that, as ours,
do not require a global model of the surface: (i) The Coherent Point Drift (CPD)
algorithm of [23]4, which does not exploit RGB intensities; and (ii) RGBD-
Flow [11]5, which extends state-of-the-art optical flow techniques to RGBD im-
ages. Furthermore, we also compare our results with a baseline obtained by
replacing our local patches with the global NURBS representation of [16], in

3 Publicly available at http://cvlab.epfl.ch/data/dsr
4 Code available at https://sites.google.com/site/myronenko/research/cpd
5 Code available at http://homes.cs.washington.edu/~eherbst/useful-code/

http://cvlab.epfl.ch/data/dsr
https://sites.google.com/site/myronenko/research/cpd
http://homes.cs.washington.edu/~eherbst/useful-code/
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Kinect data RGBDFlow CPD NURBS Our approach

Fig. 3. Registration results for 2 frames of the paper sequence. We show the
front view and side view of our results and of the baselines. Note that RGBDFlow
introduces some noise in the results, while CPD and the NURBS model do not respect
the texture of the surface. Our approach yields smooth and accurate surfaces.

conjunction with their regularizer and optimization technique (CMA-ES). For
all baselines, we follow a similar strategy as with our approach to propagate
information across the video sequence.

4.1 Comparison with the Baselines

In Figs. 3 and 4, we provide some examples of the registration results obtained
with our approach and with the baselines on the paper and T-shirt sequences.
To be able to better evaluate the registration quality, we warped the first RGBD
image according to the registration results, and display the result of this warping
procedure as colored point clouds seen from a different viewpoint.

From these examples, we can see that, while reasonably accurate in the middle
of the surface, RGBDFlow yields very noisy point locations at the boundaries.
In contrast, CPD and the NURBS model yield fairly smooth surfaces. However,
the artifacts that can be observed on the warped texture of the surface suggest
that registration is not very accurate. Our method simultaneously yields smooth
results and accurate warped texture, thus indicating accurate registration.

The benefits of our approach are further evidenced by our quantitative results.
In Fig. 5, we report depth errors for all methods, computed as the mean absolute
depth difference between depth maps generated from the results of the different
methods and the original Kinect depth maps. Note that the error of RGBDFlow
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Kinect data RGBDFlow CPD NURBS Our approach

Fig. 4. Registration results for 2 frames of the T-shirt sequence. Note again
that our approach yields smoother results than RGBDFlow and less distorted warped
textures than CPD and the NURBS model, thus indicating more accurate registration.

increases over time, thus suggesting error accumulation. In contrast, CPD, the
NURBS model and our approach yield lower errors and are more stable over time.
Importantly, even when our accuracy drops for one frame (e.g., frame 45 in the
T-shirt sequence), our Fusion Moves inference strategy, which performs more
global optimization, is able to recover and get back to accurate registration in
later frames. While it may seem that CPD, the NURBS model and our approach
perform similarly, the front views of Figs. 3 and 4 suggest that our registration
results are more accurate. To quantify this, we employed the following strategy:
We manually selected 15 interest points spread over the surface every 20 frames of
the paper and T-shirt sequences. The shapes predicted by our algorithm and the
baselines give us estimates of the 3D locations of these points, which we can then
compare against the manually selected locations. This gives us a better notion
of registration error than the previous depth error, which does not take point
correspondence into account and thus does not penalize points sliding on the
surface. As evidenced by Fig. 6, our approach yields more accurate registration
than the baselines.

On a laptop with a four-core CPU, 8GB memory and a Geforce 765M graphics
card, the runtimes for the 4 methods are of the order of 1 min per frame for
RGBDFlow, 10 min per frame for CPD, 10 min per frame for the NURBS model
and 3 min per frame for our approach. Note that RGBDFlow benefits from a
GPU implementation. In contrast, the current implementation of our approach
only runs on the CPU.
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Fig. 5. Mean depth error: (Left) Paper sequence. (Right) T-shirt sequence.
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Fig. 6. Registration error: (Left) Paper sequence. (Right) T-shirt sequence.

4.2 Missing Data and Occlusions

In this section, we evaluate the robustness of our algorithm to missing data
and partial occlusions. For the missing data case, we first made use of the paper
sequence, and synthetically removed some amount of depth observations. To this
end, and to model the fact that the noise in the depth sensor is often structured,
we randomly removed square areas of 20 × 20 pixels from the depth maps of
10 consecutive frames in the sequence. We repeated this operation for different
numbers of removed areas, corresponding to different percentages of missing
data. Fig. 7 depicts the mean depth errors of the baselines and of our approach
on the last of the 10 frames as a function of the percentage of missing points.
Note that, while the errors of RGBDFlow and of the NURBS model tend to
increase with the percentage of missing data, our errors remain stable. While
the errors of CPD, and in some cases of the NURBS model, appear to be very
low, they should again be considered jointly with the front view of the results
(see Fig. 9) which suggests worse registration accuracy than for our approach.

To illustrate the fact that our approach is also robust to the missing data
problem in a real scenario, we selected the images in the T-shirt sequence that
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Fig. 7. Robustness to missing data:
Mean depth error of the baselines and of
our approach as a function of the percent-
age of missing points. The data was gen-
erated by randomly removing areas from
some frames of the paper sequence
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Fig. 8. Robustness to occlusion:
Mean depth error of the baselines and
of our approach as a function of the
frame number. The data was generated by
adding an occluder to the paper sequence

Kinect data RGBDFlow CPD NURBS Our approach

Fig. 9. Robustness to missing data: Front view of the registration results for the
largest amount of missing data in Fig. 7

most suffer from this problem. These results are depicted in Figs. 1 and 10. Note
that we can accurately fill in the holes in the original Kinect data.

To evaluate the robustness of our approach to partial occlusion, we employed
the paper sequence and synthetically augmented it with an occluder passing
in front of the surface, as shown in the first column of Fig. 11. Note that the
resulting depth maps contained the depth of the occluder, thus truly mimicking
occlusion. Fig. 11 compares our results on this occluded sequence with the results
of the baselines. While the latter are strongly affected by the presence of the
occluder, our approach performs essentially the same as without any occlusion.
This is further evidenced by the quantitative errors provided in Fig. 8. Note that
our results can also be used to fill in the gap in the observed data.

4.3 Incorporating New Patches

To illustrate the ability of our approach to incorporate new patches in an on-
line manner, we employed the paper sequence, and augmented the data with a
synthetic occluder that hides roughly half of the surface in the first frame. This
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Missing data Self-occlusion

Fig. 10. Missing data and self occlusion: Results on some of the most noisy frames
of the T-shirt sequence

Kinect data RGBDFlow CPD NURBS Our approach

Fig. 11. Robustness to occlusions: While the baselines all suffer from the presence
of an occluder in the sequence, our approach remains virtually unaffected

occluder was then progressively removed throughout the sequence. As shown in
Fig. 12, our approach lets us augment the surface with new patches as parts of
the object that were previously hidden become visible. Note that this would not
be possible with a global model acquired in the first frame of the sequence.

4.4 Video Editing

Finally, we illustrate the use of our approach as a tool to achieve video editing.
To this end, we re-textured the data in the first frame of the video and then
made use of our registration results to transfer the new texture across the entire
sequence. Fig. 13 depicts a few frames of the result of this process applied to
the paper sequence. Note that, thanks to our registration accuracy, the resulting
images look realistic, up to shading effects which are not modeled here.
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Fig. 12. Incorporating Patches: Our approach lets us incorporate new patches as
previously hidden parts of the surface become visible

Fig. 13. Video editing: Our registration results let us re-texture the surface in the
paper sequence to create realistic RGBD images of a different object

5 Conclusion

We have introduced an approach to performing nonrigid surface registration
and completion from a low-cost RGBD sensor. Thanks to our patch-based rep-
resentation, our approach can be applied to surfaces of arbitrary shapes. Our
experimental evaluation has demonstrated the effectiveness of our method in
various scenarios. In the future, we plan to push our technique in the direction
of augmented reality, as well as extend it to modeling more general 3D scenes.
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