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Abstract. For the traditional Bayesian face recognition methods, a sim-
ple prior on face representation cannot cover large variations in facial
poses, illuminations, expressions, aging, and occlusions in the wild. In
this paper, we propose a new approach to learn the face prior for Bayesian
face recognition. First, we extend Manifold Relevance Determination to
learn the identity subspace for each individual automatically. Based on
the structure of the learned identity subspaces, we then propose to esti-
mate Gaussian mixture densities in the observation space with Gaussian
process regression. During the training of our approach, the leave-set-
out algorithm is also developed for overfitting avoidance. On extensive
experimental evaluations, the learned face prior can improve the per-
formance of the traditional Bayesian face and other related methods
significantly. It is also proved that the simple Bayesian face method with
the learned face prior can handle the complex intra-personal variations
such as large poses and large occlusions. Experiments on the challeng-
ing LFW benchmark shows that our algorithm outperforms most of the
state-of-art methods.

1 Introduction

Face recognition is an active research field in computer vision, and has been
studied extensively [36,1,23,21,38,7,27,15,4,2,8,31]. It mainly consists of two sub-
problems: face verification (i.e., to verify whether a pair of face images are from
the same person.) and face identification (i.e., to recognize the identity of a query
face image given a gallery face set.). As the former is the foundation of the latter
and has more applications, we focus on face verification in this paper.

Among the face verification methods, Bayesian face recognition [23] is a repre-
sentative and successful one. It presents a probabilistic similarity measure based
on the Bayesian belief that the difference Δ = x1 − x2 of two faces x1 and x2

is characteristic of typical facial variations in appearance of an individual. It
then formulates the face verification as a binary Bayesian decision problem. In
other words, it classifiesΔ as intra-personal variations ΩI (i.e., the variations are
from the same individual) or extra-personal variations ΩE (i.e., the variations
are from different individuals). Therefore, based on the MAP (Maximum a Pos-
terior) rule, the similarity measure between x1 and x2 can be expressed by the
logarithm likelihood ratio between p(Δ|ΩI) and p(Δ|ΩE), where both p(Δ|ΩI)
and p(Δ|ΩE) are assumed to follow one multivariate Gaussian distribution [23].
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However, two limitations have restricted the performance of Bayesian face
recognition. First, the above Bayesian face method, including several related
methods [38,39,37], is based on the difference of a given face pair, which discards
the discriminative information and reduce the separability [7]. Second, the distri-
butions of p(Δ|ΩI) and p(Δ|ΩE) are oversimplified, assuming one multivariate
Gaussian distribution can cover large variations in facial poses, illuminations,
expressions, aging, occlusions, makeups and hair styles in the real world.

Recently, Chen et al. [7] proposed a joint formulation for Bayesian face, which
has solved the first problem successfully, but the second problem still remains
unsolved. In [19,27], a series of probabilistic models were developed to evaluate
the probability that two faces have the same underlying identity cause. These
parametric models are less flexible when dealing with complex data distributions.
Therefore, it is difficult to capture the intrinsic features of the identity space by
means of these existing Bayesian face methods.

To overcome the second problem in this paper, we propose a method to learn
the two conditional distributions of {x1, x2}, denoted by p({x1, x2}|ΩI) and
p({x1, x2}|ΩE). For brevity, we call the two conditional distributions as the face
prior. Our method mainly consists of two steps.

In the first step, we exploit three properties of Manifold Relevance Determi-
nation (MRD) [9]: (1) It can learn a factorized latent variable representation of
multiple observation spaces; (2) Each latent variable is either associated with a
private space or a shared space; (3) It is a fully Bayesian model and allows esti-
mation of both the dimensionality and the structure of the latent representation
to be done automatically. We first extend MRD to learn an identity subspace
for each individual automatically. As MRD is based on Gaussian Process latent
variable models (GP-LVMs) [16], it is flexible enough to fit complex data. Then,
we can obtain their corresponding latent representations z1 and z2 for x1 and
x2 in the learned identity subspace. Therefore, two categories can be generated
for training. One category includes K matched pairs, where each pair {z1, z2}
is from the same individual. The other category includes K mismatched pairs,
where each pair is from different individuals.

In the second step, we propose to estimate Gaussian mixture densities for each
category in the observed data space with Gaussian process regression (GPR) [30].
For each category, there is a clear one-to-one relationship between the latent input
[z1, z2] and the observed output [x1, x2]. We model this relationship with GPR,
where the leave-set-out (LSO) technique is proposed for training in order to avoid
overfitting. In fact, we interpret latent points as centers of a mixture of Gaussian
distributions in the latent space that are projected forward by the Gaussian pro-
cess to produce a high-dimensional Gaussian mixture in the observation space.
Since the latent space only contains the identity information, the learned density
can fully reflect the distribution of identities of face pairs [x1, x2] in the obser-
vation space. The resulting distributions p({x1, x2}|ΩI) and p({x1, x2}|ΩE) can
further improve the performance of Bayesian face recognition.
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In summary, there are three contributions in this paper:

1) We introduce MRD and extend it to learn the identity subspace accurately,
where the estimation of both the dimensionality and the structure of the
subspace can be done automatically.

2) We propose to estimate Gaussian mixture densities with Gaussian pro-
cess regression (GPR), which allows to estimate the densities in the high-
dimensional observation space based on the structure of the low-dimensional
latent space. Moreover, in order to avoid overfitting for training, the leave-
set-out technique is also proposed.

3) We demonstrate that the learned face prior can improve the performance of
Bayesian face recognition significantly, and the simple Bayesian face method
with our face prior even outperforms the state-of-art methods.

2 Related Work

Our method is to learn the face prior for Bayesian face recognition. It consists
of two steps: learn identity subspace and learn the distributions of identity.
Therefore, we introduce some works of particular relevance to ours from the
following two perspectives: learn subspace and learn the distributions of face
images.

From the perspective of learning subspace, it has been extensively studied in
recent face recognition [38,39,36,1,35,13,16]. The representative subspace meth-
ods are Principal Component Analysis (PCA) [36] and Linear Discriminant
Analysis (LDA) [1]. The former produces the most expressive subspace for face
representation, and the latter seeks the most discriminative subspace. Wang et
al. [38] proposed a unified framework for subspace face recognition, where face
difference is decomposed into three components: intrinsic difference, transforma-
tion difference, and noise. They only extracted the intrinsic difference for face
recognition, and better performance can be achieved. In [39], a random mixture
model was developed to handle complex intra-personal variations and the prob-
lem of high dimensions. As mentioned previously, most of these methods are
based on the difference of a given face pair, which discards the discriminative
information and reduce the separability. Besides, it is also unrealistic to accu-
rately obtain the intra-personal subspace using the linear or simple parametric
model in the complex real world. Besides, several probabilistic models, such as
Probabilistic Principal Component Analysis (PPCA) [35], Probabilistic Linear
Discriminant Analysis (PLDA) [13] and Gaussian Process Latent Variable Mod-
els (GP-LVMs) [16], were also proposed. However, these models assume that a
single latent variable can represent general modalities, which is not realistic in
the complex environment.

From the perspective of learning the distributions of face images, of particular
relevance to our work is the Gaussian mixture model with GP-LVMs proposed
by Nickisch et al. [25]. However, the problem in [25] is different from ours. In [25],
in order to model the density for high dimensional data, GP-LVMs is firstly used
to obtain a lower dimensional manifold that captures the main characteristics of
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the data, and then the density of high-dimensional data can be estimated based
on the low-dimensional manifold, but the hyperparameters of the model and the
low-dimensional manifold need to be estimated simultaneously. In our method,
the low-dimensional manifold (i.e., identity subspace) has been obtained from the
first step, and only the hyperparameters need to be estimated. Thus GP-LVMs
is not applicable for our problem. Further, as the low-dimensional manifold is
fixed, the leave-out technique for overfitting avoidance is not suitable for our
problem. A series of probabilistic models for inference about identity were also
given in [19,27]. These parametric models assume that there exists a parametric
function between the observation space and the latent space, so they are not
flexible enough to learn a valid latent space in the complex real world. This also
restricts their ability to learn the valid distribution for the identity.

3 Learning Identity Subspace

In this section, we first present how to extend MRD [9] to automatically learn
the identity subspace for each individual, and then introduce the construction of
the identity subspace. Finally, the construction of the training set for Bayesian
face is presented.

3.1 Notation

We assume that the training set consists of N face images from M individuals,
where the i-th individual has Ni (Ni ≥ 2) D -dimensional face images, denoted
by Xi ∈ R

Ni×D, and N = N1 + · · · + NM . For each individual, we assume
that Xi is partitioned into c subsets of the same size ni, denoted by Xi =
{X1

i , · · · , Xj
i , · · · , Xc

i }, where Xj
i ∈ R

ni×D. We further assume that the single
latent identity subspace Zi ∈ R

ni×Q (Q � D) exists for each individual, which
gives a low-dimensional latent representation of the observed data through the
mappings F i,j = {f i,j

d }Dd=1 : Zi �→ Xj
i . In detail, we have xi,j

nd = f i,j
d (zin) + εi,jnd,

where xi,j
nd represents dimension d of point n in the observation space Xj

i , z
i
n

represents point n in the latent space Zi, and ε is the additive Gaussian noise.

3.2 The Extended Model of MRD

Although the proposed MRD in [9] only gave the analysis on the case of two
views of data, it is easy to extend the model to the case of multiple views of data,
as shown in Figure 1. For each observation space Xj

i , D latent functions f i,j
d are

selected to be independent draws of a zero-mean Gaussian processes (GPs) with
an automatic relevance determination (ARD) [30] covariance function of the
form as follows,

ki,j(zia, z
i
b) = (σi,j)2 exp

(− 1

2

Q∑

q=1

wi,j
q (ziaq − zibq)

2
)
, (1)

where we define the ARD weights as wi,j = {wi,j
q }Qq=1 that can automatically

infer the responsibility of each latent dimension for each observation space Xj
i .

Thus, we can obtain the following likelihood,
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,, ,, ,,
Fig. 1. The graphical model for multiple views of data in the extended model of MRD.
In this figure, in order to emphasize the function of the ARD weights,wi,j are separated
from other hyperparameters θi,j such as σi,j and those in the addictive Gaussian noise.
The ARD weights can encode the relevance of each dimension in the latent space Zi for
each observation space Xj

i . θ
Zi is the hyperparameters of prior knowledge about Zi.

p(X1
i , · · · , Xc

i |Zi, θ
Xi) =

c∏

j=1

∫
p(Xj

i |F i,j)p(F i,j |Zi,w
i,j , θi,j)dF i,j , (2)

where θXi = {wi,1, · · · ,wi,c, θi,1, · · · , θi,c}, and p(F i,j |Zi,w
i,j , θi,j) can be mod-

eled as a product of independent GPs parameterized by ki,j . A fully Bayesian
training procedure requires to maximize the joint marginal likelihood as follows,

p(X1
i , · · · , Xc

i |θXi , θZi) =

∫
p(X1

i , · · · , Xc
i |Zi, θ

Xi)p(Zi|θZi)dZi, (3)

where p(Zi|θZi) is a prior distribution placed on Zi. We then use the approach
proposed in [9] to obtain the final solution {Zi, θ

Xi , θZi}.

3.3 The Construction of Identity Subspace

After the Bayesian training, we can acquire {Zi, θ
Xi , θZi} for each individual.

Then, a segmentation of the latent space Zi can be automatically determined as
Zi = (ZS

i , Z
1
i , · · · , Zj

i , · · · , Zc
i ), where Z

S
i ∈ R

ni×Qi
S (Qi

S ≤ Q) is the latent space

shared by {Xj
i }cj=1, andZ

j
i ∈ R

ni×Qi
j (Qi

j ≤ Q) is the private latent space for each

Xj
i . Each dimension of ZS

i , denoted by q, is selected from the set of dimensions
{1, · · · , Q}with the constraint that wi,1

q , · · · , wi,c
q > δ, where δ is a threshold close

to zero. Similarly, each dimension ofZj
i is selectedwith the constraint thatw

i,j
q > δ

andwi,1
q , · · · , wi,j−1

q , wi,j+1
q , · · · , wi,c

q < δ. Since ZS
i only contains the information

about the identity, we call it identity subspace for each individual.
Clearly, the model is independently trained for each individual. So the dimen-

sions of their shared latent spaces may be different, meaning that the values of
{Qi

S}Mi=1 are not consistent. To make each individual lie in the identity subspace
with the same dimension QS , we let QS = min(Q1

S , · · · , QM
S ). For Qi

S > QS, we
only select the dimensions with QS largest ARD weights.

3.4 The Construction of Training Set for Bayesian Face

Until now, each individual has two types of data: the identity subspace ZS
i and

the observation spaceXi, where each zin corresponds to the set {xi,j
n }cj=1 through
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the mapping set F i,j . More precisely, for each individual, we can construct the
following ni × c correspondences between the identity subspace and the obser-
vation space,

⎡

⎢
⎢
⎢⎢
⎢
⎢
⎣

{zi1, xi,1
1 } · · · {zi1, xi,j

1 } · · · {zi1, xi,c
1 }

...
...

...
{zin, xi,1

n } · · · {zin, xi,j
n } · · · {zin, xi,c

n }
...

...
...

{zini
, xi,1

ni
} · · · {zini

, xi,j
ni
} · · · {zini

, xi,c
ni
}

⎤

⎥
⎥
⎥⎥
⎥
⎥
⎦

. (4)

Based on these correspondences from all individuals in the training set, two
categories respectively consisting of K matched pairs and K mismatched pairs,
denoted by Π1 and Π2, can be generated using the following criterion,

πk = {[ziaa , zibb ], [xia,ja
a , xib,jb

b ]}, k = 1, . . . ,K (5)

where πk ∈ Π1 when ia = ib and πk ∈ Π2 when ia �= ib. For convenience in
the following sections, let πk = {zk,xk}, where zk = [ziaa , zibb ]� ∈ R

2QS and

xk = [xia,ja
a , xib,jb

b ]� ∈ R
2D. The two categories can be regarded as the training

set for Bayesian face.
As mentioned above, we learn the identity subspace for each individual inde-

pendently, thus the Bayesian training procedure can be conducted in parallel.
Also, each individual generally does not contain too many images. Therefore, the
time of Bayesian training is short, and the usage of memory can be controlled
adaptively and reasonably.

4 Learning the Distributions of Identity

In this section, we propose to utilize GPR to estimate the density in the high-
dimensional observation space based on the structure in the low-dimensional
identity subspace. As we know, Gaussian mixture models (GMMs) are hard to
fit in high dimensions while working well in low dimensions, as each component
is either diagonal or has in the order of D2 parameters [3]. Therefore, we first fit
GMMs in the low-dimensional identity subspace, and then map it to the density
in the high-dimensional observation space using GPR. Moreover, the leave-set-
out technique is also proposed to avoid overfitting for training. In addition, we
also present how to use the face prior for Bayesian face recognition.

4.1 Review of GPs and GPR

Here, we give a brief review of Gaussian processes (GPs) and GPR [30]. GPs are
the extension of multivariate Gaussian distributions to infinite dimensionality.
It is a probability distribution over functions, which is parameterized by a mean
function m(·) and a covariance function k(·, ·). Without loss of generality, we let
m(·) = 0 and k(·, ·) be the ARD covariance function with the similar form as
Equation (1),
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k̂(za, zb) = σ2
f exp

(− 1

2

2QS∑

q=1

wq(z
a
q − zbq)

2
)
+ σ2

ε δ(z
a, zb), (6)

where δ(·, ·) is the Kronecker delta function, σ2
f and σ2

ε denote the signal and
noise variances, respectively. For simplicity, these hyperparameters are collec-
tively denoted by θK = {w1, . . . , w2QS , σ

2
f , σ

2
ε}. Compared with Equation (1), the

noise is folded into the covariance function for simplicity in the following. In GPR
with vector-valued outputs, 2D independent GP priors with the same covariance
and mean functions are placed on the latent functions f = {fi}2Di=1 : Z �→ X .
Given the training set {zk,xk}Kk=1, if z ∼ N (μz,Σz), then the distribution of x
can be approximated by the following Gaussian distribution,

x ∼ N (μx,Σx), (7)

with μx = Ck̄, and Σx =
(
k̄ − Tr(K−1K̄)

)
I + C(K̄ − k̄k̄

�
)C�, where C =

[x1, . . . ,xK ]K−1, k̄ = E[k], K̄ = E[kk�], k = [k̂(z1, z), . . . , k̂(zK , z)]�, K =

[k̂(za, zb)]a,b=1..K and k̄ = k̂(μz,μz). The two expectations can be evaluated in
closed form [25,29].

4.2 Gaussian Mixture Modeling with GPR

According to the relationship between the distributions of z and x, firstly, it is
natural to build a GMM model on the latent identity subspace Z = {zk}Kk=1 as
follows,

p(z) =
L∑

l=1

λlN (z|μl
z,Σ

l
z), (8)

where L is the number of components, {λl}Ll=1 are the mixture weights satisfying

the constraint that
∑L

l=1 λl = 1, and each mixture component of the GMM is a

2QS-variate Gaussian density with the mean μi
z and the covariance Σi

z. These
parameters are collectively represented by the notation, θG = {λl,μ

l
z,Σ

l
z}Ll=1.

We resort to the Expectation-Maximization (EM) algorithm to obtain an es-
timate of θG . Secondly, each point zk in the identity subspace is assigned to
certain mixture component with the highest probability N (zk|μl

z,Σ
l
z). In other

words, each mixture component should contain a subset of points in the identity
subspace, denoted by {zk}k∈Il , where Il is the subset of indices of Z assigned
to the l-th mixture component of the GMM. Thirdly, assuming that the pa-
rameters θK of the covariance function in Equation (6) have been estimated,
we can utilize Equation (7) to calculate μl

x and Σl
x based on {zk,xk}k∈Il and

{zk}k∈Il ∼ N (μl
z,Σ

l
z), and then obtain {xk}k∈Il ∼ N (μl

x,Σ
l
x). Therefore, we

can finally acquire the distribution of identity in the observation space as follows,

p(x) =
L∑

l=1

λlN (x|μl
x,Σ

l
x). (9)
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4.3 The Leave-Set-Out Method

Now, the last question is how to estimate the parameters θK of the covariance
function in Equation (6) on the training set {zk,xk}Kk=1. Intuitively, we can

attain θK by maximizing the following log likelihood of the data,

L(θK) =
K∑

k=1

ln p(xk) =

K∑

k=1

ln

L∑

l=1

λlN (xk|μl
x,Σ

l
x). (10)

However, the above logarithm likelihood easily leads to overfitting on the training
set. Inspired by the leave-out techniques in [40,25], for our specific problem, we
propose the leave-set-out (LSO) method to prevent overfitting,

LLSO(θ
K) =

L∑

l=1

∑

k∈Il

ln
∑

l′ �=l

λl′N (xk|μl′
x ,Σ

l′
x). (11)

Compared with L(θK) in the objective (10), LLSO(θ
K) enforces that the set

of {xk}k∈Il has the high density even though the set of the mixture compo-
nents {λlN (xk|μl

x,Σ
l
x)}k∈Il has been removed from the mixture, so we call it

the leave-set-out method. Finally, we use the scaled conjugate gradients [24] to
optimize LLSO(θ

K) with respect to θK.

4.4 Bayesian Face Recognition Using the Face Prior

When the probability (9) is obtained from Π1, it describes the distribution of the
identity information from the same individual in the observation space, thus we
regard it as p(x|ΩI). Similarly, when the probability (9) is obtained from Π2, it
describes the distribution of the identity information from different individuals
in the observation space, and we regard it as p(x|ΩE). At the testing step, given
a pair of face images x1 and x2, so the similarity metric between them can be
computed using the following logarithm likelihood ratio,

s(x1, x2) = log
p(x|ΩI)

p(x|ΩE)
, (12)

where x = [x1, x2]. Since the above formulation is the traditional Bayesian face
recognition based on the leaned face prior, for notational convenience in the
following, we call it the learned Bayesian.

4.5 Discussion

It is worth noting that LLSO proposed in this paper is different from the leave-
out techniques such as LLOO and LLPO in [25]. There are four main differences
as follows: (a) Only the hyperparameters need to be estimated in LLSO, whereas
both LLOO and LLPO need to estimate the latent subspace and the hyperpa-
rameters; (b) Since we build a GMM in the latent identity subspace in advance,
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and all points have been partitioned into different disjoint subsets, therefore,
removing the mixture component is enough to avoid overfitting. However, this
is not the case in LLOO and LLPO, because the latent points are still unknown
and need to be computed; (c) It is easy to leave out the set of points in LLSO,
but it is hard in LLOO and LLPO as the number of points left out cannot be
determined accurately; (d) In LLSO, a set of points with Il shares the same
mixture component N (xk|μl

x,Σ
l
x) rather than each point has one unique Gaus-

sian density in LLOO and LLPO. Therefore, our method is much faster than the
methods in [25] during the training procedure.

5 Experimental Results

In this section, we first introduce several datasets used in our experiments, and
then analyze the validity of our approach. Next, we compare our approach with
conventional Bayesian face. Finally, our approach is also compared with other
competitive face verification methods in different tasks.

5.1 Datasets

In our experiments, the following five datasets are used for different tasks,

– Multi-PIE [11] This dataset contains 755,370 face images from 337 individ-
uals under 15 view points and 20 illumination conditions in four recording
sessions. Each individual has hundreds of face images.

– Label Face in the Wild (LFW) [12] This dataset contains 13,233 uncon-
trolled face images of 5,749 public figures collected from the Web with large
variations in poses, expressions, illuminations, aging, hair styles and occlu-
sions. Of these, 4069 people have just a single image, and only 95 people
have more than 15 images in the dataset.

– AR [22] This dataset consists of over 4,000 color images from 126 people
(70 males and 56 females). All images correspond to frontal view faces with
different facial expressions, different illumination conditions and with differ-
ent occlusions (people wearing sun-glasses or scarf). The number of image
per person is 26.

– PubFig [15] This dataset is a large, real-world face dataset consisting of
58,797 images of 200 people collected from the Internet. Although the num-
ber of persons is small, every person has more than 200 images on average.

– Wide and Deep Reference (WDRef) [7] This dataset contains 99,773
images of 2995 people. Of them, 2065 people have more than 15 images, and
over 1000 people have more 40 images. It is worth emphasizing that there is
no overlap between this dataset and LFW.

To perform the fair comparison with the recent face verification methods, each
face image is cropped and resized to 150 × 120 pixels with the eyes, nose, and
mouth corners aligned, and then LBP feature [26] is extracted in each rectified
holistic face (if not otherwise specified).
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5.2 Parameter Setting

According to the descriptions in the preceding sections, our approach involves
two types of parameters: the hyperparameters {θG , θK} and the general param-
eters {c, L}. Since the hyperparameters can be automatically learned from the
data, so we only need to focus on how to select the values of the general pa-
rameters. In fact, the parameter c controls the number of conditions influencing
intra-personal variations, and the parameter L implies the complexity of the dis-
tributions of identity. As the two general parameters play a very important role
in our approach, we give a detailed description about how to determine them.

Given the training set and the validation set, we then can determine the values of
{c, L}using the following twomethods based on the characteristics of eachdataset:

Method 1. For the datasets under controlled conditions (e.g., Multi-PIE and
AR), we directly let c be the number of controlled conditions, and then tune
L. Each time we tune L, our approach can be trained on the training set, and
then tested on the validation set. Finally, the value of L that leads to the best
performance on the validation set is determined.

Method 2. For the datasets under uncontrolled conditions (e.g., LFW, PubFig,
and WDRef), we first fix c, and then tune L in the same method as Method 1.
After the optimal L is determined, we fix L, and then tune c in the same method
again. Thus we can obtain the final c and L.

5.3 Performance Analysis of the Proposed Approach

In this section, we conduct three experiments to analyze the validity of our
approach. All the experiments are performed by using the training set (PubFig),
validation set (the testing set in View 1 of LFW) and testing set (View 2 of
LFW). In the training set, all 200 different individuals are used, and 200 images
are randomly selected for each individual. In the testing set, we strictly follow
the standard 10 fold cross validation experimental setting of LFW under the
unrestricted protocol.

For the first experiment, we demonstrate the validity of our method for learn-
ing identity subspace by comparing PCA [36], LDA [1], PPCA [35], PLDA [13]
with our extension of MRD. In detail, since our approach consists of two steps,
so we can replace our extension of MRD with the above conventional subspace
methods in the first step to learn the identity subspace, while both the construc-
tion of training set in Section 3.4 and the method of learning the distributions
of identity in Section 4 are kept unchanged. In the experiment, for PCA and
PPCA, the original 10,620 (15 × 12 × 59) dimensional LBP feature can be di-
rectly reduced to the best dimension. However, for LDA and PLDA, the original
LBP feature can be first reduced to the best dimension by PCA, and then is
further reduced to lower dimensional subspace. For our extension of MRD, the
dimension of identity subspace can be determined automatically. We vary the
the number of individuals in the training set from 50 to 200 to study the perfor-
mance of our approach w.r.t. the training data size. Each time the training data
size changes, the best c and L is estimated using Method 2 in Section 5.2 for
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Fig. 2. Verification of the validity of our approach. (a) To verify the validity of learning
identity subspace in our approach. (b) To verify the validity of learning the distributions
of identity in our approach. (c) To verify the relationship between the number of images
for each individual and the performance of our approach. (d) Comparison with other
Bayesian face methods.

our approach, because PubFig is an uncontrolled dataset. Figure 2 (a) shows the
performances of our approach with different subspace methods replaced in the
first step, where the performance of our approach with the extension of MRD
is better than others on various training data sizes. This has demonstrated the
validity of our method for learning identity subspace.

For the second experiment, we prove the validity of our method for learning
the distributions of identity. This step is to estimate the Gaussian mixture den-
sity in the observation space based on its corresponding known latent subspace.
From the view of mixture models, we can compare our method with conven-
tional GMMs, GMM with GP-LVMs [25] and Mixtures of PLDAs (MIXPLDA)
[19]. For the fair comparison, the number of mixture components is set to the
same L as ours for all methods. Similar to that in the first experiment, we also
vary the number of individuals in the training set from 50 to 200 to study the
performance of our approach. Each time we estimate the optimal c and L using
Method 2. As shown in Figure 2 (b), our method for learning the distributions
of identity outperforms other methods on the training set with different numbers
of individuals.
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For the third experiment, we analyze the relationship between the number
of images for each individual and the performance of our approach. We use the
same experiment setting as described in the first experiment. The number of
individuals on the training set is fixed to 140, we then vary the number of face
images per individual from 40 to 200 to study its influence on the performance
of our approach. As shown in Figure 2 (c), the performance of our approach
can be improved more rapidly than other methods with the increasing number
of images per individual. That is because our method can capture the identity
information more accurately when each individual contains more images. With
the advent of the era of big data, it has become much easier to obtain many
samples for each individual. Therefore our approach will be more widely used.

5.4 Comparison with Other Bayesian Face Methods

In this experiment, we verify that the Bayesian face with the learned face prior
(the learned Bayesian face) outperforms the conventional Bayesian face [23].
Besides, we also compare unified subspace [38], naive Bayesian formulation [7],
joint Bayesian formulation [7] with our learned Bayesian face. Here, the same
experiment setting as described in Section 5.3 is used. The LBP feature is reduced
by PCA to the best dimension for those methods. Obviously, the results in Figure
2 (d) shows that the learned face prior can improve the performance of Bayesian
face recognition significantly.

5.5 Handling Large Poses

Face recognition with large pose variations is always a challenging problem.
In this experiment, we demonstrate that our approach is also robust to large
pose variations. Existing methods can be mainly divided into two categories: 2D
methods and 3D methods (or their hybrids). Although 3D model based methods
generally have higher precision than 2Dmethods, our approach is the 2Dmethod,
and therefore compared with several recent popular 2D pose robust methods:
APEM [18], Eigen light-fields (ELF) [10], coupled bias-variance tradeoff (CBVT)
[17], tied factor analysis (TFA) [28], Locally Linear Regression (LLR) [6], and
multi-view discriminant analysis (MvDA) [14]. Of them, APEM, CBVT, TFA
and MvDA are from authors’ implementation, and the remaining is based on
our own implementation. All methods are tested on the Multi-PIE dataset. As
we only consider the pose variations in this experiment, so we choose a subset
of individuals from MultiPIE, where each individual contains the images with
all 15 poses, the neutral expression, and 6 similar illumination conditions (the
indices of the selected illumination conditions are {07, 08, 09, 10, 11, 12} in this
experiment). Then, the subset is split into two mutually exclusive parts: 100
different individuals are used for testing, and the others are for training. At
the training step, we let c = 15, meaning that all images of an individual is
partitioned into 15 subsets, where each subset only contains the images with
one pose. Then, L is estimated using Method 1 on the training set and the
validation set (View 1 of LFW), where 10,000 matched pairs and mismatched
pairs are constructed respectively. At the testing step, to verify the performance
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Table 1. Results (%) on the Multi-PIE dataset

Pose Pairs APEM ELF CBVT TFA LLR MvDA Learned Bayesian

{0◦,+60◦} 65.3 77.4 86.7 89.1 85.4 86.4 93.6
{0◦,+75◦} 51.7 63.9 79.2 86.5 74.7 82.3 91.2
{0◦,+90◦} 40.1 38.9 70.1 82.4 64.2 73.6 88.5

{+15◦,+75◦} 60.2 75.1 81.6 86.5 82.3 75.4 89.1
{+15◦,+90◦} 45.8 55.2 75.2 81.2 78.6 79.3 89.2
{+30◦,+90◦} 41.2 57.3 73.2 84.4 79.1 77.2 90.3

of our approach on large poses, we split the testing set into different groups.
Each group contains all images from one pose pair in the testing set. Similar to
the protocol in LFW, all images in each group are also divided into 10 cross-
validation sets and each set contains 300 intra-personal and extra-personal pairs.
all the methods are tested on each group. Due to space limitation, we only present
some results on the groups with over 45◦ pose differences. As shown in Table
2, our approach outperforms other methods on these groups. Further, we can
observe that the performance of our approach becomes more noticeable with the
increasing pose differences.

5.6 Handling Large Occlusions

In this experiment, we show that our approach can handle the face images with
large occlusions. Our approach is compared with three representative methods:
sparse representation classification (SRC) [41], the sparsity based algorithm us-
ing MRFs (SMRFs) [43], and Gabor-feature based SRC (GSRC) [42]. All meth-
ods are tested on the AR dataset. First, we chose a subset of AR dataset, where
only the images with the neutral expression and the norm illumination are con-
sidered. Then, we partition the selected subset into two parts: 40 individuals are
used for testing, and the remaining are used for training. During the training
procedure, let c be the number of types of occlusions (c = 3 in this experiment,
i.e., all images of each individual are split into three subsets: no wearing, wearing
glasses, and wearing scarf), and then L is optimized using Method 1 on the
training set and the validation set (View 1 of LFW), where 400 matched pairs
and mismatched pairs are constructed respectively. At the testing step, similar
to the protocol in LFW, the testing images are divided into 10 cross-validation
sets and each set contains 100 intra-personal and extra-personal pairs. As shown
in Table 2, our approach is also robust to large occlusions, because our approach
can accurately learn the identity subspace for each individual with occlusions.

Table 2. Results on the AR dataset

Method SRC SMRFs GSRC Learned Bayesian

Accuracy (%) 87.13 92.42 94.38 96.23
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5.7 Comparison with the State-of-Art Methods

Finally, to compare with the state-of-art methods and better investigate our ap-
proach, we present our best verification result on the LFW benchmark with the
outside training data (WDRef). LBP [26] and LE [5] features are extracted from
these two datasets1. We combine the similar scores with a linear SVM classifier
to make the final decision. In the experiment, we strictly follow the standard un-
restricted protocol in LFW. First, to make better use of the strengths of our ap-
proach as indicated in the third experiment of Section 5.3, we choose a subset of
WDRef with the individuals containing at least 30 images. Then, our approach is
trained on WDRef and validated on the View 1 of LFW to estimate the optimal
general parameters L and c. Finally, we test our approach on the View 2 of LFW
under the standard unrestricted protocol. As shown in Figure 3, our approach,
i.e., the learned Bayesian face, achieves 96.65% accuracy. The previously pub-
lished best Bayesian result on the LFW dataset (96.33%, unrestricted protocol)
was achieved by the transfer learning algorithm [4] trained on the WDRef dataset
based on the combined Joint Bayesian method [7] and the high-dimensional fea-
tures [8], while our approach is trained on the same dataset using only the simple
low-dimensional features. It is also shown that the accuracy of the simple Bayesian
face method with our face prior can outperform most of the state-of-art methods
[2,8,31,4,7], and is even comparable with the current best results [34,20,33,32].
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Fig. 3. Verification performance on LFW with the outside training data

6 Conclusions

In this paper, we have proposed a new approach to learn the face prior for the
traditional Bayesian face recognition. Our approach consists of two steps. In

1 These two kinds of extracted features of the LFW and WDRef datasets and anno-
tations are provided by the authors [7], and can be downloaded from their project
website.
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the first step, MRD is extended to automatically learn the identity subspace
for each individual. In the second step, GMM with GPR is proposed to esti-
mate the density of identities in the observation space based on the structure
of identity subspace. Moreover, we propose to use the leave-set-out technique
to avoid overfitting. Extensive experiments shows that the learned face prior
significantly improves the performance of the Bayesian face method, and the
simple Bayesian face method with our face prior even outperforms most of the
state-of-art methods.
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