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Abstract. We propose an online background subtraction algorithm with
superpixel-based density estimation for videos captured by moving cam-
era. Our algorithm maintains appearance and motion models of fore-
ground and background for each superpixel, computes foreground and
background likelihoods for each pixel based on the models, and deter-
mines pixelwise labels using binary belief propagation. The estimated la-
bels trigger the update of appearance and motion models, and the above
steps are performed iteratively in each frame. After convergence, ap-
pearance models are propagated through a sequential Bayesian filtering,
where predictions rely on motion fields of both labels whose computation
exploits the segmentation mask. Superpixel-based modeling and label in-
tegrated motion estimation make propagated appearance models more
accurate compared to existing methods since the models are constructed
on visually coherent regions and the quality of estimated motion is im-
proved by avoiding motion smoothing across regions with different labels.
We evaluate our algorithm with challenging video sequences and present
significant performance improvement over the state-of-the-art techniques
quantitatively and qualitatively.

Keywords: generalized background subtraction, superpixel segmenta-
tion, density propagation, layered optical flow estimation.

1 Introduction

Moving object detection in videos is a critical step to many computer vision
problems such as visual tracking, scene understanding, human motion analysis,
unmanned vehicle navigation, event detection and so on. One of the approaches
for this task is background subtraction, also known as foreground/background
segmentation, which is typically based on appearance modeling and update of
foreground and background in local or global areas. Traditionally, background
subtraction has been investigated in a stationary camera environment [1–6],
but researchers recently started to study the problem with a moving camera.
Background subtraction with a freely moving camera is obviously more chal-
lenging particularly due to unreliable motion estimation caused by fast motion,
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occlusion, motion blur, etc. Consequently, a simple extension of background sub-
traction algorithms to a moving camera environment would fail easily because
appearance models are prone to be contaminated by inaccurate image registra-
tion across frames. Our goal in this work is to tackle the more challenging fore-
ground/background segmentation problem, where we propose a superpixel-based
modeling of appearance and motion and a separate foreground/background mo-
tion estimation using segmentation mask.

There are several closely related works for background subtraction in videos
captured by a moving camera. The most primitive algorithms are probably mo-
tion segmentation and its extensions [7–9], and they separate foreground from
background based on homography or homography+parallax. However, they as-
sume that the dominant motion is from background and only residual motions
belong to foreground objects, which may not be true in practice. A few ap-
proaches to combine motion estimation and appearance modeling are recently
proposed for online background subtraction [10, 11], but they rely on robust
estimation of long term trajectories such as particle video [12]. In [13, 14], block-
based density propagation techniques are proposed for generalized background
subtraction1, but their algorithms are complex and involve many free parame-
ters; the performance in a general setting may not be consistent. On the other
hand, [15] employs a matrix factorization technique with low rank and group
sparsity constraints of long-term trajectories, and [16] proposes a multi-layer seg-
mentation algorithm by label propagation from given sparse trajectories. How-
ever, both methods run offline and rely on robust trajectory estimation. None of
previous works investigate the interaction between segmentation and motion es-
timation although they are tightly coupled since the quality of estimated motion
can be improved by human annotated foreground and background boundaries
as discussed in [17].

Contrary to existing techniques, our generalized background subtraction al-
gorithm utilizes the segmentation mask to compute foreground and background
motion fields and use them to maintain more accurate appearance and mo-
tion models. Given pixelwise motion vectors, the proposed algorithm propagates
foreground and background appearance models of the previous frame, which are
defined in each superpixel, through a sequential Bayesian filtering. It also builds
motion models for each superpixel based on the motion vector observations. Pix-
elwise foreground/background likelihood is computed based on the appearance
and motion models, and segmentation labels are determined by binary belief
propagation. Label estimation in each pixel triggers update of motion and ap-
pearance models in each superpixel, and the final label of the frame is obtained
after convergence via a few iterations.

The overview of our algorithm is illustrated in Figure 1. Our algorithm is differ-
entiated from previous works such as [13, 14] in the sense that there is interaction
between foreground/background segmentation and motion estimation,
and appearance and motion modeling is performed on homogeneous regions

1 This term means background subtraction in a moving camera environment, and is
first used in [13].
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Fig. 1. Overview of our algorithm. Main contributions in our algorithm are highlighted
with yellow boxes and a red line. Note that we compute separate foreground and
background motion fields.

(superpixels) for more efficient and accurate estimation. The advantages and char-
acteristics of the proposed algorithm are summarized below:

• Our algorithm employs segmentation mask to estimate foreground and back-
ground motion fields separately and avoids motion smoothing across regions
with different labels. It improves segmentation quality by maintaining more
accurate appearance and motion models.

• Instead of a regular grid-based modeling as in [13, 14], superpixel-based
modeling is employed for reliable density estimation; the observations of color
and motion in a superpixel are coherent, and simple density representations
are sufficient for accurate modeling.

• The proposed algorithm is more efficient than [13] by using simple histograms
in density representation and avoiding complex inference procedures in den-
sity propagation. The performance is improved significantly with fewer num-
ber of free parameters.

The organization of this paper is as follows. Section 2 summarizes superpixel
segmentation method used in our algorithm and Section 3 describes our motion
estimation technique based on segmentation mask. The main background sub-
traction algorithm is presented in Section 4, where model construction, density
propagation, and label estimation with likelihood computation are discussed in
detail. Section 5 illustrates experimental results with real videos.

2 Superpixel Segmentation

Contrary to [13, 14], where the frames are divided into regular rectangular grid
blocks, we employ a superpixel segmentation for modeling appearance and mo-
tion. In a superpixel, appearance and motion are likely to be homogeneous hence
estimated density functions are to be more reliable and accurate given a limited
number of pixels.
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Fig. 2. Separate foreground and background motion estimation by segment mask prop-
agation from the previous label. Note that [13, 14] use backward motion in green plate,
but our algorithm employs a separate motion field for each label in orange plate. The
combined motion shows clearer motion boundary. The motion images are color-coded to
visualize the direction and magnitude, and the white, gray, and black areas in the mask
images represent the foreground, background, and ambiguous regions respectively.

We use the ERS superpixel segmentation algorithm [18], due to its simplicity
and perceptually good performance, which formulates the superpixel segmenta-
tion as a graph partitioning problem. Given a graph G = (V,E) and the num-
ber of superpixels K, the goal is to find A ⊆ E such that the resulting graph
˜G = (V,A) contains K connected subgraphs. Note that a vertex corresponds
to a pixel in image and edges are typically constructed by the 4-neighborhood
system, where the weight of an edge is computed by the similarity between the
features observed at the connected vertices. The objective function to solve the
graph partitioning problem is given by

max
A

H(A) + λB(A) (1)

s.t A ⊆ E and NA ≥ K

where H and B denote entropy rate of random walk and balancing term respec-
tively, and NA is the number of connected components in ˜G. The entropy rate
term encourages compact and homogeneous segments and the balancing function
is to segment with similar sizes.

Although the exact optimization is difficult, it can be solved by a greedy
algorithm efficiently and the solution by this approach always provides 0.5 ap-
proximation bound. We refer the reader to [18] for more details.

3 Motion Estimation with Segmentation Mask

Unlike existing approaches that use a single motion field, we propose to estimate
two separate motion fields for foreground and background of the scene. Due to
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the smoothness assumption that most optical flow algorithms adopt, the motion
field near motion boundary or depth discontinuity tend to be over-smoothed
and blurred. For foreground/background segmentation, motion boundaries are
the most important regions and inaccurate motions near the area often pro-
duce incorrect labels. It is because the erroneous motion vectors compromise the
estimated motion models and corrupt the propagated appearance models.

Our idea is motivated by [17], where the accuracy of motion estimation is
improved significantly with object boundary annotation by human. We compute
separate motion fields for foreground and background using the corresponding
segmentation masks estimated by our algorithm in the previous frame. To com-
pute the backward motion field v�

t for label � ∈ {f, b} at frame t, we need the
warped foreground/background segmentation mask L̃�

t , which is estimated from
the mask in the previous frame L�

t−1 and the backward motion without segmen-
tation mask vt using [19], as

L̃�
t(x) = L̂�

t−1(x+ vt(x)), (2)

where L̂f
t−1 = Lf

t−1 and L̂b
t−1 = ξ(Lb

t−1, r). The morphological erosion function
with label L and radius r denoted by ξ(L, r) is performed to reduce the effect of
occluded or uncovered background pixels.

Once the segmentation mask L̃�
t is given, we compute the backward motion

field v�
t for each foreground and background label using [19], which ignores

the observations in the unset region and propagates motions spatially from the
neighboring pixels. Figure 2 illustrates the procedure to compute backward fore-
ground/background motion fields.

4 Background Subtraction Algorithm

Our foreground/background segmentation algorithm is composed of the follow-
ing three steps: model construction, density propagation, and label estimation
with likelihood computation. These procedures are repeated in each frame until
convergence. We describe technical details of each of these three steps.

4.1 Appearance and Motion Models

We construct appearance and motion models for foreground and background in
each superpixel. These models are two main factors to determine the label of
each pixel, and accurate and efficient estimation of the models is crucial for the
success of our algorithm. We employ simple histogram to represent appearance
and motion models since basic operations on histogram(s) such as addition,
product, and convolution can be implemented straightforwardly and performed
with low computational cost. In addition, histogram is advantageous compared to
continuous distributions such as kernel density estimation used in [13] especially
when feature dimensionality is low.

Suppose that we have maintained the posterior of appearance corresponding
to the ith superpixel at frame t, which is a normalized histogram denoted by
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Fig. 3. Appearance model propagation by sequential Bayesian filtering. The models are
constructed for individual superpixels. Note that we do not propagate motion models
over time but compute them independently in each frame.

h�
t(c; i), where c is a random variable for color and label � ∈ {f, b} is a segment

label. The motion histogram learned for the ith superpixel with label � is also
a normalized histogram denoted by g�t (v; i), where v is a random variable for
motion. Since label information in the new frame is not available, we simply
transfer labels from the previous frame using pixelwise motion v�

t and set initial
label to each pixel. Note that we need to maintain appearance and motion models
for foreground and background separately in each superpixel.

4.2 Propagation of Appearance Models

Maintaining accurate appearance models of foreground and background is crit-
ical to obtain reliable likelihoods of both labels in each pixel. For the purpose,
we propagate density function for appearance model by sequential Bayesian fil-
tering, which is composed of prediction and update steps given by

p(xt|z1:t−1) =

∫

p(xt|xt−1) p(xt−1|z1:t−1) dxt−1 (3)

p(xt|z1:t) ∝ p(zt|xt) p(xt|z1:t−1), (4)

where p(xt|z1:t−1) and p(zt|xt) are prior and measurement density function,
respectively. In our context, the histogram propagated from the previous frame
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(a) FG/BG mask (b) Γt(x) (c) Δt(x)

Fig. 4. Motion consistency mask for likelihood estimation. Given the foreground
(white) and background (gray) mask in (a) and the backward motions, the uncov-
ered region (colored as black) can be found as (b). The black pixels in (c) are those
with large color inconsistency between the current frame and the warped frame by the
motion field. Refer to the text for more detail.

corresponds to prior distribution, and the appearance histogram observed in
the current frame is measurement distribution. We now describe how the two
distributions are constructed in our algorithm.

The prior distribution at frame t is estimated by a weighted sum of appear-
ance models in frame t − 1. The temporally propagated histogram h�

t−1|t(c; i)
corresponding to label � in the ith superpixel is obtained as follows:

h�
t−1|t(c; i) =

1

n�(Si)

∑

x∈Si,L(x)=�

h�
t−1(c; st−1(x+ v�

t(x))), (5)

where n�(Si) is the number of pixels with label � in the ith superpixel Si, st(x)
returns superpixel index of pixel located at x in frame t, and v�

t(x) denotes back-
ward motion vector for label � observed at pixel x. This procedure is illustrated
in Figure 3.

For the measurement distribution denoted by o�t(c; i), we construct a normal-
ized histogram for each label based on pixel colors in Si at frame t. Note that
each pixel whose label is not � in the ith superpixel contributes to all bins in the
histogram equally. Finally, the posterior of appearance in the current frame is
obtained by the product of prior and measurement distributions as

h�
t(c; i) = o�t(c; i) · h�

t−1|t(c; i). (6)

Note that the posterior is normalized to sum to one after we compute likeli-
hoods for foreground and background. Unlike the appearance model estimated
by sequential Bayesian filtering, the motion model g�t (v; i) is not propagated,
but built from the motion field of the current frame.

4.3 Likelihood Computation and Label Estimation

Each superpixel has two sets of appearance and motion models; one is for fore-
ground and the other is for background. Given the models at frame t, we compute
foreground and background likelihoods of each pixel x, denoted by p�(x) for la-
bel � ∈ {f, b}, which are given by a weighted geometric mean of appearance
likelihood h�

t(c(x); st(x)) and motion likelihood g�t(v(x); st(x)) as
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Fig. 5. Label update over iterations. r0: The initial label propagated from the previous
frame. r1-r2: The updated label after the first and second iteration. The racket is
recovered in tennis sequence, and the false foreground label on the ground in NFL
sequence is removed.

p�(x) = h�
t(c(x); st(x))

α · g�t (v(x); st(x))1−α, (7)

where likelihoods are computed with the models in superpixel st(x), and α (0 ≤
α ≤ 1) controls relative weights between appearance and motion. If there is no
foreground (or background) in a superpixel, the corresponding likelihood is set
to zero.

If a pixel in the current frame is in the background region but its projected
position by the backward background motion vb

t (x) was in the foreground region
in the previous frame, the pixel is likely to be uncovered from occlusion. The
uncovered region can be identified by

Γt(x) = Lf
t−1(x+ ṽb

t (x)) ∧ L̃b
t(x), (8)

where L̃b
t(x) is the warped background mask at frame t and Lf

t−1(x) is the fore-
groundmask at frame t−1 as defined in Section 3. Inmotion likelihood estimation,
the contribution of uncovered pixels for the foreground model is discarded.

Also, the pixel color consistency between the current frame and the warped
image by the label’s motion is checked, and pixels with large color inconsistency
are ignored in the motion likelihood computation for the label, i.e.,

Δt(x) =

{

1 if ‖ ct(x) − ct−1(x+ v�
t(x)) ‖2 > θ

0 otherwise
, (9)

where ct(x) and ct−1(x) are the color values at x in the current and the previous
frame. Figure 4 shows the examples of the Γt(x) and Δt(x) masks, in which the
black pixels are not used in motion likelihood computation.

Once foreground and background likelihoods of each pixel is computed, we
estimate the label of each pixel by inference in Markov Random Field. Let G =
(V,E) be a graph with a set of vertices and edges, which are denoted by V and E,
respectively. Each pixel corresponds to a vertex in the graph and edges connect
four neighborhood vertices. Our objective is to minimize an energy function,
which is composed of two terms—data and smoothness terms, which are given by
observation potentials of individual vertices, Φ(x), and compatibility potentials
of individual edges, Ψ(x,x′), respectively.
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Fig. 6. Visualization of the foreground/background appearance models. Note that
the proposed temporal propagation scheme maintains accurate appearance models,
even where the background scene is occluded by foreground objects. Gray areas in the
images for background appearance denote the absence of appearance models, and our
algorithm learns the models quickly using new observations.

The observation potentials for foreground and background of each pixel x are
given by

Φ�(x) =
p�(x)

pf (x) + pb(x)
, (10)

where pf (x) and pb(x) are computed by Eq. (7). The compatibility potential
for an edge is defined by color difference between two adjacent pixels, x and x′,
which is given by

Ψ(x,x′) = exp

(−||c(x) − c(x′)||2
2σ2

c

)

, (11)

where σc is the parameter to control the effect of color difference. The opti-
mization problem can be solved efficiently by binary belief propagation, and the
labels are determined by comparing the believes for foreground and background
at each pixel.

4.4 Iterative Update of Models and Labels

If the label of each pixel is re-estimated, the propagated appearance models
and the estimated motion models in each superpixel should also be updated.
Then, model propagation and label estimation procedures in Section 4.2 and
4.3 need to be repeated until convergence to improve overall performance. The
foreground/background label estimation result in each iteration is presented in
Figure 5, which shows gradual improvement of labels in each iteration.

Figure 6 illustrates the learned and propagated foreground and background
models. Note that the initially occluded background regions (visualized as gray)
are filled with correct appearance models using the information propagated from
the previous frames.
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Table 1. The experimental setup for comparison.

Algorithms Block Motion Density estimation

Proposed method ERS (300), FG/BG layered motions, histogram
– with grid blocks grid (300), FG/BG layered motions, histogram
– with a single motion ERS(300), single motion, histogram

Kwak et al. [13] grid, single motion, KDE
Lim et al. [14] grid, single motion, histogram

5 Experiment

We tested the proposed algorithm extensively with many videos involving vari-
ous challenges such as background clutter, fast motion, occlusion, complex fore-
ground shape, etc. Also, our algorithm is compared with the state-of-the-art
techniques qualitatively and quantitatively.

5.1 Experiment Setup

Our algorithm requires two important external components: motion estimation
and superpixel segmentation. Dense optical flow maps are estimated by the algo-
rithm in [19], and superpixel segmentation is obtained from [18]. Although their
results may affect overall performance of our algorithm substantially, we do not
investigate their performance in this paper.

We evaluated the proposed algorithm called Generalized Background Subtrac-
tion using Superpixels (GBSSP), and two state-of-the-art algorithms developed
by Kwak et al. [13] and Lim et al. [14]. The two algorithms [13, 14] employ
block-based modeling and propagation strategy, where a regular rectangular
blocks are used without sophisticated estimation of region boundaries. Table 1
summarizes the similarities and differences between the compared algorithms.
Trajectory-based online moving camera background subtraction technique [11]
has different characteristics compared to density propagation-based algorithms
including ours; it assumes a certain camera model to classify the trajectories
into foreground or background while ours does not have any assumption about
parametric motion model. Consequently, it may show completely different per-
formance depending on the choice of input sequences2.

Our algorithm involves several free parameters3. Note that we fixed the pa-
rameters for each algorithm in all experiments to make the our evaluation fair
and realistic. The initializations of all compared algorithms could be computed
by motion segmentation followed by a few iterations of individual algorithms,
which requires substantial amount of efforts for parameter tuning. Instead, to
focus on the performance of foreground/background model propagation in all
algorithms, we used the ground-truth labels for the first frames.

2 Thus direct comparison with [11] is not conducted in our experiment given the
situation that the implementation is not available. Please refer to the paper for
indirect performance evaluation for a few common sequences.

3 In Section 3, r = 7, and in Section 4.3, α = 0.7, θ = 0.025, σc = 5.
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Fig. 7. Quantitative comparison results. The first frames of the tested sequences are il-
lustrated at the top. The first 11 plots illustrate the precision and recall scores together
with F-measure scores for the 5 different algorithms. Overall, the proposed algorithm
outperforms [13] and [14] as illustrated in the highlighted graph. The benefit of super-
pixel segmentation and separate foreground/background motion are also supported by
the results.
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Fig. 8. Comparison with two internal and two external algorithms for skating, car1,
and cycle sequences. The images in each row show the result of the five algorithms. See
the text for discussion. (Row1) Groundtruth (Row2) Our algorithm (Row3) Ours
with grid blocks (Row4) Ours with a single motion field (Row5) Kwak et al. [13]
(Row6) Lim et al. [14]

For the performance evaluation of our algorithm, we selected 11 challenging
videos, which include car1, car2, people1 and people2 from the Hopkins 155
dataset [20], skating and cycle from [13], NFL and tennis from [14], ETH from
[21], javelin and pitching. Some sequences, cycle, skating, or NFL, contain several
hundred frames and involve significant appearance changes in both foreground
and background. The first frames of all the tested sequences are shown at the
top of Figure 7.

5.2 Performance Evaluation

We present the qualitative and quantitative performance of our algorithm (GB-
SSP) compared to Kwak et al. [13], and Lim et al. [14]. In addition, two variations
of our algorithm are tested; one is our algorithm with a single motion field and
the other is based on grid blocks instead of superpixels.

For quantitative comparison, precision and recall scores are computed based
on the labels generated by the algorithms and manually annotated ground-
truths. We used the precision and recall measures defined in [11]:

precision =
TP

TP + FP
and recall =

TP

TP + FN
,

where TP , FP , TN , and FN denote the number of true-positive, false-positive,
true-negative, and false-negative pixels, respectively. Note that the definition
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NFL.56 NFL.196 people1.11 people1.40 people2.16 pitching.110

Groundtruth

Ours

Kwak et al.

Lim et al.

car2:20 ETH.21 ETH.41 tennis.31 tennis.101 javelin.110
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Ours

Kwak et al.

Lim et al.

Fig. 9. Comparison with two external algorithms for NFL, people1, people2, pitching,
car2, ETH, tennis. and javelin sequences. (Row1) Groundtruth (Row2) Our algo-
rithm (Row2) Kwak et al. [13] (Row3) Lim et al. [14]

of precision is different from the one used in [13, 14], TN
FP+TN , which tends to

exaggerate precision performance when background area is large. The precision
used here is more discriminative especially when the foreground region is small,
and it is more consistent with human perception.

Figure 7 illustrates the quantitative results from the five algorithms for all the
eleven test sequences. F-measure, which is the harmonic mean of precision and
recall, for each algorithm is shown together with the precision and recall value.
GBSSP is particularly better than [13] and [14] in cycle and tennis sequence,
and achieves considerable performance improvement over the other two methods
in many cases. Overall, our algorithm outperforms [13] and [14] by about 8%
and 16%, respectively, on average. The accuracy of [13] is relatively low in car1,
car2 and cycle sequences and the performance of [14] is even worse; it fails in
cycle and people1. It is notable that both the construction of superpixels and
the estimation of separate motion fields are helpful to improve performance and
that the combination of two components even boosts performance.

Figure 8 shows the foreground/background segmentation results in skating,
car1, and cycle sequences for all five algorithms. Although they involves se-
vere motion blur, low contrast background, or non-planar geometry, our method
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performs very well on most sequences. It gets lower precision scores than human
perception in some sequences since their ground-truth marking does not include
the cast shadows by foreground objects, which are easily classified as foreground.
By explicitly considering the uncovered region and the pixel consistency, which
is made possible by the separate motion field estimation, the foreground mask
does not bleed to nearby background areas with similar colors.

We provide more comparisons with the two state-of-the-art algorithms in Fig-
ure 9. Our algorithm illustrates visually better or at least similar results in all
sequences compared to all other methods. ETH sequence is apparently most
challenging, which is probably because foreground objects appear as tiny blobs
and the facade color is very similar to the pedestrians. All algorithms fail to
produce satisfactory results in this sequence.

Since our algorithm does not require complex inference procedures such as
nonparametric belief propagation and sequential Bayesian filtering based on
Gaussian mixture models, it is 6∼7 times faster than [13]. In a standard laptop
computer, it approximately takes 6 seconds per frame.

6 Conclusion

We presented an online foreground/background segmentation algorithm for
videos captured by a moving camera. Our algorithm maintains reliable fore-
ground and background appearance models over time and obtains the label
of each pixel based on the learned appearance and motion models. For the
purpose, it performs superpixel segmentation in each frame and computes fore-
ground/background motion fields by exploiting segmentation mask. The appear-
ance models of each superpixel are propagated through a sequential Bayesian
filtering and the motion models are also estimated for each superpixel. Pixelwise
foreground and background likelihoods are computed by the appearance and mo-
tion models, and binary belief propagation is applied to infer the labels in each
iteration. This procedure is performed multiple iterations in each frame, and the
final labels are obtained upon convergence. Our algorithm is conceptually sim-
ple and presents significant performance gain compared to the state-of-the-art
techniques.
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