Weakly Supervised Object Localization
with Latent Category Learning

Chong Wang, Weigiang Ren*, Kaiqi Huang, and Tieniu Tan

National Laboratory of Pattern Recognition
Institute of Automation, Chinese Academy of Sciences

Abstract. Localizing objects in cluttered backgrounds is a challenging
task in weakly supervised localization. Due to large object variations in
cluttered images, objects have large ambiguity with backgrounds. How-
ever, backgrounds contain useful latent information, e.g., the sky for
aeroplanes. If we can learn this latent information, object-background
ambiguity can be reduced to suppress the background. In this paper, we
propose the latent category learning (LCL), which is an unsupervised
learning problem given only image-level class labels. Firstly, inspired
by the latent semantic discovery, we use the typical probabilistic La-
tent Semantic Analysis (pLSA) to learn the latent categories, which can
represent objects, object parts or backgrounds. Secondly, to determine
which category contains the target object, we propose a category selec-
tion method evaluating each category’s discrimination. We evaluate the
method on the PASCAL VOC 2007 database and ILSVRC 2013 detec-
tion challenge. On VOC 2007, the proposed method yields the annotation
accuracy of 48%, which outperforms previous results by 10%. More im-
portantly, we achieve the detection average precision of 30.9%, which
improves previous results by 8% and can be competitive with the su-
pervised deformable part model (DPM) 5.0 baseline 33.7%. On ILSVRC
2013 detection, the method yields the precision of 6.0%, which is also
competitive with the DPM 5.0.

Keywords: weakly supervised learning, object localization, category
learning, latent semantic analysis.

1 Introduction

Weakly supervised localization is challenging in cluttered conditions. Different
from the supervised task, the annotation of object location is not given. Though
it requires less labeling, it is challenging because of large object variations in clut-
tered backgrounds. In recent years, many studies in weakly supervised learning
have been proposed. They adopt a similar framework, as shown in Fig.1(a).
They first use region proposals to extract candidate regions [1,32], then the ob-
ject regions (correct localizations) are selected among the candidate regions by

* Chong Wang and Weigiang Ren contributed equally to this work.

D. Fleet et al. (Eds.): ECCV 2014, Part VI, LNCS 8694, pp. 431-445, 2014.
© Springer International Publishing Switzerland 2014



432 C. Wang et al.

ﬁ>.

(a) The framework of most previous studies

aeroplane

Object Region

Latent = ]
Categories = ===
- S ] 1 ]

aeroplane aerofoil

grass

(b) The framework of the proposed latent category learning (LCL)

Fig. 1. The comparison of the framework of the proposed method and previous studies

region mining methods, e.g., exhaustive search [20,21], multiple instance learn-
ing [13,28,34], inter-intra-class modeling [5,9,23,28,29] and topic model [25,30].
They have achieved promising results on object-centered conditions, in which
objects occupy a large portion of an image [12]. However, on the cluttered con-
dition such as the PASCAL VOC challenge [10], there still a long way to be
competitive with the supervised approach [11].

In cluttered conditions, due to large object variations, objects usually have
large ambiguity with backgrounds. Besides, in the weakly supervised task, only
the image-level class labels are available, e.g., the image has an aeroplane in
Fig.1(a). However, a large number of candidate regions have a large background
area, which makes it difficult to discover object regions in cluttered conditions,
e.g., the localization in Fig.1(a) contains too much background. However, back-
grounds contain some latent information, e.g., there is sky and grass in the image
(Fig.1(a)). This latent information can be very useful because if it can be learned,
the object-background ambiguity can be reduced to suppress the background,
e.g., the background area in Fig.1(b) is suppressed. Due to the unknown label of
the candidate regions, learning these latent categories is an unsupervised learn-
ing problem. Many studies in unsupervised learning have attempted to discover
the latent categories in object-centered conditions [4,18,19,27,30]. Inspired by
them, we proposed to learn the latent categories in cluttered conditions.

In this paper, we propose the latent category learning (LCL) for weakly super-
vised localization. To learn the latent categories, we use the probabilistic Latent
Semantic Analysis (pLSA) [16], which is a typical unsupervised learning method
and achieves notable success in discovering latent semantics [30]. Fig.1(b) shows
the framework of the proposed method. Compared to the previous studies in
Fig.1(a), there are two main differences:

1) Category Learning. Is it possible to learn meaningful latent categories in
backgrounds? We show that the typical unsupervised semantic analysis can
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successfully learn the latent categories to represent objects, object parts and
backgrounds, as shown in Fig.1(b).

2) Category Selection. After learning these categories, which category contains
the target object class? We propose a category selection method by evaluating the
discrimination of each category and select the most discriminative one. In this
paper, we denote by “class” the given image-level object class and by “category”
the latent category in an object class.

In the evaluation, we use the PASCAL VOC 2007 database [10] and ILSVRC
2013 detection challenge. For fair comparison with supervised methods, we use
the complete dataset with only image-level class labels. On PASCAL VOC 2007,
we obtain the annotation accuracy of 48%, which is 10% higher than the previous
results [25, 28, 29]. More importantly, the LCL achieves the detection average
precision of 30.9%, which outperforms previous results [23,29] by 8% and can
be competitive with the supervised deformable part model (DPM) 5.0 baseline
33.7% [15]. On ILSVRC 2013 detection challenge, we obtain the precision of
6.0% on the validation set, which is also competitive with the 8.8% by DPM.

2 Related Work

In recent years, many studies have been proposed in the weakly supervised local-
ization, e.g., exhaustive search [5,20,21,36], multiple instance learning [13,28,34],
inter-intra-class modeling [9, 23,29, 35] and topic model [25,30]. Most of them
adopt a similar framework, which has three main steps: (1) Region Extraction:
region proposals extract candidate regions for each image; (2) Region Represen-
tation: feature representation is constructed for each region; (3) Region Mining:
object regions (correct localizations) are discovered among the candidate regions.
We review the main studies from these three parts.

Region Extraction. Nguyen et al. [20] and Pandy et al. [21] use dense regions
in an initial bounding box as candidate regions, but the fixed size and shape
make it difficult to generate enough object regions. To improve the quality of
the candidate regions, various region proposals are used to extract regions based
on object saliency. The one popularly used [9,28,29] is proposed by Alexe et
al. [1], who present a generic objectness measure by combining multiple image
cues in a Bayesian framework. Promising results have been obtained based on
this proposal [1,9,28,29]. Recently, a segmentation based region proposal, named
Selective Search [32], can generate regions with better objectness for its hierar-
chical segmentation and grouping strategies [6,14,32]. In this paper, we use the
selective search for region extraction.

Region Representation. In [21], each candidate region is represented by the
histogram of oriented gradients (HOG) descriptor [11]. With the additional view-
point annotation, promising results are obtained on the subset of the PASCAL
VOC 2007 challenge [10]. However, this gradient based low-level descriptor is
sensitive to cluttered backgrounds. Many recent studies use the Bag-of-Words
(BoW) feature for its mid-level object representation [3,9,23,28,29], and some
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researchers combine the low-level and mid-level features for better discrimina-
tion [9]. Recently, the deep networks have achieved great success in large-scale
and challenging object recognition tasks for its semantic object representation,
especially the Convolutional Neural Network (CNN) [14,17]. In this paper, we
use the CNN for region representation.

Region Mining. In [21] and [20], object regions are obtained based on exhaus-
tive search in an initial bounding box, which is usually determined based on
object saliency [5,21]. However, the fixed size and shape make it difficult to col-
lect enough object regions. To discover more objects, multiple instance learning
considers inter-class relations by organizing the candidate regions as positive
and negative bags [20,22,28,34]. To improve the quality of the object regions,
researchers further model intra-class relations to improve the similarity of the
regions within the same object class [9,23,29,35]. However, due to large object
variations, localizations may have large background area. In fact, backgrounds
contain useful latent categories, which can represent objects, object parts or
backgrounds. They can be beneficial to reduce the object-background ambiguity
and suppress the background area. Given only image-level class labels, learning
these latent categories is an unsupervised learning problem. Some studies have
attempted to learn them from large quantity of images in object-centered con-
ditions [4,18,19,27,30]. Inspired by them, in this paper, we proposed to learn
the latent categories in cluttered conditions.

3 Latent Category Learning

In this section, we present the latent category learning (LCL) for weakly super-
vised localization. We first introduce the extraction of the semantic candidate
regions, then we elaborate how to learn the latent categories and discover the ob-
ject regions among these categories. In this paper, we denote the object regions
as correct localizations.

3.1 Region Extraction

Region proposal generates candidate regions for probable object locations. We
use a segmentation based region proposal named Selective Search [32], which
can generate regions with strong objectness [6,14]. Compared to other region
proposals [1], it is reported to have a higher overlap with ground truth bounding
box but only with the comparable number of regions [32]. Fig.3(b) shows some
examples on the training set of the PASCAL VOC 2007 database. Although
objects vary a lot in size, illumination and occlusion, the selective search can
extract object regions in most images.

After generating the candidate regions, the next step is to construct feature
representation for them. In this paper, we use Convolutional Neural Network
(CNN) to represent the regions. CNN has made a great breakthrough in many
object recognition tasks [14,17]. It can construct semantic object representation
for its deep hierarchical structure. As demonstrated in [14], the classification
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results on ImageNet [8] can generalize well to the detection task in PASCAL
VOC challenge. We train a CNN classification model on ILSVRC 2011 with
the same setup to [14], which uses five convolutional layers and three fully-
connected layers. We represent each candidate region by the fc6 layer, which is
the first fully-connected layer containing 4096 neurons. Therefore, the feature
representation of each region has the dimension of 4096.

3.2 Category Learning

With the candidate regions extracted, in this part, we learn the latent categories
from them. Due to the unknown object class label of these regions, learning the
latent category is an unsupervised learning problem. In this paper, we use the
typical pLSA for latent category learning.

We use positive images in an object class for category learning. Suppose we
have N candidate regions in positive images, and the CNN representation of
each region is d;. In document analysis, the pLSA usually takes the histogram
of occurrence frequency on visual words as input, while the CNN region represen-
tation satisfies this histogram input for two reasons. Firstly, due to the Rectified
Linear Units [14], all the region representation is non-negative. Secondly, we con-
sider each neuron in the fc6 layer as a visual word, and the CNN representation
is the occurrence confidence on these words. The larger confidence leads to the
larger occurrence probability of a word (neuron). If a hard threshold function
(d; >T 1;else 0) is used on the CNN representation, it will turn into the 0,1 value,
thus the representation is the same to the histogram of occurrence frequency;
while if the threshold function is not used, the CNN representation is not the
strict frequency but the soft version. Therefore, this CNN region representation
can fit well in the framework of topic modeling.

N w,
oL o—@
P(d) U P(z\d) \_/ P(w\z)

Fig. 2. The graphical model of the probabilistic Latent Semantic Analysis (pLSA) [30]

We denote each word (neuron) as w;, thus the occurrence frequency of region
d; on w; is the i-th dimension of d;. In addition, there is a hidden topic variable
zk, associated with all the visual words. We treat each topic zy as a latent category
in an object class. The pLSA optimizes the joint probability P (w;, d;, zx), which
has the form of the graphical model shown in Fig.2 [30]. Marginalizing over the
latent category zj; determines the conditional probability P (w;|d;):

Pluwildy) = 30" P (aildy) P (wilzs), M)

where P (23|d;) is the probability of category z; occurring in region d;. Based on
this term, each region has K probabilities for K latent categories. We consider
that if region d; has the maximum probability on category zx, then d; only
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Fig. 3. The flowchart of the proposed latent category learning (LCL) for weakly su-
pervised localization. (a) Original images on the PASCAL VOC 2007 training set. (b)
Selective search and CNN extract semantic candidate regions. (c) Probabilistic Latent
Semantic Analysis (pLSA) learns latent categories. (d) A selection model is trained
for each latent category. (e) The discrimination of each category is evaluated by the
classification model constructed in the manner of bag-of-words.

belongs to zi. In this way, all regions are divided into K sets, each of which
contains the regions with similar semantic meaning. Fig.3(c) shows some learned
latent categories of the aeroplane class. These categories have strong semantic
meanings, e.g., category 1 represents the aeroplane, category 2 is the aerofoil,
while others contain backgrounds such as sky and grass. The categories in each
object class are learned separately to avoid a large memory cost.

3.3 Category Selection

After learning the latent categories, a problem is to decide which one contains
the object regions of the target object class? In this part, we propose a category
selection strategy to discover the object regions. The idea is based on the fact that
the latent categories have different semantic meanings, thus they have different
discrimination to the target object class. We exploit the different discrimination
to find out the most discriminative category. To evaluate the discrimination, it is
observed that in each latent category, the regions of positive and negative images
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have different occurrence frequencies on all the learned categories. For example,
in category 1, regions of positive images have a high occurrence frequency on
aeroplane but much lower frequency on others, while it is the opposite for the
regions of negative images, as shown in Fig.3(d). Combined with image-level
class labels, we select the category with the frequency which best differentiates
the target object class and backgrounds.

Fig.3 is used for an illustration. To construct the frequency for each category,
we first have to select the regions which can represent the category. We train
a selection model to select them. For any target category (category 1), we con-
sider the regions in it as positive regions, while the negative regions consist of
two parts: the ones in other categories (category 2-4) and the ones from negative
images (negative). Therefore, a selection model of the target category (category
1) can be trained. Secondly, we use the selection model to select the top T
scored regions in each positive and negative image. We observe that the occur-
rence frequencies of the T selected regions is the BoW representation, as shown
in Fig.3(d). Based on these regions, we construct the BoW image representation
for each positive and negative image. Finally, with the BoW representation, a
classification model of the target latent category (category 1) is trained on the
training set with the image-level class label, and the discrimination of the model
is evaluated by the classification precision on the validation set. By evaluating all
categories, the one with the highest precision is considered as the most discrim-
inative one, and its corresponding top T regions in positive images constitute
the positive training set. Fig.3(d) shows the selection process and the positive
training set on the aeroplane class.

In constructing the BoW representation, there are three steps: (1) Codebook
Generation. We quantify each latent category by averaging the regions in it. Let
Z =[z1,...2x]" € RM*K denote the codebook with K categories. We use the
average to quantify the category for two reasons: one is that the regions in a
category look very similar; and it is reasonable to use the center; another is that
the regions in the correct category overlap heavily with the target object, thus
averaging them is beneficial to suppress backgrounds. (2) Feature Encoding. In
each image, suppose the T selected regions are denoted as [dy, ..., dT]T € RMXT
we encode each region by the Super Vector Coding [37]:

M dim.
SN
0,...,0 y difzj s 0,...,0
N 7 N 7 (2)
(7—=1)xM dim. (K—j)*M dim.

s.t. z; = argmin ||d; — zk||,
Zy
(3) Feature Pooling. After the encoding, average pooling [37] is used on the
encoding of all the T regions to construct the BoW image representation, as
shown in Fig.3(d).



438 C. Wang et al.
4 Experimental Evaluation

In this section, we evaluate the proposed method on the PASCAL VOC 2007
dataset and ILSVRC 2013 detection challenge. We use the complete dataset with
only image-level class labels for fair comparison with the supervised approach.
The detailed setup is given as follows.

Region Extraction: In selective search, we use the source code released by
Uijlings et al. [32]. We run the “fast” option to generate about 2000 candidate
regions for an image. Then, to represent the regions, we train a convolutional
neural network (CNN) on ILSVRC 2011 with five convolutional and three fully-
connected layers, which has the same architecture to [14, 17]. We use the fc6
layer for representation with the dimensionality of 4096.

Category Learning and Selection: For each object class, all the regions
from positive images are used for category learning. The number of the latent
categories (K) is determined by the highest classification precision on different
number, while K is around 30 for most classes. In training selection models in
category selection, the number of the top selected regions (T') in each positive
image is set up to be 10 to guarantee the quality of the predicted locations.

Training and Testing: In training the classification models and final object
detectors, the stochastic dual coordinate ascent [24] in VLFeat [33] is adopted
for high efficiency. In testing, we first select the regions with the score larger
than —1, then the Non Maximum Suppression (NMS) [11] with the threshold of
0.5 is used to obtain final localizations.

4.1 Automated Annotation Results

Table 1 shows the annotation accuracy of the proposed LCL and the previous
studies on the trainval set. The accuracy is measured by the percentage of train-
ing images in which an instance is correctly localized according to the PASCAL
criterion, which requires the overlap of larger than 0.5 between the object region
and the ground truth. We also use k-means in category learning as a baseline for
comparison with pLSA. It is observed that LCL yields an annotation accuracy of
48.5%, which outperforms the previous best result by 10%. LCL improves most
classes, and the improvement is quite promising on some difficult ones, e.g., 18%
on chair and 22% on plant. Besides, LCL-pLSA outperforms LCL-kmeans by a
small margin, which shows that pLSA is slightly better in learning latent cate-
gory, but it is much better than LCL-kmeans in the detection results, as shown
below in Sec.4.2. Fig.4 shows some successful and failed difficult localizations
by LCL on the trainval set. Although objects vary a lot in size, occlusion and
illumination, LCL correctly localizes most difficult samples.

Though LCL shows promising improvements, it fails on some classes such as
boat and table. Based on our observation, there are two main reasons for this: (1)
Too much object variation. For example in boat, the size and appearance vary
too much. Some images have small sailboats while some have large ships, which
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Table 1. The comparison of annotation accuracy on PASCAL VOC 2007 trainval set

Method plane  bike bird boat  bottle bus car cat  chair cow

Joint Learning [20! 30.7  16.5 23 14.9 4.9 29.6 26.5 35.3 72 234
MIL-SVM [2 37.8 17.7 26.7 13.8 4.9 34.4 33.7 46.6 54 298
Drift Detect [29] 458 21.8 30.9 20.4 5.3 37.6 40.8 51.6 7
MIL-Negative [28 424 46.5 18.2 8.8 2.9 40.9 73.2 448 5.4
Transfer Learning [26 54.7 227 33.7 24.5 4.6 33.9 42.5 57 7.3
Beyasian Topic 25 67.3 54.4 34.3 17.8 1.3 46.6 60.7 68.9 25 324
Multifold MIL [7 56.6  58.3 28.4 20.7 6.8 54.9 69.1 20.8 9.2
7.0 7.5
2

LCL-kmeans 749 617 49.6 13.5 17. 57.4 73.3 440 27.
LCL-pLSA 80.1  63.9 51.5 14.9 21.0 55.7 742 435 26.

Method  table dog horse mbike person plant sheep sofa train tv  Accuracy

Joint Learning [20! 20.5 321 24.4 33.1 17.2 12.2 20.8 28.8  40.6 7 22.4
MIL-SVM [2 145  32.8 34.8 41.6 19.9 11.4 25 23.6 452 8.6 25.4

Drift Detect [29 275 41.3 41.8 47.3 24.1 12.2 28.1 328 487 9.4 30.2
MIL-Negative [28 145 328 34.8 41.6 19.9 11.4 25 236 452 8.6 30.4
Transfer Learning [26] 24.1 433 41.3 51.5 25.3 13.3 28 295 546 11.8 32.1
Beyasian Topic [25 16.2  58.9 51.5 64.6 18.2 3.1 209 347 634 5.9 36.2
Multifold MIL [7 10.2 29.0 58.0 64.9 36.7 18.7 56.5 132 549 594 38.8
LCL-kmeans 16.3  56.3 55.3 69.5 13.6 40.0 60.3 46.2 455 619 47.7
LCL-pLSA 16.3  56.7 58.3 69.5 14.1 38.3 58.8 472  49.1 60.9 48.5

Fig. 4. Some successful and failed difficult localizations on the trainval set

makes it difficult to learn meaningful latent categories under the limited number
of positive images. (2) Similar co-occurrent classes. For example the table, it
always co-exists with chairs. They look very similar in most cases, e.g., both
the table and chair have a flat area with several legs, which makes it difficult
to learn two different latent categories. Therefore, under the cases of too much
variations and similar co-occurrent classes, it is challenging for LCL to generate
good localizations.

4.2 Detection Results

Table 2 shows the detection mean average precision (mAP) of the proposed
LCL, the previous studies and the supervised approaches on the PASCAL VOC
2007 test set. It is observed that LCL-pLSA yields a detection mAP of 30.9%,
which improves the previous best result by 8% and improves most classes by a
large margin, e.g., 21% on aeroplane, 13% on cow, 10% on motorbike and 15%
on sofa. We also make a breakthrough on the classes which are almost zero in
previous results, e.g., the improvement is about 11% on chair. More importantly,
compared to the supervised approach, the 30.9% obtained by LCL-pLSA can be
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Table 2. The comparison of the detection mAP on PASCAL VOC 2007 test set

Method  plane  bike bird boat  bottle bus car cat chair  cow

Drift-Detect [29 134 44.0 3.1 3.1 0.0 31.2 43.9 7.1 0.1 9.3
Object-Centric [23 - - - - - - - - - -
Multifold MIL [7] 35.8 40.6 8.1 7.6 3.1 35.9 41.8  16.8 1.4 23.0
Latent SVM [31 27.6 419 19.7 9.1 104 358 39.1  33.6 0.6 209
LCL-kmeans 415 29.7 24.9 12.0 10.7  30.3 409 31.8 105 218
LCL-pLSA 48.8 41.0 23.6 12.1 11.1 42.7 409 355 11.1  36.6

DPM 5.0 20.0 24.1

11 332 60.3 10.2 16.1 27.3 54.3 582 23.0
CNN Supervise [14 68.1 728 56.8 43.0 36.8 66.3 742 676 344 63.5

Method  table dog horse mbike person plant sheep sofa train tv mAP

Drift-Detect [29 9.9 1.5 29.4 38.3 4.6 0.1 0.4 3.8 34.2 0.0 13.9
Object-Centric [23 - - - - - - - - - - 15.0
Multifold MIL [7 49 14.1 319 41.9 19.3 11.1 276 121 31.0 40.6 22.4
Latent SVM [31 10.0 27.7 29.4 39.2 9.1 19.3 20.5  17.1 35.6 7.1 22.7
LCL-kmeans 154 294 24.3 37.8 19.1 14.7 331 241 36.2 43.0 26.6
LCL-pLSA 184 353 34.8 51.3 17.2 174 26.8 328 35.1 45.6 30.9

DPM 5.0 [11 26.7  12.7 58.1 48.2 43.2 12.0 21.1  36.1 46.0 435 33.7
CNN Supervise [14 54.5  61.2 69.1 68.6 58.7 33.4 62.9 51.1 62.5 64.8 58.5

sofa plant motorbike

tvmonitor

Fig. 5. Some successful and failed difficult localizations on the test set

competitive with the deformable part model 5.0 released baseline 33.7%. The
precision on most classes is comparable to DPM 5.0, and some classes show
better precision, e.g., the improvement is about 15% on aeroplane, 12% on bird,
cat and cow, and 23% on dog. This result is very encouraging because without
the tedious and ambiguous annotation of object locations, the weakly supervised
localization yields the comparable detection precision to the supervised methods
in cluttered image conditions. Some successful and failed difficult detections on
the test set are shown in Fig.5, in which LCL correctly localizes most objects
under large variations of size, occlusion and illumination.

Table 3 shows the detection mean average precision (mAP) of the proposed
LCL and the DPM 5.0 baseline on the validation set of the ILSVRC 2013 detec-
tion challenge (200 object classes). For higher efficiency, we use the k-means in
category learning instead of pLSA, and the number of latent categories (K) is
fixed to be 30. It is observed that the proposed LCL yields the detection mAP
of 6.0%, which can be competitive with DPM 5.0 baseline 8.8%. This result
demonstrates that LCL can be effective in large-scale image conditions.
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Table 3. The comparison of the detection mAP of the LCL-kmeans and DPM 5.0
baseline on the validation set of the ILSVRC 2013 detection challenge

ILSVRC 2013 detection challenge mAP (Validation)
LCL-kmeans 6.0%
DPM 5.0 (without context) 8.8%

Table 4. The detection mAP of the proposed LCL by incorporating object structure
and inter-class relation

Method  plane  bike bird boat  bottle bus car cat  chair cow
Drift-Detect [29] 134 44.0 3.1 3.1 0.0 31.2 43.9 7.1 0.1 9.3
LCL-pLSA 48.8 41.0 23.6 12.1 11.1 42.7 40.9  35.5 11.1  36.6
LCL+DPM 30.2  46.9 10.4 4.6 11.1 47.0 449 147 56 174
LCL+Context 489 423 26.1 11.3 11.9 41.3 409 34.7  10.8 34.7
Method  table dog horse mbike person plant sheep sofa  train tv. mAP
Drift-Detect [29] 9.9 1.5 29.4 38.3 4.6 0.1 0.4 3.8 342 0.0 13.9

LCL-pLSA 184  35.3 34.8 51.3 17.2 17.4 26.8 328 351 456 30.9
LCL+DPM 4.6 15.0 38.6 41.8 13.9 10.6 19.3  31.8 16.3  37.9 23.1
LCL4-Context 18.8  34.4 35.4 52.7 19.1 17.4 359 333 348 46,5 31.6

(a) bicycle (b) horse

Fig. 6. The visualization of the detection model by using the LCL localizations as
ground truth. Each detection model is trained with three components.

Though LCL has achieved comparable performance to DPM 5.0, the precision
on some classes is relatively low, e.g., bicycle, car, horse and person. We observe
that for the classes which DPM beats LCL, most of them are the classes of rigid
objects, e.g., bicycle, boat, bottle, chair and table. Under this condition, object
structures provide good representations because rigid objects do not change
much. Combined with the HOG representation, the DPM achieves better results.

4.3 DPM and Context Embedding

To incorporate object structure and inter-class relations, we consider DPM and
context in LCL for further enhancement. In DPM, we use the LCL annotations as
ground truth, and the same setup to [11] is used, i.e., 8 object parts and 3 object
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components. For the context, similar to the contextual operation in [11], we
concatenate the region score, region location and the detection score of each class
to the CNN region representation, thus the feature dimension of each candidate
region is 4096 + 25 = 4121.

Table.4 shows the detection mAP of LCL by incorporating DPM and context.
LCL+DPM obtains a mAP of 23.1%, which is 9% higher than the Drift-Detect
[29] which also trains DPM. However, compared to the LCL-pLSA, it decreases
by 7% due to the inaccurate annotations of LCL, and the precision on most
classes decreases a lot. But we see some promising improvements in detecting
rigid objects, e.g., the improvement over LCL-pLSA is about 6% in bicycle, 5%
on bus and car, and 4% in horse. Fig.6 shows the detection model trained by
LCL-pLSA with three components on the classes of bicycle and horse. The top
two components describe the side views of the objects based on the different
size, and the bottom component is more like the frontal or the rear view. These
results show that incorporating object structures in latent category learning can
be beneficial to detect rigid objects.

We see that by considering inter-class relations in LCL, performance can be
further improved. LCL+Context achieves the mAP of 31.6%, which outperforms
the LCL-pLSA baseline by 0.7%. The improvements on some classes are promis-
ing, e.g., 9% on sheep, 3% on bird and 2% on person, but the average im-
provement is too small. The reason may be that the locations and scores of the
detections are not accurate enough to provide meaningful co-occurrence infor-
mation. As a result, this will hurt the detection precision, e.g., the precision
decreases about 1 ~ 2% on boat, bus, cow and dog.

4.4 Category Selection

One key step in the latent category learning is to select the category containing
the target object class. As elaborated in Sec.3.3, this category selection is based
on each category’s discrimination, which is evaluated by the classification preci-
sion on the validation set. In constructing the BoW image representation, we set
the number of the top scored regions T to be 10. Fig.7 shows the Classification
Mean Average Precision (Cls-mAP) of aeroplane and motorbike based on the
number of latent categories of 20 and 30 respectively. The Maximum Average
Best Overlap (MABO) [14] with ground truth is used to validate the correctness
of the selection. It is observed that the highest Cls-mAP always corresponds to
the highest MABO, e.g., the 17th and 14th category in aeroplane and motor-
bike, which demonstrates the effectiveness of this selection strategy. However,
we observe that the highest Cls-mAP does not have a large margin over the
ones of other categories, e.g., the 13th and 20th category of the aeroplane also
has high precision. The reason is that the categories such as aerofoil and sky
also contribute a lot to classify aeroplane. Although the margin is small, the
most discriminative category can obtain the highest classification performance.
In future, we will consider the more powerful Latent Dirichlet Allocation (LDA)
to improve the discrimination.
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Fig. 7. The category selection on the classes of aeroplane and horse. The testing number
of latent categories is set to be 20 and 30.

Another problem is how to set the number of latent categories for each object
class. Due to the large variations of the number of positive images in different
classes, using the appropriate number of latent categories is critical to learn
meaningful ones. In our implementation, we initially set the number K to be 20 ~
60, then we use the above selection process to obtain the most discriminative
category for each number. Finally, the number with the highest Cls-mAP is
used. Table.5 shows the highest Cls-mAP and MABO of bicycle and cow under
the different number of categories. We see the K = 60 is the best for both
classes. If K is too small, the discriminative category contains many background
regions; while if K is too large, object regions will be assigned to different latent
categories which may not be discriminative to the target object class.

Table 5. The selection of the number of latent categories K on bicycle and cow

Cls-mAP MABO
K 20 30 40 50 60 K 20 30 40 50 60

bicycle 66.7 67.6 652 684 69.6 Dbicycle 57.2 682 673 622 70.0
cow 45.6 47.1 485 44.1 51.2 cow 66.7 478 609 60.1 68.8

5 Conclusion

In this paper, we have proposed the latent category learning (LCL) for weakly
supervised object localization. We first use a segmentation based region proposal
to generate semantic candidate regions, each of which is represented by the
Convolutional Neural Network (CNN) trained on ILSVRC 2011. Then, based
on the large number of candidate regions, the probabilistic Latent Semantic
Analysis (pLSA) is used to learn the latent categories, from which the category
containing target object class is selected by evaluating each latent category’s
discrimination. Evaluation on the challenging PASCAL VOC 2007 dataset and
the large-scale ILSVRC 2013 detection competition shows encouraging results
achieved by LCL, with state-of-the-art annotation and detection performance
among the weakly supervised localization methods. More importantly, the results
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are competitive with the supervised deformable part model 5.0 released baseline.
In the future, we will improve the discrimination of the latent categories by
LDA and design a category learning algorithm which automatically determine
the number of latent categories for use in large-scale conditions.
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