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Abstract

In this paper we present a flash game that aims at gener-
ating easily ground truth for testing object detection algo-
rithms. Flash the Fish is an online game where the user is
shown videos from underwater environments and has to take
photos of fish by clicking on them. The initial ground truth
is provided by object detection algorithms and, subsequent,
cluster analysis and user evaluation techniques, allow for
the generation of ground truth based on the weighted com-
bination of these “photos”. Evaluation of the platform and
comparison of the obtained results against a hand drawn
ground truth confirmed that reliable ground truth genera-
tion is not necessarily a cumbersome task both in terms of
effort and time needed.

1. Introduction

Testing the performance of image processing algorithms

is a necessary evil. Necessary, because the development and

fine-tuning of image processing algorithms is heavily influ-

enced by the results of intermediate performance evalua-

tions. These evaluations are usually made against annotated

datasets, better known as ground truth. Evil, because gath-

ering ground truth data is not a trivial task. In fact, the pro-

cess of generating high quality ground truth presents several

limitations mainly due to the human effort and working time

needed.

There exist tools that integrate semi-automatic methods

aiming to alleviate the burden that comes with image and

video annotation. These methods require minimal user in-

tervention and for this reason they offer a more user-friendly

experience in gathering object information, such as bound-

ing boxes, contours, recognition classes and associations to

other appearances of the same object in previous or follow-

ing frames of the video.

Nevertheless, the manual annotation of these data, even

when such tools are available, still requires a lot of concen-

tration especially when the quality of the video is too low

or in the presence of crowded scenes, making the identifica-

tion of objects of interest very difficult. In all cases, both the

identification and the subsequent annotation of the objects

are time consuming, tedious and error-prone tasks, since it

requires the user to be focused for the total duration of the

process.

To overcome all these difficulties, in this paper we pro-

pose an online game, named Flash the Fish, for generat-

ing large-scale object detection ground truth for underwa-

ter video segments. The idea behind the game is to en-

gage users to play a funny game by simply clicking on fish

through the game levels. By using this mechanism, no a pri-
ori knowledge is required for the users who must only “take

photos” of fish, providing an increasing dataset of annota-

tions which can be used for detection algorithm evaluation.

Moreover, since the accuracy of the obtained ground truth

is not always high enough, a cluster analysis module is used

to offer more reliable results.

The main scientific contributions are to 1) show how

playing a game and integrating crowdsourcing and user

quality control methods constitutes a valid solution for eas-

ily creating reliable image and video annotations, and 2)

provide an experimental tool in order to demonstrate that

such approach accomplishes its purpose.

The remainder of the paper is organized as follows: Sec-

tion 2 describes existing tools for ground truth generation,

together with their strengths and limitations. Section 3, in-

stead, describes the Flash the Fish game and its advantages

over classical video annotation applications, while, Section

4 discusses the ability of the game to generate accurate an-

notations by assessing its performance and comparing it to

hand-drawn ground truth data. Finally, concluding remarks

and future developments are given.

2. Related Works

The majority of the existing applications for ground

truth generation are “ad-hoc” tools created by isolated
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research groups, and as such, they are designed to fulfill

specific requirements. Examples of such applications in-

clude ViPER-GT [6], GTVT [2], GTTool [10], ODViS [9],

which, however, lack any data sharing capabilities and

they cannot be used for generating large scale ground truth

datasets. Moreover, the majority of these use incompatible

file formats, which does not permit integration of the

produced annotations. All these needs combined with the

rapid growth of the Internet have favored in the last years

the expansion of web-based collaborative tools, which take

advantage of the efforts of large groups of people to collect

reliable ground truths. Additionally in [16] the authors

demonstrated the utility of “crowdsourcing” to non-expert

humans, the task of collecting large annotated datasets.

An illustrious example is LabelMe [15], a web-based and

crowdsourcing-enabled platform designed to collect user

annotations in still images. However, the main disadvan-

tage of LabelMe is the lack of intelligent mechanisms for

quality control and integration of user annotations and the

lack of automatic tools that aim to make the annotation

process less cumbersome. Moreover, LabelMe is thought

specifically for still images, although a video based version

has been proposed [18] that, however, is not as successful

and flexible as the image based version.

Many of these shortcomings are dealt with in PerLa [11],

another web-based platform for creating cooperatively

object detection, tracking and recognition ground truth

for lengthy videos which also integrates crowdsourcing

methods for annotation integration.

Nevertheless, these applications do not respond at one

important need: generate cheap, mid to high quality,

annotations in the least amount of time possible. Several

approaches have tried to deal with this problem, by gener-

ating ground truth data automatically, [7, 4], but the results

are unreliable and of low quality, leaving crowdsourcing-

based methods as the only viable alternative.

For crowdsourcing to be effective two conditions must be

satisfied: workers’ motivation and quality control. For the

former, the most immediate and attractive way, is paying

the workers for their work [14, 5]. Another valid solution

for workers motivation is personal amusement [17], such

as in the case of the ESP, Peekaboom and KissKissBan

games [1, 8] which exploit players’ agreement (random

pairing two players and let them guess each other’s labels)

to collect ground truth data.

The latter condition, the quality control one, has been

tackled with different strategies that can be summarized

[13] as: Task Redundancy (ask multiple users to annotate

the same data), User Reputation and Ground Truth Seeding

(i.e. coupling ground truth with test data).

When both of these conditions are satisfied, large scale

datasets can be built, but the process might be very expen-

sive and the results often contain low quality annotations

Figure 1. The game’s interface. On the top left, the manometer

shows the oxygen remaining (time) before the level ends. On top,

the acquired points and on the top right three button controls to

pause the game, mute the music and the sound effects, respec-

tively, can be seen. On bottom left, the last took photo is shown

and on bottom the points needed to advance to the next level are

shown. Finally, the central area shows the video and the camera’s

shutter, which is centered on the mouse’s pointer.

since workers (even if payed) are not as motivated as

researchers.

3. On-line Game for Ground Truth Generation

Flash the Fish exploits the amusement strategy to gener-

ate large scale object detection ground truth.

Playing with the game is simple: the user is presented a seg-

ment of an underwater video and she has to take photos of

the fish, by clicking on them (Fig. 1) gaining as many points

as possible. The user needs to gather a certain score to ad-

vance to the next game levels. Each “photo” contributes in

estimating the presence or absence of fish at the correspond-

ing point in the video.

The game consists of 7 different levels of progressively

increasing difficulty. Every time a game session starts, a

list with 7 random selected video segments, taken from

our repository that contains more than 600.000 10-minute

videos, is generated. The first level serves the role of as-

sessing the skills of the player (see next section) and has an

initial frame rate of 5 FPS and the time available is 35 sec-

onds. At each successive level the frame rate of the video

segment is increased by one, while the time available is re-

duced by 2 seconds, to a maximum of 11 FPS and a mini-

mum of 23 seconds at the seventh and last level. The game

can be found at http://f4k-db.ing.unict.it/.

In order to make the game more appealing, we adopted

a scoring system that rewards users according to the qual-
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ity of their annotations. In other words, the more precise

the user is, the more points she earns and climbs up the fi-

nal classification. Of course, in order to be able to assign

scores, it is necessary that each video segment comes with

a reference ground truth. If, for the specific video, there ex-

ists a hand-made ground truth, it will be used. Otherwise,

if the video is not a new one (i.e. several players have al-

ready played it, meaning that several annotations exist), the

reference ground truth is given by the combination of all

the existing annotations (see Section 3.2). If, instead, the

video is a new one (i.e. no one has played a session with

this video yet) then the detection algorithm’s [3] output is

used as reference ground truth.

Having a reference ground truth, it is possible to compare

the annotations provided by the users against it. For each

object in the reference ground truth a 2D Gaussian Distri-

bution is placed, centered on the object’s bounding box cen-

ter. If a player clicks on this point, she gains the maximum

score bonus she can get, while the bonus awarded is reduced

as the clicked point gets more distant from the center.

In order to make sense of the data produced by this game,

we had to deal with two important issues: 1) assess the qual-

ity of the users (see Section 3.1) and 2) combine the differ-

ent annotations to derive a single “best” representation of

the objects (see Section 3.2).

3.1. Assess the quality of the users

The contribution of each user playing the game cannot be

equal. In fact, there exist casual players that dedicate a little

time playing, achieving, usually, low scores and on the other

extreme, hardcore players can be found. Assessing user

quality is of key importance for generating a ground truth

based on the weighted contribution of users. The weight is

the quality score itself, meaning that the higher a player’s

score is, the more influential her annotations will be in de-

termining the final ground truth.

To estimate user quality we resort to the ground truth seed-

ing technique, i.e. the first level of the game always contains

a video for which a hand-drawn ground truth (GGT ) already

exists. When the first level of the game ends, the acquired

data (GTu) of the user u is compared to the GGT . Each

submitted ground truth starts with a quality score (SGT )

of 1 and the number of False Positives (FPu, a location

where the user clicked but fish does not exist), False Nega-

tives (FNu, a location where the user did not click but fish

does exist) and True Positives (TPu, a location where the

user clicked and fish does exist) are determined.

While a TPu does not decrease the quality of the ground

truth and a FPu decreases it always, a FNu is more com-

plicated because it can occur for two reasons: 1) the user

did not click on it at all, because she was not fast enough,

or 2) because, at the same time, she was clicking on another

object. In the former case, if the user was not fast enough to

click, SGT is decremented by Nft/Nd, where Nd and Nft

are the objects contained, respectively, in the GGT and in

the frame ft. If the user was clicking other objects at the

time that FNu occurred, is determined by seeking for ob-

jects in frame ft. If at least one such object exists, and it

was shot by the user, no action is taken. Conversely, the

user’s quality score is decremented as before.

Summarizing the score of each submitted ground truth is

given by:

SGT = 1− 1

Nd

∑

Nd

Nfalse (1)

where

Nfalse =

{
0, if Click is a TPuor (FNu and ∃ TPu ∈ Frame)

1, if Click is a FPu or (FNu and � ∃TPu ∈ Frame)

If this is the first ground truth created by the user, her

quality score is equal to SGT . If, instead, previous as-

sessments already exist, the quality score of the user is

determined by:

Su =
1

NTot

UGT∑

i=1

SGTi ×NGOi (2)

where NTot is the number of objects in all the ground

truths of the user, UGT is the set of her ground truths, SGTi

is the quality of ith ground truth, given by (1), and NGOi is

the number of objects in it.

3.2. Build the ground truth objects

Once the users obtain a quality score, their annotations

can be integrated in order to build the best ground truth rep-

resentations. In order to identify the locations that users

clicked the most, we apply iteratively an unsupervised clus-

tering algorithm. In particular, initially, a K-means analysis

is applied with a predefined number of clusters (set to 10

or to the number of fish in the existing ground truth, if it

contains more). The clustering result is further refined by

iterating through each point (clicked by the user) and de-

termining whether it fits well in the assigned cluster or not,

by calculating the euclidean distance from the cluster’s cen-

troid. If such distance is over than a threshold T , it means

that the point does not fit well into that cluster and it is re-

moved from it. Afterwards, the euclidean distance of the

removed point from the centroid of the other clusters is cal-

culated. If a more suitable cluster (distance less than T ) is

found the point is marked as confirmed and it will be in-

cluded in the next iteration. On the contrary, if no appro-

priate cluster exists, the point in question is excluded from

successive iterations.
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Figure 2. Clustering applied on the acquired data: Red dots are

the locations clicked by the users. Yellow circles represent the

result of the first clustering iteration, while the blue circles are the

final result of the clustering method. The radius of each circle is

equal to the sum of the quality scores of the users that made an

annotation that belongs to that cluster, given by (3).

At each iteration, every cluster c is assigned a value that

represents its significance, or radius, and is given by:

rc =
1

N

Pc∑

p

Qu,p (3)

where N is the total number of points in the current

frame, Pc represents the points in that cluster and Qu,p is

the quality of the user that created that point.

The algorithm stops when all the clusters have a value of

rc > Tr (Tr empirically set to 0.4) or the initial maximum

number of clusters is equal to zero. In case these conditions

are not satisfied, the maximum cluster number is decreased

by one and the algorithm proceeds with the next iteration.

The resulting clusters can be represented as heat maps,

showing how the users’ clicks are distributed over the scene.

When the algorithm execution ends, the obtained clus-

ters are the objects of the “best” ground truth. In detail,

each object is represented by the bounding box of the cor-

responding cluster.

Algorithm 1 shows the clustering algorithm, Fig. 2

shows an example output of the method described, where

the 10 initial small clusters (in yellow) are reduced to 2 big-

ger ones (in blue) and Fig. 3 shows the heatmaps produced

in a 4-frame sequence.

4. Experimental Results
In order to test the accuracy and the efficiency of the

tool, we compared the annotations generated from the game

against a hand made accurate dataset. In particular, we used

MaxClusters = max(10, Count(ObjectsInGT ));
P = ClickedLocations;

C = Clustering(MaxClusters, P );
while (MaxClusters > 0) do

ClustersOK = True;
foreach k in C do

rc = radius(k);
if rc < Tr then

ClustersOK = False;
break;

end
end
if ClustersOK == True then

Output: C

end
foreach p in P do

Cp = Centroid of cluster containing p;

if distance(p, Cp) > T then
Found = False;
foreach k in C do

Ck = Centroid of cluster k;
if distance(p,Ck) < T then

Found = True;
break;

end
end
if Found == False then

remove p from P;
end

end
end
MaxClusters = MaxClusters− 1;
C = Clustering(MaxClusters, P );

end

Algorithm 1: The clustering Algorithm

7 hand-labeled videos (with frame rate and duration val-

ues as described in the previous section, for a total of 1568
frames) that contained 4140 annotated objects.

Clustering methods work better when applied to as big-

ger datasets as possible and for this reason we organized a

Facebook event to gather users. To motivate the players we

also offered a prize for the winner. For the event’s dura-

tion (4 days), 80 users participated and played 1273 game

sessions that resulted in 264316 annotations (Table 1).

For determining whether an object (BB, the bounding

box of the clusters calculated by the algorithm described in

Section 3.2) is either a hit or a miss we calculate the overlap,

or PASCAL score, between it and the objects (GT ) in the

same frame in the hand-drawn ground truth given by:

Oscore =
area(BB ∩GT )

area(BB ∪GT )
(4)
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Figure 3. Heatmaps of two fish detected in an 4-frame sequence.

Level Annotated Acquired Number Precision Recall F1

objects clicks of users

1 722 71105 80 0.71 0.69 0.70
2 1847 70406 80 0.69 0.64 0.66
3 593 58528 69 0.70 0.64 0.67
4 251 47137 52 0.74 0.71 0.72
5 446 16276 46 0.57 0.51 0.54
6 104 522 19 0.31 0.21 0.25
7 177 342 18 0.26 0.09 0.13

Total 4140 264316 80 0.66 0.60 0.63

Table 1. The datasets we used for performance evaluation and the

results obtained. The precision and recall values refer to the case

where the annotations of all the users that played the correspond-

ing level were used and the values in the last row are the weighted

averages with respect to the number of ground truth objects.

If there exists at least one object where such value is

greater than a threshold, empirically set equal to 0.7, then

the cluster is considered a true positive; conversely, it is con-

sidered a false positive. A false negative is an object in the

GT that has no corresponding BB.

The performance of the application was evaluated in

terms of precision, recall and F1 measure, given by:

Precision =
TP

TP + FP
, (5)

Recall =
TP

TP + FN
(6)

and

F1 = 2 ∗ Precision ∗Recall

Precision+Recall
, (7)

respectively. The obtained results, together with the dataset

used for testing the application, are shown in Table 1.

All the players, reached level two, but with the progres-

sively increasing difficulty, a little less than 25% (19 out of

80) of them reached the last one. The absolutely best perfor-

mance was achieved at the fourth level, where the precision,

recall and F1 values were 0.74, 0.71 and 0.72 respectively.

This was due to the fact that it has the highest clicks/object

ratio, which was about 187 at that level.

It should be noted that the turning point of the game is

the fifth level where more than half players who played it

could not advance through it (27 out of 46). As a conse-

quence, it severely hampered the performance of the clus-

tering method at the last two levels, where an inadequate

number of annotations was collected (a little less than 2

clicks per object at the last level). In particular, the re-

call value at that level was too low, 0.09, because of the

high number of false negatives (i.e. many objects in the

GT did not have any clicks at all). Furthermore, we also

analysed how the user quality influenced the method’s per-

formance. First, we excluded all the annotations made by

the users who had a quality score lower than 0.7. We noted

that this choice influenced minimally the precision, whereas

it affected the recall. This result is explained by the fact

that the true positives TPu of the low-quality users were

able to raise the rc value over the threshold Tr (see Sec-

tion 3.2), thus, resulting in a lower number of false nega-

tives. Conversely, the false positives FPu produced by the

same users were not enough to create false positive clus-

ters (Fig. 2) because this creation depends also on the user

quality. More quantitatively, for level 1, the precision kept

almost stable (0.69), whereas the recall dropped to 0.37.

This also explains why the performance decreased drasti-

cally at the higher levels (Levels 6 and 7) when the number

of players decreased. On the contrary, when we excluded

the users with quality higher than 0.7, both precision and

recall dropped to, respectively, 0.44 and 0.25.

The user quality allows us, therefore, to keep balanced pre-

cision and recall, whereas, the number of users serves to

support the explorative nature of the game, i.e. more users

play, higher is the probability (which also depends on the

users’ quality) to detect correclty objects.

5. Concluding Remarks

In this paper we presented Flash the Fish, a simple on-

line game that aims at generating video annotations for ob-

ject detection algorithms. The acquired annotations were

then fed to a clustering module which refined the results,

producing good quality ground truth and we are confident

that the quality will increase as more and more users will

play the game.

While, in its current form, the game generates ground

truth for object detection, as the number of annotations in-
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creases, it should be interesting to assess whether it is pos-

sible to derive the exact object shapes from the heatmaps.

While a preliminary analysis demonstrated that this can be

possible, a very large dataset should be considered. To ac-

complish that, we are going 1) to integrate advanced voting

methods [12] and 2) to use the clicked points as initial seeds

for object segmentation approaches.

Bonus levels that permit the creation of annotations for test-

ing object tracking and object classification methods are al-

ready implemented and are currently under testing.

One interesting observation that we made during the re-

vision of the datasets is that many clicks should fit better

in successive frames from the one that they were acquired.

This happens due to the fact that the time that passes from

the moment the eye catches the visual stimulus (fish mov-

ing) to the moment of the reaction (mouse movement and

click) is not negligible and it should be taken into account.

For this reason we are currently developing a module that

analyses the reflexes of each user independently by control-

ling how well the clicks fit with the “best” ground truth and,

eventually, introduces a delay.

Given the effectiveness of this game, we aim at creat-

ing an open platform, where researchers can upload their

videos, to be used in the game, and the generated annota-

tions will be publicly available.
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