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Abstract

The format agnostic production paradigm has been pro-
posed to offer more engaging live broadcasts to the au-
dience while ensuring the cost-efficiency of the produc-
tion. An ultra-HD resolution panorama is captured, and
streams for different devices and user profiles are semi-
automatically generated. Information about person posi-
tions and trajectories in the video are important cues for
making editing decisions for sports content. In this paper
we describe a real-time person detection and tracking sys-
tem for panoramic video. The approach extends our earlier
tracking by detection algorithm by addressing a number of
robustness issues that are especially relevant in sports con-
tent. The design of the approach is strongly driven by the
requirement to process high-resolution video in real-time.
We show that we can achieve improvements of the robust-
ness of the algorithm while being able to perform real-time
processing.

1. Introduction
Sports is a very important genre for broadcasters, both

commercially and terms of audience engagement. In order

to keep this position, the broadcast industry is constantly

challenged to provide more immersive and interactive user

experiences, and realizing this with constant or even shrink-

ing production budgets. The industry can only win this chal-

lenge, if the efficiency of the production process can be in-

creased, which requires better tools for automation. This

in turn needs metadata for the audiovisual content. Some of

this metadata can be captured automatically by specific sen-

sors, but much important information is only in the audiovi-

sual signal. Computer vision has thus an important role for

extracting spatiotemporally fine-grained metadata from the

visual content, which cannot be annotated manually due to

time and cost constraints.

A format agnostic approach [10] to broadcast produc-

tion has been proposed in order to enable a more engaging

viewing experience, while avoiding a cost increase. This ap-

proach advocates a paradigm shift towards capturing a for-

mat agnostic representation of the whole scene from a given

viewpoint, rather than the view selected by a cameraman

based on assumptions about the viewer’s screen size and

interests. This system uses the concept of a layered scene
representation, where several cameras with different spatial

resolutions and fields-of-view can be used to represent the

view of the scene from a given viewpoint. The views from

these cameras provide a base layer panoramic image (ob-

tained in the system by the OmniCam panoramic camera),

with enhancement layers from one or more cameras more

tightly-framed on key areas of interest. The same concept

is used for audio by capturing an ambient sound field to-

gether with a number of directional sound sources. The sys-

tem thus allows end-users to interactively view and navigate

around an ultra-high resolution video panorama showing a

live event. Sports events (e.g., soccer, track & field) are

important target scenarios for this technology. The system

includes components called Scripting Engines which take

the decisions about what is visible and audible at each play-

out device and prepare the audiovisual content streams for

display. Such components are commonly referred to as a

Virtual Director. In order to take reasonable decisions, the

Scripting Engines need knowledge about what is currently

happening in the scene and which camera streams are cap-

turing that action.

The positions and trajectories of persons, e.g. players,

are crucial input for the production process, as they are nat-

urally the focus of the viewers’ attention in sports. Based

on their motion and interactions we get information about

where action is going on. This is especially relevant for

field sports involving a larger number of persons. Informa-

tion about person positions in the image is also important

in order to observe visual grammar for framing shots and

following moving persons. Finally, we also want to enable

users to follow specific persons, which they are interested

in, and which might not currently be in the view of a cam-

era operator focusing on the main action.
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2. Related work
Detection and tracking of persons in field sports is a very

popular test scenario for many tracking approaches due to

the involving challenges like multiple occlusions, motion

blur and uniformly colored jerseys. In [7], tracking of soc-

cer players in a multi-camera environment using color dis-

tributions based appearance model and two motion models

is discussed. In addition to predicting motion of players in

the image plane, a 3D motion model using homographies is

established. The 3D model considers players’ movements

on a common ground plane to handle handover of person

IDs and occlusion in the overlapping image areas.

To overcome occlusion problems camera calibration pa-

rameters are used in [2] to project detection of persons from

different static camera views on a common ground plane.

Using these projections, tracking of basketball players is

performed on the basis of an established occupancy map

and a graph based tracking using player recognition by jer-

sey numbers. The tracking and detection information is then

used for an automatic summary of the game captured by an

omnidirectional multi-camera environment. In [8], 3D co-

ordinates of soccer players are processed to overcome oc-

clusion on the basis of SIFT features. Matching of SIFT

features between multiple views covering the same players

from different viewpoints is used to establish the 3D posi-

tion of each player. Establishing correspondences by fea-

ture matching between consecutive frames is then used for

tracking.

Detection and tracking of athletes under the presence of

motion blur and different body deformations on the basis

of a particle filter is presented in [11]. For person detec-

tion a vote-based confidence map is used. An appearance

model is established for each detected person and optical

flow is used for tracking. In [12] and [5], the trajectories

of field sport players in sports videos captured by moving

broadcast cameras are used to support the analysis of the

athletes’ movement and behavior. In the first approach the

discrimination between soccer players and the playing field

and furthermore, the assignment to the appropriate team is

derived by color histograms of player regions. Tracking of

the players is based on particle filters and to overcome oc-

clusions Haar features are used. In order to track basketball

players an adjustable mean shift algorithm based on color

histograms is used in [5]. The players’ trajectories in the

image plane are projected into a real world model represen-

tation of the playing field using an automatic estimated ho-

mography for further behavior analysis. The homography

estimation between the image view of a non-static camera

and the model representation of the playing field is based

on automatic playing field detection.

In this paper we describe a real-time person detection

and tracking system for panoramic video. The approach

extends the tracking by detection approach we have pro-

posed in [6] by addressing a number of robustness issues

that are especially relevant in sports content (e.g., fast mo-

tion, motion blur, occlusions). The design of the approach

is strongly driven by the requirement to process this high-

resolution data in real-time, thus we propose a number of

performance optimizations. Finally, we provide evaluation

results for the improved algorithm, using a data set with

more detailed annotation than in the previous work.

The rest of this paper is organized as follows. Section 3

summarizes our earlier approach and describes the improve-

ments in detail. In Section 4 we describe the evaluation

scores we are using and report the results of the proposed

algorithm on a soccer data set. Section 5 concludes the pa-

per.

3. Person detection and tracking

We describe a real-time person detection and tracking

system. The approach extends the tracking by detection ap-

proach we have proposed in [6] by addressing a number of

robustness issues that are especially relevant in sports con-

tent (e.g., fast motion, motion blur, occlusions) and opti-

mizes some steps in the process. We first briefly summarize

our earlier work. This method performs person tracking in

a 180◦ panorama at a resolution of 6×FullHD and is sep-

arated into two main components (see Figure 1). The re-

gion tracker is responsible for person detection and tracking

in the individual parts called tiles of the panoramic image.

The multi-tile tracker is subsequently responsible to solve

the handover of assigned person IDs between the different

tiles.

For each tile, the algorithm consists of a person detec-

tion and a person tracking component. A modified version

of the fastHOG [9] person detector is used, implementing

HOG [1] on the GPU using CUDA1. To achieve real-time

performance the scale ratio defining the different sizes of

the sliding window applied to calculate the HOG descriptor

has been increased, and is locally adapted based on prior

knowledge about the scene setup, resulting in a speedup

factor of 4. In order to handle missed detections because

of low gradients (e.g., motion blur) the OpenCV Blob de-

tector2 is used. To connect person detections of subsequent

frames, a KLT tracker implementation based on CUDA [3]

is used. In [6], a further optimization taking advantage

of NVIDIA’s Fermi3 architecture is described, resulting in

real-time tracking capability of up to 10K feature points in

two FullHD streams on a single GPU.

1Compute Unified Device Architecture, http://www.nvidia.
com/object/cuda_home_new.htm

2http://opencv.willowgarage.com/wiki/
VideoSurveillance

3http://www.nvidia.com/content/PDF/fermi_
white_papers/NVIDIA_Fermi_Compute_Architecture_
Whitepaper.pdf
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Figure 1. Overview of the tracking by detection algorithm de-

scribed in [6]

Because of the tile-based processing, the approach can

be parallelized in order to achieve overall real-time perfor-

mance. This can either be done by processing tiles on sep-

arate machines or one a single machine, with a multi-core

CPU and multiple CUDA enabled GPUs.

In the following, we describe the improvements over pre-

vious work. The real-time capability is a key requirement

for live sports broadcasting applications. Therefore, sev-

eral components of the algorithm have been optimized to

decrease runtime. To address the requirements of differ-

ent sports (e.g., degree of dynamics, number of persons in-

volved) we determine two confidence values, a person de-

tection score and a person tracking score. Depending on

the particular scenario the algorithm can be parameterized

either provide all detected persons and trajectories or pro-

vide only stable tracks with high confidence scores (e.g., to

have a virtual camera follow a player). In order to deal with

highly dynamic sports with fast motion, improvements of

the use of the blob detector have been performed. In cases

of fast and sudden motion, especially under non-optimal

lighting conditions, motion blur will occur. The resulting

decrease of gradients poses a problem for both HOG and

KLT, and must be compensated for. To increase the long-

term stability of tracks motion models from previous track-

ing results are established. In order to reconnect tracks split

by occlusion, motion from previous tracking results is pre-

dicted and verification by color features is introduced. Fur-

thermore, prior knowledge is used to enhance the perfor-

mance of the approach. For instance, the known playing

field geometry is used to define the region of interest in

form of image masks. Additionally, our approach takes ad-

vantage of known number of maximum involved athletes,

especially for cases where the assignment of person IDs

is ambiguous due to occlusion. The details of these im-

provements for the detection and tracking components are

detailed in the following sections.

3.1. Person detection

Using a blob detector that complements gradient-based

methods is very important for our approach because of mo-

tion blur caused by rapid movements due to rushing or div-

ing to the ball and rapid turns of players (e.g., in basket-

ball). In the previous implementation, blob appearances in

consecutive frames where verified in order to remove false

detections. Instead, verification is now only based on the

scene scale, resulting in a runtime performance improve-

ment of 25%. The detections from HOG and the person

detector are merged by fusing those with at least 50% spa-

tial overlap. To verify the joint person regions a scene scale

derived from the players’ size is used. Due to the use of a

static panorama camera persons at the same distance to the

camera centre are represented by approximately the same

height (in pixels). The joint results of both detectors pro-

vide the regions of the detected athletes each represented

by a bounding box (see Figure 2).

We introduce a confidence value called person detection

score (pds), determined for a detection in one frame as

pds = αd

(
β
wBB

hBB
+ (1− β)sh

)
+ αp

|P ∩BB|
hBB

, (1)

where β is 1, if the detection is a blob detection, wBB and

hBB are the width and height of the bounding box BB of

the detection, sh is the detection score from the HOG de-

tector, and P is the set of tracked points in the frame (thus

|P ∩ BB| are the number of the points inside the detected

bounding box). α are the respective weights, with αd = 1.2
and αp = 1 in the experiments.

3.2. Person tracking

The main enhancements are improvements of the region

tracking strategy by adding a color histogram comparison

and a person tracking score. The verification of color fea-

tures is used to solve occlusion handling and is also a key

component of the person tracking score. For each detected

person region a color histogram (RGB, 30 bins) is calcu-

lated and updated for each frame in the image sequence and

afterwards compared to the color histogram of the corre-

sponding person tracks from the previous frame.

The person tracking score (pts) is introduced as a mea-

sure for the long-term stability of the tracks. The score is

defined for a recent time window of k frames of the trajec-

tory as

pts =
1

k

k∑
i=1

pts(i), (2)

with k = 10 in the experiments. The pts of one frame is

defined as
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Figure 2. The left image shows the person detections from the HOG (blue Bounding boxes) and the Blob detector (red Bounding boxes)

with the clustered feature points inside. The derived person tracking results are depicted (by Bounding boxes and the corresponding person

IDs) on the right.

pts(i) = αcDB(H
i, Hi−1)+

αs

(
1
w |wi

BB − wi−1
BB |+ 1

h |hi
BB − hi−1

BB |
)
+

αp

(
|P i∩BBi|

hi
BB

− |P i−1∩BBi−1|
hi−1
BB

)
+

αm + 1
|P i|

(∑|P i|
j=1 ||P i

j − P i−1
j ||

)
+

αdpds(i) +
αa

k A(i),
(3)

where the superscript indices denote the frame number, DB

is the Bhattacharyya distance between the two color his-

tograms H , w and h denote the width and height of the tile

(with index BB of the bounding box), P is a set of tracked

points and Pj a point coordinate vector. pds(i) is the per-

son detection score for the respective frame of the track, and

A(i) is the age of the track up to the current frame. α are the

respective weights, set to equal values in our experiments.

The enhanced tracking strategy is described in the fol-

lowing. In the initial process of our approach, each newly

detected feature point is related to the person region with

minimum distance to its center. For each sufficiently large

feature point cluster that is not among the previous tracking

results a new person ID is assigned to the overlapping per-

son region of the track. If a detected region contains feature

points not yet linked to the same person ID or if at least two

detected regions contain feature points with the same per-

son ID, the assignment of the person ID to a person region

is verified by the tracking score (with k = 1). On the basis

of this verification the detected region and the feature points

inside are (re-)linked to the person ID of the track having

the best score. Due to the improved handling of ambiguous

situations by assignment of person IDs to the appropriate

person region the algorithm’s performance is enhanced sig-

nificantly by reducing the number of ID switches.

In order to handle cases where person detection fails in-

side a region already being tracked, propagation of previ-

ously detected person regions is introduced. The region’s

position is updated by the new overall location of the cor-

responding feature points on the basis of a color histogram

comparison. In case of an insufficient number of feature

points, the new position is calculated from the region’s pre-

vious direction of movement and velocity depending on a

verification of the color features and the age of the track.

For occlusion handling the color histogram of each person

region is updated over time while it is not occluded. In ad-

dition to the appearance model a motion model predicting

motion from previous tracking is used.

4. Evaluation

For quantitative evaluation of the person detection and

tracking results a soccer game data set has been used. Dif-

ferent test sequences (about 2,000 frames each) are used for

evaluation. Compared to the evaluation in [6], we manually

annotated ground truth tracks in addition to person bound-

ing boxed in order to evaluate ID switches.

For person detection evaluation, we compared the

bounding boxes of the ground truth data with the bound-

ing boxes of person regions obtained from our approach.

All visible soccer players are annotated in the center tiles

of the sequences. Using a bounding box overlap thresh-

old of 25% we obtain an average recall of 0.89 and average

precision of 0.91 for all test sequences. Table 1 contains

the results for the improved algorithm (a) and the previous

version (b). The increase of the recall by 0.30 compared to

earlier results is a consequent of two main enhancements in-

troduced by the modified approach, namely improvements

of the blob detection and propagation of previously detected
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persons. To overcome missed detections the latter method

uses prediction of motion from previous tracking results es-

pecially in cases where point tracking failed, e.g., due to

motion blur. Both enhancements increase the number of

person detections significantly.

For person tracking evaluation, we manually annotated

ground truth tracks of the center tiles taken from two test se-

quences (see Figure 2). On the basis of different metrics for

evaluation of continuous and stable tracks [4] we compared

the ground truth tracks T = (T1, . . . , Tn) with the tracks

provided by the proposed algorithm T̃ = (T̃1, . . . , T̃m).

For comparison of tracks the spatial and temporal over-

lap are taken into account. The measure for spatial over-

lap is defined by the person region representing Ti and the

corresponding region of T̃j for one frame. The overlap is

defined by the intersection divided by the union of both re-

gions. The temporal overlap measure between Ti and T̃j is

defined by the number of frames spatially overlapping be-

tween the two tracks, normalized by the number of frames

in which at least one of them is visible. Using a spatial

overlap threshold of 20%, the temporal coverage over anno-

tated tracks is 0.92. The result is a consequence of the en-

hanced person detection under the presence of motion blur

in combination with the propagation of the previously de-

tected person regions. Consequently, the coverage approx-

imately matches with the above mentioned precision and

recall for person detection (with a spatial overlap threshold

of 25%). To determine a correctly detected track [4] or true

positive we use a threshold of 60% for the temporal overlap

in addition to a spatial overlap threshold of 20%. As a result

we obtain an average recall of 0.71 (each result track can be

assigned to only one ground truth track). By omitting the

temporal overlap threshold of 60% the average Track Com-

pleteness (TC) [4] can be estimated. For each Ti the T̃j

with the maximum common overlap (temporal with a spa-

tial overlap of at least 20%) is assigned. Processing the two

test sequences we obtain an average TC of 0.73.

The ground truth contains 41 tracks with an average

length of 353 frames, and the average overlap with detected

tracks is 324 frames. An ID Change (IDC) [4] occurs if an

algorithm track is assigned to more than one ground truth

track. Furthermore, if two algorithm tracks change their

corresponding ground truth tracks (e.g. due to failed occlu-

sion handling) we are speaking of an ID swap (= 2 IDC).

Assuming that each IDC is caused by one ID swap we esti-

mated an ID change rate of approximately one ID swap per

minute (1 every 1,500 frames) for the used test sequences.

Thus, we obtain an average precision of 0.67 by handling

all IDC as false positives. IDCs are mainly caused by sit-

uations where more than two persons overlap each other at

the same time, usually under presence of fast motion (e.g., a

group of players rushing to the ball). If a continuous ground

truth track is covered by a set of different algorithm tracks,

the set is not considered for calculation of the recall if each

T̃j is assigned to one Ti only. This fragmentation of algo-

rithm tracks is a consequence of the difficult discrimination

between the upper bodies of the players at the far end of the

soccer field because of the moving crowd and the moving

advertising board behind. We can solve the disconnection

by further trajectory analysis, e.g., on the basis of to the

known number of maximum involved players.

By excluding different building blocks in the evaluation

process, their respective influence has been analyzed (see

Table 1 (c)-(e)). For instance, by omitting color verification

the tracking recall decreases drastically (c). The track con-

tinuity is reduced due to the lack of support for occlusion

handling, track propagation and assignment of person IDs.

The latter influences the decrease of the tracking precision

and thus increases number of ID changes as well. The in-

fluence of the blob detector is shown by the reduction of

track coverage (d). Due to the higher number of missed

detections the track length and thus the tracking recall are

reduced. The results in the last column (e) underline the

importance of the propagation of previous tracks in case of

missed detection or due to occlusion.

In order to assess the influence of the scores proposed

above we used a tracking score (with k = 10) threshold

of 75% for evaluation. This increases average person de-

tection precision significantly to 0.98 and decreases the ID

changes along the tracks by 0.15, due to the selection of

stable person detections and tracks. However, as a conse-

quence of discarding tracks with low confidence value the

average person detection recall decreases by 0.19 and the

tracking recall by 0.10. Due to improvements of the use

of the blob detector and the feature point tracker (using ap-

proximately 1,500 points has been found to be sufficient)

each of these components has been sped up by about 25%.

The total runtime for each image tile is about 85ms, consist-

ing of 70ms for the improved fast HOG, about 10ms for the

feature point tracker, 35ms for the blob detector. Analyzing

a FullHD image sequence the runtime of these three compo-

nents running in parallel is constant for different scenarios.

The runtime for combining the results varies with the num-

ber of involved players. In our experiments we evaluated a

maximum runtime of 15ms for tracking 17 athletes in one

image tile, considered as close to the upper limit of involved

players regarding a field sports scenario. Analyzing every

second frame in the image sequence of a high resolution

real-time broadcast camera is sufficient to provide reliable

tracking in most scenarios. Therefore, the algorithm perfor-

mance is suitable to support real-time broadcast systems.

5. Conclusion
We have proposed extensions and improvements to a per-

son detection and tracking approach, adapting it better to the

requirements of sports broadcasts. The proposed approach
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Figure 3. Annotated ground truth tracks and tracks detected by the proposed approach (represented by the dashed bounding boxes).

Measure (a) (b) (c) (d) (e)

Recall (detection) 0.89 0.59 - - -

Precision (detection) 0.91 0.96 - - -

Recall (tracking) 0.71 - 0.41 0.51 0.10

Precision (tracking) 0.67 - 0.55 0.62 0.24

Track Completeness 0.73 - - - -

Track coverage 0.92 - 0.84 0.78 0.70

IDC per min. 2.0 - 3.7 2.8 15.0

Table 1. Person detection and tracking evaluation (a) , and compar-

ison with the results: from [6] (b), excluding color verification (c),

excluding blob detection (d), excluding propagation of previous

tracks (e) where applicable.

is able to perform real-time detection and tracking of per-

sons in ultra-HD resolution panoramic video. We discussed

improvements for cases in which gradients are temporally

low (e.g., due to motion blur) and for handling occlusion

issues. The approach provides sufficiently reliable results

as input to a subsequent virtual director component, which

selects streams for delivery to different target platforms.
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