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Abstract—JPEG2000 encoder is well designed, it makes full
use of the redundant information among the images. Many of us
may have the experience that when compress variety of images
of different types using it, the peak signal-to-noise ratio (PSNR)
values vary widely from image to image. This large variation
in PSNR can only be attributed to the nature and inherent
characteristics of the image, since everything else is fixed. In
this paper, we analyze the statistics and features using a large set
of images, which generally provide a good representation of the
global nature of the image. It can show that most of the gray-level
statistics we have measured are not related at all with the PSNR
using JPEG2000 except for image activity measure(IAM).

I. INTRODUCTION

There are four types of redundant information in images.
One is redundance between pixel and pixel. For a gray-level
image, the pixel intensity is the basic unit of the image. Many
proposed encoders take advantage of this type of redundance
among pixels. If one pixel can be estimated from the other
pixels under a predetermined error, we can get an effective
compression. The more this type of redundant information
exists in one image, the easier one pixel can be predicted, the
better peak signal-to noise ratio (PSNR) we get when using
one fixed encoder. Another redundant information refers to
image structure. As we all known, encoders based on fractal
can obtain a surprising high compression ratio (CR). What’s
more, the compression is nearly lossless. The third type is
coding redundance. When stored or transfered, the compressed
data should be formed in a particular format for a higher CR.
This step is always lossless, and the CR differs from 1 to
2. The fourth type is psychological visual redundancy. The
compression of this redundant information is mainly based on
human vision system (HVS).

JPEG2000 encoder is well designed. It makes full use of the
first and the third types of redundant information in images.
Many of us may have the experience that when we compress
variety of images of different types using JPEG2000 encoder,
the PSNR values vary widely from image to image. In paper
[1] and [2] show that when compressing a variety of images
using the popular CDF-9/7 wavelet filter, for a compression
ratio say 16:1, they get widely varying PSNR values ranging
from as low as 25 dB for the baboon image to as high as
56dB for the ball image. It has been observed that this large
variation in PSNR is as much as 30dB when a fixed encoder
based on wavelet filter is used. It is also a common sense
that natural images will obtain higher value in PSNR than
synthetic images. One possible reason is that natural images

are continuous tone while synthetic images are discrete tone.
Such images generally have some numerical structures that are
well represented by smooth basis functions.

Following paper [2]’s method, we have used a large set
of gray-level image statistics and features, and have analyzed
these images. These include the first, second, and higher
order statistics, viz. mean, median, range, standard deviation,
coefficient of variation, energy, entropy, skewness, kurtosis,
and image activity measure (IAM). These statistics generally
provide a good representation of the global nature to the image.
The coding performance measure which we use is the standard
PSNR measured in dB. The statistical data shows that there is
a strong relationship between the feature IAM and PSNR.

PSNR = 10 lg
2552 × X × Y

X∑
i=1

Y∑
j=1

(I(i, j) − Î(i, j))2
(1)

where X and Y indicate the width and height of the image, Î
describes the decompressed image.

II. ANALYSIS

A. Histogram

The image histogram can provide many clues as to the
character of the image. For example, a narrowly distributed
histogram indicates a low-contrast image. It is likely that
the image is natural when there’s a smooth envelope line in
histogram. Some features of histogram are used here to see if
these features are PSNR related. We assume that I(i) is the
image intensity value of pixel i, N is the total number of pixels
in the image.

1) Range: The Range of histogram can indicate the image
content. An image of natural landscape always has a wide
range in histogram, while a narrow range means that the
content is sententious and low-contrast.

R = Max(I(i)) − Min(I(i)) (2)

2) Median: The median of histogram together with range
reflect the whole intensity of images. It is the value of
histogram in middle position.

3) Mean: The mean of image reflects the brightness of
main regions of the image, which is called background.

m =
1
N

∑
i

I(i) (3)
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Under most circumstances, the mean equals to median or
nearly the same. We should take a look at the difference
between them.

D = m − M (4)

4) Variance: The variance is a measure of dispersion.

σ2 =
1

N − 1

∑
i

(I(i) − m)2 (5)

5) Coefficient of Variation: The coefficient of variation is
a measure of relative dispersion.

η =
σ

m
(6)

6) Skewness: Skewness refers to whether the histogram is
symmetrical with respect to its dispersion from the mean or
not. If one side of the mean has extreme scores while the other
does not, the histogram is called skewed. If the dispersion of
scores on either side of the mean is roughly symmetrical, the
distribution is said to be not skewed.

s =
1
N

∑
i

(
I(i) − m

σ
)3 (7)

7) Kurtosis: Kurtosis refers to the weight of the tails of a
histogram. Histograms which a large proportion of the intensity
value are towards the extremes are said to be platykurtic. On
the other hand, if the intensities are bunched up near the mean,
the histograms are called leptokurtic. A normally distributed
histogram is mesokurtic, and the kurtosis is zero.

κ =
1
N

∑
i

(
I(i) − m

σ
)4 − 3 (8)

Two histograms, may have a same variance, approximately
a same skewness, but differ markedly in kurtosis.

B. Image Energy

Usually, a bright image will have more energy than a dark
image.

E =
1
N

∑
i

I(i)2 (9)

C. Image Entropy

We use three different entropy measures. During our ex-
periment, we find that paper [2] has some mistakes on these
equations. So we examine several possible definition, and fi-
nally get the form what they used. In order to avoid ambiguity,
the base of logarithm is marked.

As the binary probability space is the simplest probability
space, we can take the entropy of that space under equiproba-
bly circumstances as a unit of entropy. The unit is called bit,
the base of logarithm should take 2. In some binary digital
system, such as digital computers and digital communication
systems, when it is used in analysis and design, bit is suitable.
In addition, it is introduced that the e can also be used as
the base of logarithm, while the units is nat. And sometimes
10 is used here when the unit is Hartley. In some theoretical
derivation of information theory, it is more convenient to use
e as the base of logarithm.

• Normal entropy

En =
1
N

∑
i

I(i) log2 I(i) (10)

which in paper [2] is

En = I(i) log I(i)

• Shannon entropy

Es = − 1
N

∑
i

I(i)2 loge(I(i)2) (11)

which in paper [2] is

Es = − 1
N

∑
i

I(i)2 log(I(i)2)

• Log Energy entropy

Ele =
1
N

∑
i

loge(I(i)2) (12)

which in paper [2] is

Ele = − 1
N

∑
i

log(I(i)2)

D. Image Activity Measure

We notice that in paper [2], IAM is defined as follows:

IAM =
1

X × Y




X−1∑
i=1

Y∑
j=1

|I(i, j) − I(i + 1, j)|

−
X∑

i=1

Y −1∑
j=1

|I(i, j) − I(i, j + 1)|

 (13)

TABLE I
COMPARISON BETWEEN (13) AND (14)

Images Eq. (13) IAM in Table 1 of [2] Eq. (14)
lena −1.1114 11.3 9.8526

peppers −0.259 12.8 12.709
airplane 0.21056 11.2 10.671
baboon 1.0529 34.4 21.413
camera −0.60558 17.2 8.8134
bridge 0.58543 28.3 24.715

In our experiment done exactly under paper [2]’s instruc-
tions, we find that we couldn’t come to their conclusion. When
changing to this definition, we get the approximately equal
result. Refer to table I. And we think that it may be the author’s
clerical error.

IAM =
1

X × Y




X−1∑
i=1

Y∑
j=1

|I(i, j) − I(i + 1, j)|

+
X∑

i=1

Y −1∑
j=1

|I(i, j) − I(i, j + 1)|

 (14)



III. EXPERIMENT

To find out the relationship between PSNR and features
proposed above, we pick up 100 images to perform an experi-
ment. Sixteen of them are from [4]. These images are usually
used to test whether an algorithm about image processing is
excellent or poor. Thirty of them are kinds of types gathered
from internet. The rest of them are cut from remote sensing
images. All the images are ”bmp” formatted, 512 × 512 size,
gray-level.

The experimental environment is built like this:

• SUN server: SPARC IIIi × 2, 8GB memory
• OS: Solaris 10
• Java environment: JRE 6.0 update 3
• Encoder: JJ2000 v4.1 [5]

JJ2000 is an implementation of the JPEG2000 standard in
JavaTM. Version 4.1 is the last release of the JJ2000 project,
which officially is terminated in September 2001. In the
following encoding and decoding operations, all the parameters
are used as default. The code rate of original images and
decompressed images are 8bpp. The code rate of compressed
images are 0.5bpp. So we get a CR of 16:1.

All the data about statistics and features and the PSNR value
is listed in table III. Then these data is plotted (Fig. 3) to see
if there is a connection between any of these statistics and the
PSNR value.

As we can see from these scatter plots, none of the
gray-level statistics we have measured viz. range, median,
mean, difference, standard deviation, coefficient of variance,
skewness, kurtosis, energy, normal entropy, shannon entropy,
log energy entropy seem to relate at all with the JPEG2000
coding performance. In other words, none of these statistics
does explain the reason for the wide variation in PSNR for
different images using the same JPEG2000 encoder.

Finally, the PSNR values have been plotted against the
image activity measures as shown in Fig. 1. As we can see
there is a clear relationship between the IAM and the PSNR
values. Images with low IAM gains a much higher PSNR than
images with high IAM. Paper [2] get a conclusion that this
relationship is logarithmic, which can be expressed as follows:

y = α ln(x) + β (15)

where

α = −9.7314 β = 58.879

That was calculated with R-squared values, which reflects the
proportion of variation explained by the regression curve, of
0.9694. It is obvious that we can not use paper [2]’s result.
We try to fit the data with Eq. (15). Fig. 1 shows the fitting
curve. Curve ends are too divergent, which obviously leave the
distribution of data points.

Then, we find that the relationship between IAM and PSNR
is exponential, not logarithmic. Fig. 2 is generated with the
following equation:

y = a · xb + c (16)

TABLE II
EXPERIMENTAL CONDITIONS AND RESULTS ANALYSIS OF CURVE FITTING

IN MATLAB 7. 0

Item Fig. 1 Fig. 2
Method Nonlinear Least Squares
Robust On

Algorithm Trust-Region
DiffMinChange 1.0E − 8
DiffMaxChange 0.1
MaxFunEvals 1000

MaxIter 400
TolFun 1.0E − 6
TolX 1.0E − 6

Confidence Bounds 99.9%
SSE 140 49.7

R-square 0.9479 0.9815
Adjusted R-Square 0.9474 0.9811

RMSE 1.195 0.7158
DFE 98.0 97.0
Coeff 2.0 3.0
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Fig. 1. Curve fitting: IAM—PSNR, logarithmic

10 20 30 40 50 60

30

35

40

45

50

55

60 p vs. IAM
fit 1
Pred bnds (fit 1)

Fig. 2. Curve fitting: IAM—PSNR, exponential
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Fig. 3. Scatter plots between statistics and PSNR values

where

a = 73.67 b = −0.6636 c = 23.99

And the experimental conditions and results analysis of curve
fitting in Matlab are listed in table II.

IV. CONCLUSION

In this paper, we have discussed which one of various
statistics and features impacts the performance of JPEG2000
encoder prominently. Through analyzing a large variety of
test images, it’s obviously that there is some fault in paper

[2]. We have corrected the IAM formula and got a more
compellent result. The relationship between IAM and PSNR
is exponential, not logarithmic. And it is IAM which impact
the performance of JPEG2000 encoder deeply.

With the conclusions of this paper, for different images
with different IAMs, when the JPEG2000 image compression
algorithm and other improved algorithm have different effects,
we can have a more objective evaluation on the proposed
algorithm. In our next paper, we will propose a new method
by which an image with high IAM can also be compressed
well to achieve a high PSNR.
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69 255 159 188 29 38.687 0.20578 -0.23896 -0.77057 36960 1429.1 -3.9162e+005 10.43 5.3463 50.58
70 242 154 185 31 28.543 0.15429 -0.81917 0.57505 35092 1397.9 -3.688e+005 10.415 21.413 34.326
71 255 159 210 51 50.796 0.24189 -1.4104 1.0619 46760 1632.2 -5.0716e+005 10.61 12.379 38.749
72 255 159 147 -12 57.47 0.39095 0.22092 -0.77366 25087 1080.3 -2.6047e+005 9.8128 19.649 34.452
73 252 158 110 -48 46.291 0.42083 0.71707 -0.10552 14347 763.5 -1.4169e+005 9.2279 7.0455 44.016
74 255 159 172 13 25.536 0.14846 -2.2174 6.7783 30532 1288.2 -3.1641e+005 10.273 8.0787 41.707
75 255 159 144 -15 40.451 0.28091 -0.089497 1.0618 22568 1047.5 -2.2929e+005 9.8053 4.8205 48.946
76 205 166 195 29 35.862 0.18391 -0.84344 0.40408 39602 1495.3 -4.2164e+005 10.513 9.7467 39.938
77 227 161 177 16 61.248 0.34604 -0.81126 -0.49876 35425 1348.4 -3.7739e+005 10.186 12.569 37.584
78 242 161 168 7 49.912 0.2971 -0.39473 -0.55626 30726 1253.9 -3.2207e+005 10.137 20.95 34.389
79 120 230 245 15 27.801 0.11347 -3.0637 8.605 60998 1950.9 -6.7345e+005 10.988 25.47 34.711
80 255 161 229 68 41.04 0.17921 -3.8325 15.752 54251 1805.8 -5.9369e+005 10.75 34.257 32.769
81 227 162 87 -75 41.924 0.48189 1.4968 1.4817 9339 573.71 -89342 8.7492 6.4373 46.785
82 242 161 142 -19 30.947 0.21794 0.94035 2.6521 21180 1021.8 -2.1296e+005 9.8682 18.78 35.892
83 255 159 153 -6 43.554 0.28467 0.69127 0.26223 25334 1119.9 -2.6077e+005 9.9814 30.966 31.734
84 255 159 162 3 44.895 0.27713 0.41471 -0.1069 28496 1204.5 -2.9632e+005 10.104 31.281 31.547
85 195 167 152 -15 32.562 0.21422 1.3174 1.8787 24405 1113.3 -2.488e+005 10.017 28.548 32.302
86 255 159 141 -18 66.367 0.47069 0.43258 -1.3044 24434 1033.6 -2.5555e+005 9.6719 25.947 33.236
87 255 159 99 -60 54.638 0.5519 1.1179 0.15087 12956 683.09 -1.2906e+005 8.9066 22.436 34.096
88 255 159 117 -42 68.653 0.58678 0.45937 -0.81437 18485 837.47 -1.9055e+005 9.0007 65.915 29.575
89 255 159 172 13 39.67 0.23064 -0.14594 -0.33972 31323 1288.5 -3.2728e+005 10.241 24.715 32.125
90 234 157 177 20 47.426 0.26794 -0.2153 -1.4509 33657 1333.3 -3.5512e+005 10.275 17.426 35.498
91 255 159 174 15 45.68 0.26253 -0.7915 0.71044 32515 1308.9 -3.415e+005 10.215 11.623 38.446
92 255 159 132 -27 52.82 0.40015 -0.075849 -0.78238 20416 952.92 -2.0771e+005 9.5706 30.909 31.399
93 246 155 128 -27 44.981 0.35141 -0.077215 -0.46664 18492 911.08 -1.8545e+005 9.5531 12.233 37.735
94 186 170 158 -12 71.784 0.45433 0.16322 -1.7752 30170 1179.4 -3.2104e+005 9.9039 14.684 36.771
95 238 152 160 8 50.578 0.31611 -1.3192 0.50772 28167 1186.2 -2.9267e+005 9.9771 11.028 40.435
96 188 166 135 -31 32.602 0.2415 0.27358 -0.25465 19295 961.3 -1.9252e+005 9.7508 16.929 34.455
97 255 159 142 -17 45.052 0.31727 0.48376 -0.15821 22404 1031.9 -2.2848e+005 9.8165 33.996 30.909
98 255 159 195 36 68.151 0.34949 -0.61366 -1.224 43030 1511.1 -4.6722e+005 10.392 23.409 33.079
99 174 163 214 51 29.812 0.13931 -1.699 2.579 47016 1667.1 -5.0742e+005 10.715 10.671 40.277
100 254 159 196 37 30.621 0.15623 -1.1624 3.9947 39649 1503.2 -4.2151e+005 10.532 9.0958 44.216


