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Abstract—This paper establishes the model of remote fault 
detect system, using typical fault data of a type of plane’s 
undercarriage braking system to implement the diagnosis. The 
result shows that he Ensemble Method of Remote Fault Diagnosis 
based on PCA and ICA and Multi-layer SOM, integrates the 
advantage of PCA in low noise and ICA in high noise. Multilayer 
SOM can classify the input data rapidly with associative memory 
and parallel processing. The computing results accord with the 
actual situation and indicate that the ensemble PCA-ICA-MSOM 
method has large potential in recognizing remote patterns. 
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I.  INTRODUCTION  
Remote faults are always highly paroxysmal and complex. 

Remote Fault Diagnosis ensemble system is a pattern 
recognition process on machine’s state essentially[1]. The 
Rule-Based Expert System, Artificial Intelligence System, and 
Neural Networks System are most common methods in Remote 
Fault Diagnosis ensemble system. It is effective when the Rule-
Based Expert system deals with shallow knowledge, but 
inefficient on complex systems consisting of deep knowledge. 
Self-Organizing Feature Map (SOM) is based on the basic 
tenets of the brain structure, which means cells that have 
similar functions congregate. SOM simulates these 
characteristics to make output processing unit similar to its 
neighbors after network study. Therefore, SOM could be used 
to establish model of the Remote Fault Diagnosis ensemble 
system. The model is self-learning and its activation process is 
a one-way feed- forward manner, rather than many-times 
feedback manner, so it has fast reasoning speed. This paper 
would take PCA、 ICA、MSOM methods to construct a 
Remote Fault Diagnosis ensemble system. 

(1)To remove noise, the fault data can be processed by 
mean. 

(2)The pattern recognition sub-system is based on PCA-
MSOM, ICA-MSOM.  

(3) The ensemble technique of the subsystem’s pattern 
recognition can improve the correct rate of faults diagnosis 
effectively BASIC PRINCIPLES AND METHODS  

A. Remove Noise by Mean  
Detection data ( )x t  is superposed by valid data ( )z t and 

noise ( )g t . 
( ) ( ) ( )x t z t g t= +                 (1) 

Noise signal is originated by multiple noise sources. Each 
noise source has no decisive effect, so the noise signal observes 
the normal distribution, and can be zero-mean. Using mean-
value method to remove noise data can increase the correct rate 
of diagnosis. If ( ( )) 0E g t = , 
then ( ( ))E x t = ( ( )) ( ( ))E z t E g t+ ( ( ))E z t= .valid data: 

1

1z( ) ( i)
k

i

t x t
k =

= −∑  (2) 

B. Principal Component Analysis  
In multidimensional space problem research, principal 

component analysis,( PCA for short), because the variables 
usually have many dimensions, and variables of different 
dimensions always have relevance between each other, and 
this relevance causes redundant information of the detection 
data. PCA is a typical statistical analyze method to find out 
what are “the major components of data. Using PCA can 
reduce dimensionality when loss data only contain a small 
amount of information[2]. PCA is often used for data 
compression and characteristic extraction. 

1) Eigenvalue and Characteristic vector Method: The 
correlation matrix Tx x of vector group x is a symmetric 
matrix. Find out the characteristic roots of the correlation 
matrix and sort them in descending order: 

1 2 0nλ λ λ≥ ≥ ≥ ≥" ;find out the characteristic vectors 
corresponding to every characteristic root, 1 2, , , ne e e" ,let 

1 2( , , )mw e e e= " . Suppose iy is the thi major component, 
then T

i iy e x= ( 1,2i m= " ). Choose the former m major 
components, the number m is depended by the designated 
contribution rate g (usually, 0.99g ≥ ). Contribution rate g is 
defined as following: 1 1( ) /( )m n

i i j jg λ λ= == ∑ ∑ the matrix 
expression of the major component is: 

Ty w x=  (3) 
2) Neural Network Method [3]: Let matrix 1 2 k( , , , )x x x x= " , 

where, 1 2 k, , ,x x x" are n-dimensional input column vectors, let 



         

matrix 1 2 k( , , , )y y y y= " where, 1 2 k, , ,y y y" are m-dimensional 
output column vectors. In which :  

  1, 2, ,( , , , )T
i i i n ix x x x= "    ( 1,2, , )i k= "  

1, 2, ,( , , , )T
i i i n iy y y y= "   ( 1,2, , )i k= "  

Suppose ,i jw is the weight of the link between input 
neuron i and output neuron j . 

,1 ,2 ,( , , )T
i i i i nw w w w= " , ( 1,2, , )i m= " . 

Weighted matrix 1 2( , , )T
mw w w w= " .The output equation of the 

neural network is:  
y w x= ⋅   (4) 

3) Algorithm for weight learning in neural network: The 
initial value of (1)jw  ( 1,2,j m= " ) is chosen randomly, and  

j
1

( 1) ( ) ( )[ ( ) ( ) ( )]
j

j j s s
s

w k w k y k x k w k y kµ
=

+ = + ⋅ − ⋅∑     (5) 

Continue leaning until | ( 1) ( ) |j jw k w k+ − is less than the 
designated threshold. 

C. Independent Component Analysis  
Independent component analysis (ICA for short) is an 

analyze method based on the signals’ higher-order statistics to 
deal with blind signal separation. After the decomposition of 
ICA, the signal components are mutual independent[4]. ICA 
extracts important part of the data so as to maximally identify 
the entirety[5]. The principal is: based on known observed 
signal v and unknown transformation matrix A , we need to find 
out the unknown source signal s , that is s B M v= ⋅ ⋅ , in the 
formula, m nv A s×= ⋅ , n mx M v×= ⋅ , n ns B x×= ⋅ , ( )s t = 1( ( ),s t

2 k( ), , ( ))s t s t" are k n-dimensional data source signals at time 
t , ( )v t = 1( ( ),v t 2 k( ), , ( ))v t v t" are k m-dimensional observed 
values of the sensor at time t , n m≥ . 

The steps of FastICA: 
(1) Perform the whitening process to the data If vector 

x satisfies the condition 
{ } 0
{ }T

E x
E xx I

=


=
, then we say 

that x satisfies whitening process, we can use PCA method to 
perform the process to vector x . 

(2) Generate vector randomly, where, | (1) | 1w = . 

(3)  
-1 3( 1) C { ( ( ) ) } 3 ( )Tw k E x w k x w k+ = ⋅ −                (6)

 In the formula, 1 ( )TC E x x− = ⋅ is the covariance of vector x . 
(4)To normalize ( 1)w k +    

* ( 1)( 1)
| ( 1) |
w kw k
w k

++ =
+  (7) 

 (5)If | ( 1) ( ) |Tw k w k+ ⋅ is not close enough to 1, Then let 
1k k= + , and return to step(3). Otherwise, output the matrix 

equation: Tws v= ⋅ . 

D. Self-Organizing Feature Map 
Self-organizing feature map (S0M) is also known as 

Kohonen network. It was proposed by a Finnish scholar named 
Teuvo Kohonen in 1981. The network is a self-organizing and 
self-learning network composed by fully connected neuron 
arrays[6]. The idea is: neurons distributed within the space are 

demultiplexed. When a neural network accepts input mode 
from external world, it will divide into different regions of 
reaction. Different regions have different reacting features on 
input mode.  

Multilayer self-organizing feature map (MSOM for short) 
creates the maps between multidimensional point sets to two-
dimensional point sets[7]. Two-dimensional space is also the 
mapping of a special multi-dimensional space that can proceed 
to sets of two-dimensional space points. Several SOM 
networks can be combined hierarchically together as an 
MSOM. After the 2D process, the former SOM layer’s output 
can be the input of next SOM layer. Except for the 1st SOM 
layer, other input layers are all two-dimensional.. 

The learning process of MSOM network: 
(1) Initialize. Assigning a small weight to (0)ijw , which is 

the weight of the link of input neuron and the output neuron. 
Assign the neighborhood function (0)jS . 

(2) Provide new input vector x ; 
(3) Calculate the distance jd  between input sample and 

every output neuron j . 
2

1
( ( ) ( ) )

N

j j i ij
i

d X W x t w t
=

= − = −∑  (8) 

Find out the neuron k , thus for every j , the formula 
min( )k jj

d d= be satisfied. 
(4) Provide the neighborhood function ( )kS t which 

decreases as time increases. 
(5) Adjust weight, suppose, 

( 1) ( ) ( )[ ( ) ( )]ij ij i ijw t w t t x t w tη+ = + −  (9) 

Out of which, 1( )t
t

η =  or ( ) 0.2(1 )
10000

ttη = −  

 (6) Calculate the output kO ： 
(min || ||)k jj

O f x w= −  (10) 

In the formula, f  function is 0-1 function or other nonlinear 
functions; 

(7) If kO reaches the total training sum, output kO . 
Otherwise, return to step(2). 

(8) If kO  is not output by the last layer of SOM, to 
2D kO ,and let kO  be the input of next SOM layer, return to step 
(1), go to the next SOM layer. 

To 2D: If the SOM output layer outputs kO , and the output 
layer is an m n× neuron array, to 2D the array to ( , )i j . 

i m j k× + =          0 ,0i m j n≤ < < ≤  (11) 

II. USING MSOM NEURAL NETWORK TO IMPLEMENT THE 

REMOTE DIAGNOSIS OF THE PLANE’S UNDERCARRIAGE BRAKE 
SYSTEM  

A. Ensemble remote diagnosis system based on MSOM 
neural system  
The main idea of ensemble learning[8] is using multiple 

methods to solve the same question, keeping the advantage of 
each method and eliminating the disadvantage to get a better 
result. Each method may pre_treat the data in order to get a 
better result in pattern recognition. For example, ICA is 
combined with neural network and eural network which uses 



         

PCA method is able to filtrate the noise signal in the 
data[9][10][11]. 

After experiments, we find that there are some features of 
using methods of PCA-MSOM and ICA-MSOM: in the 
condition of low noise, the MSOM processed by PCA has a 
higher accuracy than that processed by ICA; in the condition of 
high noise, the MSOM processed by ICA has a higher accuracy 
than that processed by PCA. Shown in the Figure.3. 

Combine the ICA component extraction technology with 
the method of MSOM pattern recognition to construct a remote 
fault diagnosis system model. As shown in Figure 1. 

 
Figure 1.  Structure model of Remote Fault Diagnosis system. 

The model contains several main parts: 
(1) Hardware. Including sensors, multi-channel equipment, 

transmitters, receivers and by-passing equipment. 
(2) Data pretreatment. Including reduce the noise of the 

detection data; use eigenvalue and eigenvector for PCA 
principal component analysis; use FastICA method for ICA 
independent component analysis. 

(3) Neural Network Self-Organizing Map. For the data 
analyzed by PCA,ICA ,construct an MSOM to self-organizing 
map learning . 

(4) Integration of information . Integrate the pattern 
recognized by MSOM to get the final diagnosis resultIn the 
learning process, the major component and the independent 
component obtained via PCA and ICA methods are not unique, 
neither is the feature map pattern after MSOM feature mapping 
process. Therefore he neural network can not recognize the 
result directly after training. After training the neural network, 
simulate the typical faulty data to PCA-MSOM,ICA-MSOM 
subsystem to get mapping relation y . 

( ): i
k jy I O→ , kI  Is the  k th kind of typical faulty inputs 

( )i
jO ( 1 ,2 ; 1 , 2 , , )i j k= = "  are k kinds of outputs in the two 

subsystems respectively, This is a one-to-one subsystems 
eversible mapping, its inverse mapping recorded as 1y− . 

Suppose ( )iω ( )f σ= and ( )iω ≥ 0, ( 1,2)i = and 
(1) (2) 1ω ω+ = ,they are the weights of the PCA-MSOM sub-

classifier and ICA-MSOM sub-classifier, σ is noise variance. 
The output of the ensemble classify system mO  is defined as:  

1 (1) 1 (2 )sgn( (1) ( ) (2) ( ))m j jO y O y Oω ω− −= +i i  (12) 
( , 1, 2 , 3, , )m j k= "  

B. Experiment  
Use this system to train and test typical fault samples of a 

type of plane’s undercarriage braking system.(Table 1). 

 

TABLE I.  REPRESENTATIVE MODEL OF BRAKE FAULT  

 x1 x2 x3 x4 x5 x6 x7 x8 x9 
y1 0.0 0.0 0.3 0.2 0.3 0.5 0.0 0.3 0.5 
y2 0.7 0.5 0.0 0.3 0.1 0.7 0.8 0.1 0.2 
y3 0.2 0.4 0.3 0.1 0.1 0.1 0.4 0.1 0.1 
y4 0.2 0.2 0.4 0.2 0.2 0.2 0.2 0.2 0.2 
y5 0.0 0.3 0.5 0.2 0.2 0.4 0.2 0.2 0.2 
y6 0.3 0.1 0.2 0.1 0.0 0.3 0.5 0.1 0.3 
y7 0.1 0.1 0.0 0.2 0.3 0.1 0.2 0.3 0.1 
y8 0.2 0.2 0.2 0.0 0.2 0.6 0.2 0.1 0.3 
y9 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.2 
y10 0.0 0.1 0.3 0.0 0.0 0.3 0.1 0.0 0.3 
y11 0.0 0.1 0.3 0.2 0.1 0.3 0.1 0.0 0.3 
y12 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.2 0.2 

x is sign set (1,2, ,9)" , y  is fault set ( 1,2,3, ,12)j = "   

Adding noise signals with square obviation values as 0.01, 
0.05, 0.1, 0.2, 0.4, into 12 types of typical faulty data. Every 
group of signal is a 9*1200 matrix and every fault has 100 
testing data. The parameter of noise reduction 

k = 10; PCA contribution rate 0.99g = ; in MSOM each 
SOM layer learns 500 steps The adaptation function is trains, 
the initialize function is initlay and the training function is 
trainr. Dimension of input layer in first layer of SOM neural 
network is 9 and the input layer is an 8∗8 neuron matrix. 
Dimension of input layer in second and third layers in  SOM 
neural network is 2, and the output layer is a 6 6× neuron 
matrix. Let (1) 1ω = 0.15σ ≤ , (1) 0ω = 0.15σ > . Calculate the 
correct recognition rate of the noise-reduced detection data 
fault pattern, calculate 20 times to get the average of correct 
recognition rate. 

For single layer SOM, only PCA process the 1, 2, 3 layer 
SOM, only ICA process the 1, 2, 3 layer SOM process the 
remote fault Pattern Recognition. Abscissa is the noise 
variance, longitudinal is fault correct recognition rate, 
recognition rate is shown in Figure 2. 

Using integrated system to recognize the remote fault 
pattern, normal single SOM, SOM only process PCA and ICA, 
their comparison on the remote fault pattern recognition rate is 
shown in Figure3,Figure4. 

 
Figure 2.  Comparison of correct classification rates. 
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Figure 3.  Comparison of ensemble and PCA-MSOM. 

 
Figure 4.  Comparison of ensemble and ICA-MSOM correct classification  

rates 

Results show that: 
(1)The correct rate of faults diagnosis is improved as the 

number of SOM layers increase However, the increasing rate 
decreases.  

(2) In the condition of high noise, the correct rate of 
faults diagnosis with only ICA is higher than that with only 
PCA. On the contrast in the condition of low noise, the correct 
rate of faults diagnosis with only PCA is higher than that with 
only ICA. 

(3) The correct rate of faults diagnosis with ICA or PCA is 
higher than that with normal SOM. 

(4) The Ensemble Method of Remote Fault Diagnosis based 
on PCA and ICA and Multi-layer SOM is better than normal 
SOM, PCA-MSOM and ICA-MSOM. 

III. SUMMARY  
This paper proposes a Remote Fault Diagnosis ensemble 

system, which is integrated by two MSOM(Multilayer Self-
Organizing Feature Map) subsystems. In order to remove 
noise, the fault data can be processed by Mean-value then the 
two subsystems process the features extracted by PCA and 
ICA respectively. Finally, the ensemble system combines the 
advantages of the two subsystems. In experiments, the 
proposed methods have been successfully evaluated using 
twelve different datasets. The result shows that he Ensemble 
Method of Remote Fault Diagnosis based on PCA and ICA 
and Multi-layer SOM, integrates the advantage of PCA in low 

noise and ICA in high noise. Multilayer SOM can classify the 
input data rapidly with associative memory and parallel 
processing. 
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