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ABSTRACT

State-of-the-art blind and robust 3D watermarking schemes

already withstand combinations of a wide variety of attacks

(e.g. noise addition, simplification, smoothing, ...) except

cropping. This attack is however very common and should be

dealt with in a copyright protection framework. In this paper,

we propose a technique which enables to extend the robust-

ness of such schemes to cropping. Our algorithm proceeds by

the automatic detection of robust shape feature points which

are then used for the embedding of a watermark in a local

neighborhood. We show that robustness against cropping and

other common attacks is achieved provided that at least one

feature point as well as its corresponding local neighborhood

are retrieved.

Index Terms— 3D watermarking, Shape feature points

1. INTRODUCTION

Robust watermarking has been proposed as part of the solu-

tion to the protection of the intellectual property rights (IPR)

attached to audiovisual contents such as sound, image, video

etc. Focusing on the specific case of copyright protection, ro-

bust watermarking aims at ensuring that the identifier (i.e. the

watermark) of the audiovisual content buyer or licenser will

always be present and detected.

In this context, the requirements of watermarking are mainly

imperceptibility (the identifier should not alter the use of the

content to be protected) and robustness (the watermark should

resist any combination of attacks until the content becomes

too much degradated to be used).

In this paper the audiovisual content we focus on relates to

3D models. A 3D model is usually represented by a 3D mesh

which is composed of two sets : the geometry which is the set

of 3D points and their coordinates and the connectivity which

is the set of edges and polygons connecting the points of the

geometry. The mesh only approximates the perceived smooth

surface which is the content that owners generally want to

protect against illegal distribution. This means that modify-

ing the number of points or polygons of a watermarked mesh

while preserving its perception not prevent from detecting the

watermark.

In the case of blind detection schemes, which directly de-

tect the watermark on the suspect mesh without the availabil-

ity of the original data, the state-of-the-art robustness usually

fails at dealing with combinations of all classes of watermark-

ing attacks (see [1] for an extensive survey). Spectral- [2] and

wavelet-based [3] blind watermarking schemes resist combi-

nations of rigid transforms (rotation, translation and uniform

scaling), smoothing, noise addition and compression. Fea-

ture points extension of the spectral decomposition has led to

robustness to simplification [4] and, finally, histogram-based

spatial watermarking schemes [5, 6] have proved to be able

to withstand all combinations of commonly tested 3D water-

marking attacks except cropping. This weakness is caused by

the construction of these schemes which is based on the his-

togram of euclidian distances from each point of the mesh to

the mesh center of gravity (CoG). Cropping attacks and non-

uniform resampling attacks modify the CoG position and do

not allow the decoder to retrieve the same histogram and, sub-

sequently, the watermark.

The main contribution of this paper is a technique which

enables to extend the robustness of histogram-based water-

marking schemes to the cropping attack. Furthermore, several

improvements of the histogram construction lead to a better

robustness to non-uniform resampling of 3D meshes.

The organisation of this paper is as follows. Section 2

presents the overview of the watermarking scheme we pro-

pose. This scheme is based on the detection of robust feature

points which is described in Section 3. Section 4 is dedicated

to the detection of robust neighborhoods and Section 5 to our

modified local histogram-based watermark embedding. Re-

sults are then illustrated and commented in Section 6.

2. WATERMARKING SCHEME OVERVIEW

The blind and robust watermarking scheme proposed in this

paper is composed of three different steps:

1. feature points detection
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2. local and robust neighborhood detection

3. histogram-based embedding of each feature point neigh-

borhood

The main idea of our scheme is to exploit and improve the

very good robustness properties of histogram-based water-

marking schemes while extending them to robustness against

cropping. As previously mentioned, the weakness of these

schemes is related to modifications of the CoG position. We

overcome this problem by restricting the histogram construc-

tion to some local parts (a.k.a. patches or charts) of the mesh

which are each watermarked. These patches are given by the

robust neighborhood of robust feature points and usually do

not cover the entire mesh. If a cropping occurs, it will change

the global mesh CoG and cut some feature points and their

neighborhoods but it will not affect the CoG position and wa-

termark of each robust neighborhood that has been preserved

by the attack.

3. ROBUST FEATURE POINTS

Several papers (e.g. [7]) have explored the protrusion func-

tion to develop perceptual segmentation algorithms. The pro-

trusion of a point is an estimation of how much it is ”geodesi-

cally” distant to the set of all other points of the shape. Large

protrusion values indicate the point is an extremity of the

shape (a.k.a. prongs), low values indicate the point belongs

to the core of the shape (see Fig. 1). This protrusion function

Fig. 1. On the left, the protrusion function of the Hammer-
head model, low protrusion values (the core) are represented

in red and high values in blue. On the right, the protrusion

function and prongs of the Dinosaur model.

is usually defined on a 3D mesh representation M of a surface

S as follows:

μ(v) =
1

area(M)

∑

pi∈M

g(v, pi)2area(pi), (1)

with

area(M) =
∑

pi∈M

area(pi), (2)

where g(v, pi) is the geodesic distance between points v and

pi; area(pi) is the area of the neighborhood of point pi and

area(M) is the sum of the area contributions of each point

of the mesh M . The weighting areas can be chosen in many

different ways with similar results but most approaches are

based on the area of the 1-ring neighborhood (the set of points

which are connected to a given point by one edge).

The geodesic distance between points pi and pj on a sur-

face mesh M is given by the length of the shortest path on M
linking these points. In practice, we compute its approxima-

tion by the fast marching algorithm [8].

Since it is an integrative function, the protrusion is robust to

noise addition, smoothing and resampling. Its local maxima

are also robust to cropping if the cropping plane does not cut

their 1-ring neighborhood. However, in our work, we restrict

the definition of a prong as a point p ∈ M satisfying the fol-

lowing conditions:

1. p belongs to the convex hull of M

2. ∀q ∈ Nk(p), μ(p) > μ(q)

3. p is not on the border of M

where Nk(p) is the set of k geodesically nearest neighbors

of p. We impose the prongs to belong to the convex hull of

the surface in order to avoid the detection of local maximas

in the core region of the mesh. We thus select geodesic extre-

mities of the shape which are also euclidian extremities of the

shape. Moreover, we reject shape boundaries. Indeed, all the

points of a border are geodesically far from the other points

of the shape and should then be considered as prongs. As

we want to resist cropping attacks, it is important to avoid

the borders these attacks create. This definition loses some

intuitive prongs that do not belong to the convex hull or the

borders but enables to filter undesirable local maxima.

4. ROBUST LOCAL NEIGHBORHOODS

Now that the prongs have been detected, we must define their

neighborhood. These neighborhoods are patches that do not

have to entirely cover the shape. Since these patches are hosts

of the watermarking technique we have selected, their shape

must satisfy some conditions:

1. the patch is a geodesic circle centered on the prong,

2. the geodesic radius of the patch cannot be superior to

Rg: the half of the geodesic distance value to the near-

est prong,

3. the line intersecting each point of the patch to its CoG

cannot intersect with other points of the patch (a.k.a.

star-shape condition). The minimal geodesic distance

value at which this problem occurs is denoted Rs.

Considering a prong v, let us denote Rmax the geodesic dis-

tance to the most distant point from v. We thus compute for

a given prong v, the values Rg and Rs which are set to Rmax

if they do not exist. This occurs when only one prong is de-

tected or when the shape has always a star shape behavior (i.e.
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Fig. 2. On the left, example of prong neighborhoods for

the Hammerhead model. Patch neighborhoods which are se-

lected for watermarking have a different color corresponding

to their prong. The red region is not watermarked. On the

right, the detected neighborhoods on the two remaining sides

of the model after a cropping attack by a vertical plane.

the shape is convex). The neighborhood is therefore defined

by the surface region covered by the wavefront of radius R
which is given by:

R = min(Rg, Rs) ≤ Rmax. (3)

In case the nearest prong has been lost after a (cropping) at-

tack, Rmax, Rs and Rg can be modified and the robustness

of the patch is not ensured. Therefore, a limitation of our ap-

proach is that we must recover a pair of prongs that are near-

est neighbors. However in practice, if the geometry implies

R = Rs because of condition 3, the presence of the nearest

prong would not be necessary to recover the correct patch. An

example of neighborhoods is given in Fig. 2.

5. PATCH RADIAL WATERMARKING

This Section is dedicated to the third step of our algorithm.

Our watermarking technique is inspired by works of Zafeiriou

et al. [5] and Cho et al. [6] for 3D blind spatial robust water-

marking. These similar schemes are both based on a represen-

tation of the geometry in spherical coordinates with respect to

the shape CoG. Their robustness results are similar and very

good against most watermarking attacks. The disadvantage of

their techniques is that the CoG is not correctly estimated af-

ter cropping and some resampling attacks and the watermark

detection fails. We use the prongs and their corresponding

patches to retrieve at least a prong and its local shape. Then

the CoG of this patch is correctly retrieved as well as the em-

bedded watermark. Moreover, we propose some modifica-

tions of the scheme of Cho et al. to better withstand resam-

pling.

5.1. Robust Center of Gravity Estimation

First of all, we must define the CoG Cg of the shape M . Fol-

lowing [5, 6], this point is simply estimated by the mean of

the geometry. For a regularly sampled mesh M (i.e. points

are uniformly distributed on the shape), this estimation of Cg

is correct. However, if the shape is irregularly sampled, the

estimation of Cg is biased, and its position is shifted towards

(a) (b) (c)

Fig. 3. Improvement of the shape histogram construction.

(a) The Hammerhead model density is not uniform (red to

blue for decreasing values of density), (b) Corresponding his-

togram computed by [6] shows an undesirable peak near ra-

dius bins of high density sampling, (c) Corresponding his-

togram computed by our method.

the part of the shape which has the highest density of points.

We propose to use different weights to estimate the position

of Cg:

Cg =
1

area(M)

∑

pi∈M

area(pi)pi, (4)

where area(pi) is the third of the area of the 1-ring neighbor-

hood of pi and area(M) is given by the sum of the area(pi).
The estimation of Cg is now robust against resampling at-

tacks.

5.2. Shape Histogram

The radius shape histogram (a.k.a. shape histogram) of a star

shape is the histogram of the distance between each point of

the shape and its CoG. The distance between a point p and the

CoG Cg is noted ρ(p) and is simply given by their euclidian

distance. The histogram can be represented by regrouping ρ
values in bins and is characterized by a minimal radius ρmin

and a maximal radius ρmax as illustrated on Fig. 3.

In order to build the histogram, several choices are possi-

ble. Cho et al. propose to simply count the number of points

in a given bin. This however implies a certain sensitivity to

resampling. Here, we propose to add for each point the ratio

between its 1-ring area and the cumulated area of the shape.

Taking the areas into account allows invariance of the his-

togram with respect to local point sampling density variations

and therefore to resampling attacks (see Fig. 3).

5.3. Watermark Embedding

The watermarking embedding consists in modifying the dis-

tribution of points in each of the N + 2 bins of the shape

histogram. For that purpose, each histogram is subdivided in

two sub-intervals that carry a 0 or a 1 information bit. The

mean of the distribution of points in this interval is displaced

or not towards the other sub-interval accordingly to the water-

mark bit to embed. This displacement is simply performed by

moving points along the line which link them to the CoG so

that their new distance corresponds to the correct sub-interval.
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The extremity bins (i.e. those containing ρmin or ρmax) are

not modified for imperceptibility reasons as well as for pre-

venting a modification of the bins construction. Likewise Cho

et al. [6] we embed N = 64 bits.

5.4. Watermark Decoding

The watermark is simply read in the histogram bins by de-

termining whether the bin distribution mean is in the 0 or 1
subinterval. Since the watermark is repeated in each prong

neighborhood, we compute the final retrieved watermark by a

simple majority rule over the watermark bits retrieved in each

neighborhood.

6. ROBUSTNESS EXPERIMENTAL RESULTS

We have tested the robustness of the prong detection under

a wide set of attacks. The robustness of the neighborhoods

under the cropping attacks has not been deeply tested because

of the lack of similarity or error measure between surfacic

patches. A visual confirmation is provided by Fig. 2. This

choice is motivated by the fact that it is more interesting to

directly test the robustness of the watermarking scheme itself.

The results of the prong robustness benchmark are given

in Fig. 4 with the corresponding robustness of the whole wa-

termarking schemes as well. We can see the prongs are more

robust than the umbilical points proposed in a former work

[4]. This can be explained by the fact that these points are de-

tected by the maxima of an integral function while umbilical

points are based on a differential function. These preliminary

results show the robustness of the whole scheme. The indi-

cated values are those from which higher intensities of the

attack lead to a non-null bit error rate. It can be seen that the

scheme resists all classes of watermarking attacks but with

small attack amplitudes.

7. CONCLUSIONS

This paper has presented a way to extend the robustness of

blind and robust watermarking schemes to the difficult crop-

ping attack. At this stage, the watermark robustness is far

from beeing as robust as the prong detection. However, the

watermarking scheme can afford some center of gravity dis-

placements which are due to small prong displacements if the

sampling density is sufficient. Some optimizations should be

developed to improve the watermarking scheme. However,

this blind scheme is very promising as it is the first to with-

stand cropping and resampling attacks (of small amplitude).
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