
A New Approach for Active Stereo Camera Calibration

Hyukseong Kwon, Johnny Park and Avinash C. Kak

Abstract— By active stereo we mean a stereo vision system
that allows for independent panning and tilting for each of
the two cameras. One advantage of active stereo in relation to
regular stereo is the former’s wider effective field of view; if
an object is too close to the camera baseline, the depth to the
object can still be estimated accurately by panning the cameras
appropriately. Another advantage of active stereo is that it can
yield a larger number of depth measurements simultaneously
for each position of the platform on which the camera system
is mounted. Panning and tilting over a large angular range,
while being the main reason for the advantages of active stereo,
also make it more challenging to calibrate such systems. For
a calibration procedure to be effective for active stereo, the
estimated parameters must be valid over the entire range of
the pan and tilt angles. This paper presents a new approach to
the calibration of such vision systems. Our method is based on
the rationale that an active stereo calibration procedure must
explicitly estimate the locations and the orientations of the pan
and tilt rotating axes for the cameras through a closed-form
solution. When these estimates for the axes are combined with
the homogeneous transform relationships that link the various
coordinate frames, we end with a calibration that is valid over
a large variation in the pan and tilt angles.

Index Terms— active stereo camera, camera calibration,
robotic vision.

I. INTRODUCTION

Computer vision has an important role in robotic 3D map
building. Over the years, various researchers have explored
different approaches to combine information from different
cameras for constructing 3D maps of the interior. Some of
the earliest approaches fused images from a single camera
but using different viewpoints corresponding to the adjacent
positions of a mobile platform, and the fusion algorithms
used were based on either binocular stereopsis or on the
concepts of structure from motion. Later, investigators started
mounting stereo camera heads on mobile robots. These
cameras were either fixed in position and orientation with
respect to the robot platform, or, in more advanced systems,
the two cameras were fixed in relation to a pan-and-tilt head.
Now potentially 3D information about the environment could
be obtained from every location of the robot.

Obviously, mounting the cameras on pan-and-tilt heads
allowed for greater freedom in data collection (although,
at least with respect to panning, the effect achieved could
also be replicated by turning the robot itself). Most of these
approaches required the cameras to be carefully calibrated.
There were some structure-from-motion studies that tried to
generate 3D information without camera calibration by direct
matching of the images recorded at the different locations
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of the robot. More recently, interest has focused on map
building tools with stereographic camera heads in which the
two cameras can be panned and tilted independently. Stereo
vision using such camera heads is generally known as active
stereo.

One of the advantages of active stereo includes a wider
effective field of view, the larger field of view made possible
by the independent panning and the tilting of the two cam-
eras. The same reason also yields a larger number of depth
measurements simultaneously for each position of the plat-
form on which the camera system is mounted. Independent
panning and tilting of the cameras individually also makes it
possible to accumulate multiple depth measurements for the
same point in the environment. This then allows the selection
of the best possible depth measurement. In this manner, the
map building process can exhibit greater immunity to noise
and other possible artifacts that may be generated by, say,
poor illumination.

However, there is a cost associated with these advantages
of active stereo: the camera calibration process becomes
more difficult since the output of the calibration procedure
must stay valid over a large angular variation in the pan and
tilt angles. With traditional camera calibration, we believe
that the main reason that the calibration parameters computed
for one fixed position of the cameras cease to be valid for
other positions is the variability introduced by the unknown
locations and the orientations for the pan and tilt axes. As
the cameras are panned and tilted, these axes, especially if
they are non-intersecting, create varying spatial effects that
cannot be captured with a traditional calibration matrix for
a fixed pan and tilt angle.

We have therefore devised a new calibration approach that
directly estimates the pan and tilt axes. When this explicitly
computed information is combined with the estimated homo-
geneous transforms related the different coordinate frames,
we end up with calibration parameters that are valid over a
large variation in pan and tilt angles.

The remainder of this paper is organized as follows: In the
following section, Section II, we present an overview of the
computer vision literature related to active camera calibra-
tion. In Section III, our new active stereo camera calibration
method is proposed. Then we present experimental results for
validating our algorithm in Section IV. Finally, we conclude
in Section V.

II. LITERATURE SURVEY

Researchers have used various simplifying assumptions
to tackle the problem of active stereo camera calibration.
These simplifying assumptions fall in two categories: In
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the first category belong the methods that are based on the
assumption that the center of the camera coordinate frame is
either located on the panning axis, or on the tilting axis, or
the intersection of both axes. The second category includes
the more general methods, that is the methods that do not
place this restriction on the location of the origin of the
camera coordinate from.

We will start with the work of Basu [1] which is one
of the first expositions to show how a single camera could
calibrate itself by seeing stable contours in a scene through
multiple views at different pan and tilt angles. It has provided
mathematical expressions for estimating the focal length and
the camera lens center from the images recorded. These
formulae use the pan and the tilt angles that are provided by
the corresponding encoders attached to the camera head. In a
subsequent report, another contribution from the same group
[2] showed how the intrinsic parameters of a camera, such
as its focal length and the center of the image frame, could
be calculated more robustly if we also considered image data
at different rolling angles of a camera.

In their work dealing with active stereo camera calibration,
Li et al. estimates the fundamental matrix [3]. Since the
system described allows for the camera to be panned inde-
pendently (thus allowing for one vergence angle to another),
the main problem addressed by their work on calibration is
the development of the relationship between a fundamental
matrix and the panning angles of the two cameras. From
the standpoint of how versatile their calibration method is,
central to this work is the assumption that the origin of
the coordinate frame for each camera is located on the
panning axis. These results in a significant simplification
of the calibration procedure because now one can safely
assume that the baseline always stays constant. Based on
that assumption, they suggest their own analytic form of the
fundamental matrix.

A fundamental matrix based framework has also been used
by Brooks et al. to obtain the calibration parameters from
two different recordings of the stereo images, each recording
made at a different location of the camera head [4]. The two
different recording location yield four separate pairings of the
cameras, and thus four separate fundamental matrices. The
resulting calibration parameters lead to a final fundamental
matrix form for relating the coordinates of the corresponding
pixels in the two images of a stereo pair.

In the second category, we have the works of Schluns et
al. [5] and Fellenz et al. [6] that are based on a somewhat
more realistic assumption that the panning axis is parallel to
the y-axis of the camera coordinate frame, but not located
on it. Even though their methods show how we can estimate
the real panning angle and the 2-dimensional location of the
camera coordinate frame with respect to the panning axis,
they do not take into account the possibility of errors caused
by the difference between the simplified 2D-location and the
real 3D-location of the camera coordinate frame with respect
to the panning axis.

As another approach, Davis and Chen have proposed
a method in which a pre-calibrated static camera is used

to calibrate an active camera system [7]. The calibration
procedure proposed by the authors does not require that
the panning and the tilting axes intersect at a point; that
is, the two axes are allowed to be non-coplanar. By taking
advantage of the pre-calibrated static camera network, their
method provides the calibration of pan-tilt cameras using
the camera projection model onto the image plane. Even
though the proposed calibration framework is general, in the
sense that the authors allow for non-intersecting pan and tilt
axes and do not require that these axes pass through center
of the camera coordinate frame, the authors have not fully
explained how to go about solving the equations that the
above minimization problem can be transformed into.

All of the contributions cited so far have dealt with the
case of active stereo consisting of two cameras mounted on
a fixed rig. However, a more interesting case — the case
that is particularly relevant to the work reported here —
consists of mounting a pair of cameras on a stereo head
that is free to execute its own panning and tilting motions.
Hayman et al. has addressed the calibration of such active
stereo systems [8]. When stereo cameras are mounted on
a stereo head with its own pan and tilt motions, it is best
to think of the multiple coordinate frames as constituting a
kinematic chain connecting the world frame to the camera
frame. The proposed method estimates all the rotation angles
associated with each of linkages in the kinematic chain for
each camera. From these angles, they can then calculate
the verging, panning, and the tilting angles. However their
method has a limitation for the exact calibration because it
is implicitly based on the assumption that the panning and
the tilting axes intersect and that this point of intersection
coincides with the center of the coordinate frame. The work
of Shih et al. [9] also addresses the calibration of active
stereo systems in which the camera head is free to execute
its own rotations. Their work goes beyond what was reported
by [8] in the sense that their cameras are allowed to zoom
with motorized focus control. Their camera model includes
the dependencies of such intrinsic parameters as the radial
distortion on the setting of the focus control. Finally, Collins
and Tsin have considered the calibration for an outdoor
active camera system [10]. Although this work does not
deal directly with active stereo, it is nonetheless relevant to
us because the procedure can be extended to the case of
stereo. Their system uses optical flows generated by rotating
and zooming motions to estimate intrinsic parameters. This
work also uses 3D scene landmarks to estimate extrinsic
parameters.

III. ACTIVE STEREO CAMERA CALIBRATION

We first define an “active-stereo coordinate frame.” that
is attached to the center of the baseline that connects the
origins of the two camera coordinate frames for the initial
orientations of the cameras, as shown in Fig. 1. The cameras
are at their initial orientations when their point along the
directions that are used for measuring the pan and the tilt
angles. In other words, at initial orientation, the pan and tilt
angles are considered to be zero. The positive direction of x-
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axis is from the bisecting point O of the baseline to the center
OR of the right rectified camera coordinate frame CRECT

R ,
that of z-axis is the same viewing direction as both the left
and the right rectified camera coordinate frames, and that
of y-axis is determined by the right-handed coordinate rule.
When the cameras’ pan/tilt angles change, the stereo baseline
will also change. However the active stereo coordinate frame
remains fixed according to the initial orientations for the
cameras.
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Fig. 1. An active stereo coordinate frame

As mentioned in the Introduction, a key step in our
approach to active stereo camera calibration is the estimation
of the locations and the orientations of the pan and tilt axes.
Towards that end, we analyze the incremental change in the
relationship (as represented by a homogeneous transform)
between the coordinate frames corresponding to the two
cameras for a certain number of predefined pan/tilt angles of
the cameras. As we will show in this section, the incremental
changes can be translated into a geometrical model for the
pan and tilt axes. The model then yields an estimate for
the locations and the orientations of the pan and tilt axes.
The homogeneous transforms that relate the two camera
coordinate frames are estimated using a conventional cali-
bration algorithm. More specifically, we use the “calibration
toolbox” functions from the MATLAB library [11].

A. Obtaining homogeneous transforms by estimating the
locations and the orientations of rotating axes

We will now describe how we set up the relationship
between the coordinate frames for the two cameras taking
into account the possible non-intersecting panning and tilting
axes for each of the cameras. Our active stereo system has
four different types of motions — left panning, left tilting,
right panning, and right tilting. Let H0 denote the currently
applicable homogeneous transform matrix that relates the
two camera frames. Now let’s introduce one or more of the
four motions we listed. The question then becomes as to
how the homogeneous transform that relates the two camera
frames changes as a function of those motions. Each type
of motion will be represented by its own homogeneous
transform matrix: HLP for left panning, HLT for left tilting,
HRP for right panning, and HRT for right tilting. Let HINT

stand for the homogeneous transform that relates the two
camera frames after some or all of these motions. (See Fig.
2). HINT can be expressed as

Tilting axis

Panning axis

H0

HINT

LTH
LPH

RPH RTH

Tilting axis

Panning axis

Fig. 2. The integrated homogeneous transform HINT .

HINT =
[

RINT TINT

0 1

]
= HRT ·HRP ·H0 ·HLP ·HLT

(1)
The rotation part of the transform that applies after the
motions is given by

RINT = RRT ·RRP ·R0 ·RLP ·RLT (2)

and translation vector by

TINT = RRT · RRP · R0 · RLP · TLT + RRT · RRP · R0 · TLP

+RRT · RRP · T0 + RRT · TRP + TRT

(3)

The goal of the calibration procedure is to find HINT .
The elements of this matrix will be estimated by considering
separately each of the two possible types of rotations for
each camera, for a total of four types of rotations. In what
follows, we will focus on just one type of rotation. It could,
for example, be left-panning rotation.

For the rotation type and the camera selected, the camera
is moved to two different positions that will be denoted C1

and C2, with C0 being the initial position of that camera.
Obviously, C0 corresponds to the transform matrix H0. We
need two rotational positions so that cross-product of the
difference of the same direction vector in the two positions
will yield the desired rotation axis. Each rotation will be
through θ degrees (Fig. 3).

Let the origins of the coordinate frames C0, C1, and C2

be OC0 , OC1 , and OC2 (OC0 , OC1 , and OC2 are represented
in the world 3-space, not in the homogeneous coordinate).
The homogeneous transform that relates C0 to C1, on the
one hand, and C1 and C2, on the other, consists of three
consecutive homogeneous transforms: a translation from the
location of the current camera coordinate frame to the
rotating axis (HT−OROT

), a rotation around the rotating axis
with a desired angle (HRθ

), and a translation to the new
location of the camera coordinate frame (HTOROT

). To do
this, we need to find the orientation of the rotating axis and
the location of the point OROT which we call the center of
the rotating axis in Fig. 3 with respect to the location of the
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Fig. 3. Movement of the camera coordinate frame by rotation
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Fig. 4. Estimation of the orientation of the rotating axis using a cross
product

origin of the camera coordinate frames. If we represent this
homogeneous transform by Hk(θ) where k is LP , RP , LT ,
or RT used in Eq. 1, 2, and 3, we can write

Hk(θ) = HT−OROT
·HRθ

·HTOROT

=
[

I OROT

0 1

]
·
[

Rθ 0
0 1

]
·
[

I −OROT

0 1

]
=
[

Rθ (I −Rθ)OROT

0 1

]
=
[

Rk Tk

0 1

]
(4)

Now, our issue is to obtain Rθ and OROT . Note from Fig.
3 that the origins of the three frames C0, C1, and C2 are on
the same plane that we will denote by Σ. And the rotating
axis is vertical to Σ. Now, we can obtain the unit orientation
uROT of the rotating axis using a cross product because the
normal vector for the plane Σ has the same orientation as
uROT as illustrated in Fig. 4. Thus, uROT can be expressed
as:

uROT =

 ux

uy

uz

 =
(OC2 −OC0)× (OC1 −OC0)

‖(OC2 −OC0)× (OC1 −OC0)‖2

(5)
Now, from the obtained unit vector uROT , the rotation

matrix Rθ in the homogeneous transform Hk(θ) from Eq. 4
is obtained using the axis-angle rotation as in the following
equation (cθ stands for cos θ and sθ stands for sin θ):

Rθ =

[
cθ + bcx ux · acy − uz · sθ ux · acz + uy · sθ

ux · acy + uz · sθ cθ + bsy uy · acz − ux · sθ
ux · acz − uy · sθ uy · acz + ux · sθ cθ + bcz

]
(6)

where aci = ui · (1− cθ), asi = ui · (1− sθ), bci = u2
i ·

(1− cθ), and bsi = u2
i · (1− sθ) where i = x, y, z.

Only information we need more is the location of the
point OROT in order to acquire a translation vector from the

θ

α

α

θ

O

O

O O
C

C

CM 2

1

0

ROT

Fig. 5. Estimation of the position of OROT

camera coordinate to the rotating axis and vice versa. The
point OROT can be calculated from the following derivation.

From Fig. 5, we have several isosceles triangles which are
4OC0OC1OC2 , 4OROT OC0OC1 , 4OROT OC1OC2 , and
4OROT OC0OC2 . From 4OC0OC1OC2 , we can find M as
a middle point of a line segment OC0OC2 and from the right
triangle 4OC0OC1M , we can estimate the angles α and θ,
the estimated angle of θ, using the following equations:

α = cos−1

(∣∣OC0OC1

∣∣∣∣OC1M
∣∣
)

(7)

and

θ = π − 2 · α (8)

The value of θ can be different from the value of θ which
is provided by the encoder because of mechanical errors. For
the rotation matrix with an arbitrary angle φ, we will use the
modified angle considering the ratio of θ over θ, which means
that a rotating angle φ from the encoder will be considered as
(θ/θ) · φ to use in Rφ. Finally, the intersecting point OROT

can be acquired through the following:

OROT = OC1 + (M −OC1) ·
∣∣OROT OC1

∣∣∣∣OC1M
∣∣ (9)

where OROT OC1 =
1
2 OC0OC1

cos α and OC1M = OC0OC1 ·
cos α. Now, we have the complete Hk(θ) from Eq. 4 by
using the obtained Rθ and OROT .

The calibration procedure based on the above calculations
is summarized in Fig. 6. When we calibrate at the initial
positions of the cameras, the initial homogeneous transform
H0 is estimated using the conventional stereo calibration
method as mentioned earlier. The coordinates of the frame
origins OC0 , OC1 and OC2 that are needed for uROT are
also estimated through conventional stereo calibration.

B. Active Stereo Coordinate Frame

As mentioned earlier, though the pan/tilt angles of cameras
are changed, the location and the orientation of the active
stereo coordinate frame is fixed at the center of the baseline
of the initial positions of the both cameras. From the relation
described in the above subsection, we can transform a
coordinate vector for a scene point in any camera coordinate

FrA2.2

3183



START

Rotate selected camera through angle

0Calibrate the selected camera at its initial position to obtain H

Did we take care of all
four types of rotaing axes?

YES

END

NO

Estimate the location/orientation of the rotating axis

Rotate selected camera through angle

Find the origin of the camera coordinate frame

Find the origin of the camera coordinate frame

θ

C2

C1

θ

Fig. 6. Overview of our active stereo calibration procedure
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Baseline at the initial position

H

HR
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Fig. 7. Homogeneous transforms to the active stereo coordinate frame

frame to another coordinate vector for the same scene point
in the active stereo coordinate frame. As shown in Fig. 7,
we have a coordinate vector vC′

R
in the moved right camera

coordinate frame C ′
R, then we can obtain the coordinate

vector vCAS
in the active stereo coordinate frame FAS using

the following equation:[
vCAS

1

]
= HRC ·HR ·

[
vC′

R

1

]
(10)

where HRC is a homogeneous transform from CR to CAS

and HR is a homogeneous transform from C ′
R to CR.

IV. EXPERIMENTAL RESULTS

All experiments presented in this paper were carried out
with two Sony EVI-D100 cameras, each attached to its own
pan-tilt motor control.

We will now show the estimated location and orientation
of each rotating axis in relation to the corresponding camera
coordinate frame. Next, we will show the accuracy of our
calibration method by comparing the 3D locations of the
intersection points on the grid of a calibration pattern with
the results obtained by other stereo calibration methods. By

Location(OROT , unit:mm) Orientation (uROT )

Left Panning (6.2060, 0.9195, -3.9420) (0.1529, -0.9882, 0.0102)
Right Panning (3.0158, 0.3785, 1.1890) (0.0756, -0.9895, 0.1231)

Left Tilting (1.3527, 0.5648, -5.6028) (0.9671, -0.1264, 0.2207)
Right Tilting (-0.3265, -0.5959, -1.5231) (0.9622, 0.1098, -0.2492)

TABLE I
ESTIMATION OF THE LOCATION AND THE ORIENTATION OF EACH

ROTATING AXIS WITH RESPECT TO THE CORRESPONDING CAMERA

COORDINATE FRAME.

“other methods” we mean methods that make assumptions
about the locations and the orientations of the rotating axes.

For obtaining the calibration information for the left
panning axis, we used two different values for θ, 5◦ and 10◦.
In accordance with our earlier explanation, when θ is 5◦, the
camera is panned through 5◦ and 10◦. By the same token,
when θ is 10◦, the camera is panned through 10◦ and 20◦. As
for the right panning axis, we use the same angles, but in the
opposite directions. This was done purely for convenience,
as it allowed us to keep the calibration pattern in the same
place for the two cameras.

For obtaining the calibration information related to the
tilting axis, we again carried out the experiments for two
different values of θ, −5◦ and 5◦. For the first choice, each
camera was rotated through −5◦ and −10◦, and for the
second choice through 5◦ and 10◦. The choice of the two
different values used for θ, −5◦ and 5◦, was dictated by the
fact that the vertical-plane view angle is narrower than the
horizontal-plane view angle for the cameras. The θ angles
chosen allowed us to keep the calibration pattern at the same
place for both values.

The estimated locations and the orientations for all four
rotating axes are presented in TABLE I. So how do we know
that these results are accurate, let alone more accurate than
what would be produced by other calibration procedures for
active stereo? To answer this question, we compared the 3D
coordinates of the world points as produced by the calibration
matrix using the parameters shown in TABLE I vis-a-vis the
3D coordinates for the same world points as obtained by a
direct calibration of the cameras for many different pan and
tilt angles. It is important to bear in mind that storing the
calibration information for a large number of pan and tilt
angles is not a viable option for real-world applications of
an active stereo system. We are using direct calibration here
merely to test our method for active stereo calibration and
to analyze its accuracy.

In order to assess the accuracy of our calibration procedure
and to also compare it with the previously proposed calibra-
tion procedures for active stereo systems, we will use the
following notation for the methods used for the calculation
of the 3D world coordinates:

M0 : a method based on a direct calibration of the
cameras for various pan and tilt angles;

M1 : a method based on the most strict assumption
that the center of the camera coordinate frame, the
panning axis, and the tilting axis all intersect at the
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M1 M2 M3

x 0.5968 1.2053 0.4862
Left Panning y 1.2411 0.8944 0.9053

z 1.3481 0.6312 0.7419
x 6.2828 6.7913 1.6137

Right Panning y 6.6030 6.4352 2.7308
z 1.8943 1.3247 0.7288
x 1.3814 1.3725 0.7042

Left Tilting y 8.1757 7.2187 0.9987
z 0.6273 0.6301 0.2168
x 6.6589 6.6002 3.5025

Right Tilting y 3.4626 1.8439 1.8182
z 1.4575 1.4553 0.6671

TABLE II
COMPARISON OF THE AVERAGES OF ABSOLUTE PERCENTAGE ERRORS

AMONG M1 , M2 , AND M3 (UNIT: %).

same point;
M2 : a method based on the assumption that the pan-

ning axis is parallel to the x-axis of the camera
coordinate frame and the tilting axis is parallel to
the y-axis of the camera coordinate frame, but we
will not assume that the panning and the tilting axes
intersect;

M3 : a method based on the new calibration procedure
proposed by us; the calibration matrix explicitly
takes into account the calibration parameters shown
in TABLE I.

In order to compare errors among M1, M2, and M3, we
estimated the locations of the intersections of the grid of the
calibration pattern in the world coordinate, then calculated
the absolute percentage error eabs for each such point using
the following formula:

eabs =
∣∣∣∣vMi − vM0

vM0

∣∣∣∣× 100 (11)

where vMi is a chosen coordinate for a specific scene point
as measured by the method Mi for Mi (i = 1, 2, 3) and vM0

is the value for the same coordinate as measured by the direct
calibration based method M0. TABLE II shows the averages
of the absolute percentage errors in each coordinate for each
type of rotation. In this experiment, we tested with 24 stereo
pairs of calibration pattern images.

As we can see from TABLE II, our method provides the
best performance among the tested methods for most cases
because our approach estimates the homogeneous transforms
without geometrical assumptions pertaining to the locations
and orientations of the rotation axes of the cameras.

V. CONCLUSIONS AND DISCUSSIONS

In this paper, we have presented a new active stereo camera
calibration method that makes no assumptions regarding the
locations and/or orientations of the panning and tilting axes
of the cameras. The calibration procedure estimates these
axes independently for each of the cameras. By expressing
the overall homogeneous transform (that describes the co-
ordinate frame in which the two cameras are embedded) in
terms of the component transforms attached to the individual

panning and tilting motions, we showed how to obtain a
calibration procedure that explicitly takes into account the
locations and the orientations of the panning and tilting
axes. Although the decomposition itself is not novel, the
new contribution we have made lies in showing how by
rotating each camera through two different angles around
each of the axes, we can separately obtain the locations and
the orientations of the pan and tilt axes for the cameras.
That strategy, as we have shown, results in a more accurate
calibration of the whole system. The active camera stereo
calibration procedures in the past have made assumptions
regarding the locations and the orientations of the panning
and tilting axes. We believe that those assumptions reduce
the accuracy of those procedures. The superior experimental
accuracy we have demonstrated with our new procedure bear
this out. Also, the closed form solution proposed in this paper
allows our calibration method to be computationally much
more efficient compared to other methods based on iterative
optimization procedures.
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