
 
 

 

  

Abstract—Object tracking is a challenging problem in a 
number of computer vision applications. A number of 
approaches have been proposed and implemented to track 
moving objects in image sequences. The particle filter, which 
recursively constructs the posterior probability distributions of 
the state space, is the most popular approach. In the particle 
filter, many kinds of features are used for tracking a moving 
object in cluttered environments. The specific feature for 
tracking is selected according to the type of moving object and 
condition of the tracking environment. Improved tracking 
performance is obtained by using multiple features concurrently. 
This paper proposes the particle filter algorithm, using multiple 
features, such as IFD (Inter-Frame Difference) and gray level, to 
track a moving object. The IFD is used to detect an object and 
the gray level is used to distinguish the target object from other 
objects. This paper designs the circuit of the proposed algorithm 
using VHDL (VHSIC Hardware Description Language) in an 
FPGA (Field Programmable Gate Array) for tracking without 
considerable computational cost, since the particle filter requests 
many computing powers to track objects in real-time. All 
functions of the proposed tracking system are implemented in an 
FPGA. A tracking system with this FPGA is implemented and 
the corresponding performance is measured. 

I. INTRODUCTION 
HE challenge of tracking moving objects in cluttered 
environments has been an active research area in the 

computer vision community in recent years. A number of 
computer vision applications, such as intelligent robots [1], 
monitoring and surveillance [2], human computer interfaces 
[3], smart rooms [4], vehicle tracking [5], biomedical image 
analysis [6], and video compression [7], require the robust 
ability to tracking moving objects [8][9][10]. 

Numerous approaches have been proposed and 
implemented to track moving objects in image sequences with 
a camera. Particle filters, which recursively construct the 
posterior probability distributions of the state space, are the 
most popular approach, due to their robust tracking 
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performance in cluttered environments. The basic idea of the 
particle filter is that the posterior density is approximated by a 
set of discrete samples (called particles) with associated 
weights [10][11]. In the particle filter, many kinds of features 
are used for tracking the moving object, such as image 
contrast, image frame difference, edge-detected silhouette, 2D 
or 3D contours, gray level, and RGB or HSV color. The 
feature for tracking is selected according to the type of moving 
object and the condition of the tracking environment. 
Improved tracking performance is obtained using multiple 
features concurrently [12][13]. 

Particle filters maintain multiple hypotheses at the same 
time and use a probabilistic motion model to predict the 
position of the moving objects. Multiple hypotheses allow for 
the handling of clutter in the background, and recover from 
failure or temporary distraction. However, expensive 
computational demands in this approach exist, revealing a 
bottleneck in the application of particle filters in real-time 
tracking systems [14]. 

In order to track a moving object in real-time without delay 
or loss of the image data, a particle filter algorithm specifically 
designed for a circuit and the circuit of the object tracking 
algorithm using the particle filter is proposed. This circuit is 
designed using VHDL and implemented in an FPGA. An 
object tracking system with this FPGA is implemented and the 
corresponding performance is measured. 

This paper is organized as follows; in section II, the basic 
particle filter algorithm and particle filter for the circuit are 
explained. In section III, a circuit used for the tracking of 
moving object using a particle filter, is designed using VHDL, 
and explained in detail using a block diagram. In section IV, 
the tracking circuit is implemented in an FPGA and the 
corresponding performance is measured. Finally, the 
conclusion is described in section V.  

II. PARTICLE FILTER 
Particle filters provide robust tracking of moving objects in 

a cluttered environment. They are used in the case of 
non-linear and non-Gaussian problems where the interest lies 
in the detection and tracking of moving objects. This section 
explains the particle filter algorithm. 

Particle filters use multiple discrete “particles” to represent 
the belief distribution over the location of a tracked object. In 
the Bayes filtering paradigm, the posterior distribution is 
recursively updated over the current state Xt given all 
observations Zt={Z1,..,Zt} up to and including time t, as 
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where the likelihood p(Zt|Xt) expresses the measurement 
model and p(Xt|Xt−1) is the motion model. In a particle filter, 
the posterior p(Xt−1|Zt−1) is recursively approximated as a set 
of N weighted samples ( ) ( )
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tX − . Given this equation, a Monte Carlo 

approximation of the integral can be used and the following 
can be obtained: 
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One way to view a particle filter is as an importance 
sampler for this posterior distribution. Specifically, N 
samples ( )s

tX are drawn from the proposal distribution 
( ) ( )
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and then weighted by the likelihood, i.e. 
( ) ( )( | )s s
t t tw p Z X= .     (4) 

This results in a weighted particle approximation 
( ) ( )

1{ , }s s N
t t sX w =  for the posterior p(Xt|Zt) at time t [11][15]. 

The general operation of the particle filter tracker for the 
tracking of objects in video images is illustrated in Fig. 1. 
Figure 2 shows a flowchart of the general operation of the 
particle filter. Each particle which tracks moving objects is 
represented by a point, so the group of particles is referred to 
as a point cloud. The principal steps in the particle filter 
algorithm include: [10][16] 
1) Initialization 

Draw a set of particle for the prior p(X0) to 
obtain ( ) ( )

0 0 1{ , }i i N
iX w = , let k=1. 

2) Sampling 
(a) For i=1,…,N 

Sample ( )i
kX from the proposal distribution 

( ) ( )
1( | )i i

k kp X X − . 
(b) Evaluate new weights 
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k k kw p Z X= ,   i=1,…,N    (5) 

(c) Normalize weights 
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3) Output 
Output a set of particles ( ) ( )
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k k iX w = that can be used 

to approximate the posterior distribution 
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( )δ i  is the Dirac delta function. 
4) Resampling 

Resample particles ( )i
kX with probability ( )i

tw to obtain N 
independent and identically distributed random 
particles ( )j

kX , approximately distributed according to 
P(Xk|Zk). 

k=k+1, go to step2. 

III. CIRCUIT USED FOR OBJECT TRACKING 
The observations made of the surveillance area after the 

detection of the objects by the threshold method are used as 
important features to track the moving object. For object 
tracking, this paper proposes the particle filter algorithm using 
multiple features as IFD and gray level. The IFD is used to 
detect the object and the gray level is used to distinguish the 
specific object from others. The tracking performance is 
improved using multiple features concurrently. Due to their 
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Fig. 1.  Visualization of the particle filter. 
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Fig. 2.  Flowchart of the particle filter. 
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sample-based representation, particle filters have been 
applied with success to a variety of state estimation problems, 
including visual tracking. The increased representational 
power of particle filters, however, comes at the expense of 
higher computational complexity. 

In previous particle filter applications, the prevalent 
approach in real-time applications was to update the filter as 
often as possible and to discard the image data that arrives 
during the update process. This approach is prone to losing 
valuable image data. At first sight, the sample based 
representation of particle filters appears to offer an alternative 
approach, similar to anytime implementation: i.e. whenever a 
new observation arrives, sampling is interrupted and the next 
observation is processed. Unfortunately, such an approach can 
result in too small sample sets, thus causing the filter to 
diverge [17]. Although the real-time tracking of a moving 
object is possible using a particle filter, this approach results 
in the majority of system resources being monopolized by the 
tracking process. 

In order to solve the problem posed by the real-time 
implementation of object tracking, a specialized circuit is 
designed using the proposed algorithm. It is impossible for the 
proposed algorithm to be applied to the hardware circuit 
without some modification, due to the restrictions imposed by 
the hardware, such as the timing, resources, size, and power 
consumption. Therefore, a modified architecture is proposed 
for circuit implementation of the particle filter. Figure 3 shows 
the circuit of the object tracking system, which consists of 
seven modules: the Camera Controller, Image Store Memory, 
Image Subtractor, Gray Level Comparator, Output, and two 
Particle Filters. It is designed using VHDL and implemented 
in an FPGA, in order to track moving objects in real-time. In 
Fig. 3, the gray box, consisting of the Image Subtractor, Gray 
Level Comparator, Output and two Particle Filter modules, 
represent the implemented circuit in an FPGA. 

A. Camera Controller 
In the Camera Controller module, the Sync Separator 

generates the signals used for controlling the camera and the 
A/D Converter converts the analog image data into digital 
image data. The image sync signals, Sync, and digital image 
data, Raw Pixels, of the Camera Controller module are used in 
all modules of the object tracking circuit. 

B. Image Store Memory 
Based on the sync signals, Sync, obtained from the Sync 

Separator in the Camera Controller module, the Image Store 
Memory module stores the image data, Raw Pixels, arriving 
from the A/D Converter, in the Camera Controller module 
frame by frame. This module transfers the image data of the 
previous and current frames, Stored Pixels, to the Image 
Subtractor module, in order to generate the IFDs, IFD, for 
Particle Filter module. The FIFO (First In, Fist Out) memories 
are used to store the image of a frame, since it is difficult and 
inefficient to store the image of a frame in an FPGA. 

C. Image Subtractor 
The Image Subtractor module generates the IFDs, IFD, 

using pixel by pixel differencing between the images of the 
previous and current frames, Stored Pixels, is obtained from 
the Image Store Memory module. These IFDs, IFD, ΔPt(x,y) 
are determined as 

( , ) ( , ) ( , )t t tP x y I x y I x y−ΔΔ = − ,     (7) 

where It(x,y) is the value at the (x,y)th pixel that has the range 
[0, 255] at time t, and It-Δ(x,y) is the value at the (x,y)th pixel 
that has the range [0, 255] at time t-Δ. The range [0, 255] is the 
same as that of a gray level image. The IFDs, IFD, are used in 
the Particle Filter module as a tracking feature after the noise 
is reduced in the Noise Reduction Filter block. 

IFDs often contain noise, resulting in errors during image 
processing, a Noise Reduction Filter block is included to 
reduce this noise by applying a threshold. The noise reduction 
technique described by 
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where, VTH is a threshold value, which is set in advance, to 
help reduce the noise. 

D. Gray Level Comparator 
The Gray Level Comparator module compares the gray 

level of the image data, Raw Pixels, arriving from the A/D 
Converter in the Camera Controller module with the reference 
gray level set in advance to distinguish the specific object with 
the specific gray level. This module transfers the valid signal 
and gray level, Gray Level, Vt(x,y) determined as 

1,
( , )

0,tV x y
⎧

= ⎨
⎩
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( , ) ( , )
L t H
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The value, It(x,y), at the (x,y)th pixel that has the range [0, 
255] at time t, is included in the range [IL, IH], the value, It(x,y), 
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at the (x,y)th pixel is valid and to be used in the Particle Filter 
module as a tracking feature. Otherwise, the value, It(x,y), at 
the (x,y)th pixel is invalid for use as a Particle Filter module. 
The range [0, 255] is the same as that of a gray level image. 

E. Output 
The Output module receives the trajectory, Coordinates, 

and gray level, Color, obtained from Particle Filter modules, 
and then outputs the trajectory data and trajectory images. 
This module enables to display these trajectory images to the 
monitor or LCD directly. 

F. Particle Filter 
The Particle Filter module in the proposed object tracking 

circuit is based on the technique described in section 2. The 
inputs, IFD, Valid, and Sync, represent the IFDs from the 
Image Subtractor module, the valid signal from the Gray 
Level Comparator module, and the image sync signals from 
the Camera Controller module, respectively. The outputs, 
Tracking Image and Trajectory Data, represent the tracking 
image data and the trajectory data of the tracking object, 
respectively. Therefore, this circuit can obtain the tracking 
image and trajectory information of the tracked object in 
real-time. 

Figure 4 shows the operation of the particle filter circuit. 
The principal steps in the particle filter circuit include: 
1) Initialization 

Draw a set of particles uniformly. 
2) Sampling 

(a) Sample the position of the particles from the 
proposal distribution. 

(b) Find the features of the moving object (IFD, Gray 
Level). 

(c) Update the weight of the particles. 
(d) Normalize the weight of the particles. 

3) Output 
Output the mean position of the particles that can be used 
to approximate the posterior distribution. 

4) Resampling 
Resample the particles with probability to obtain 
independent and identically distributed random particles. 

5) Go to the sampling step. 
Figure 5 shows the architecture of the Particle Filter module. 

It consists of six blocks: the Particle Initiator, Particle Sampler, 
Coordinates Comparator, Particle Normalizer, Data Output, 
and Particle Selector. The Particle Initiator block initializes 
the particles when it starts to track objects for the first time or 
when it attempts to find a new moving object after the 
previously tracked object has disappeared from view. The 
Particle Sampler block performs the sampling step of the 
particle filter algorithm. The Coordinates Comparator block is 
used to update the weights of the particles. The Particle 
Normalizer block normalizes the weights of the particles. The 
Data Output block calculates the mean position of the 
particles. The Particle Selector block performs the resampling 
step in the particle filter algorithm. 

IV. EXPERIMENT 
The circuit of the object tracking algorithm using the 

particle filter is designed using VHDL and is implemented in a 
XC2V8000-4CFF1152 FPGA, with 8M system gates, 93,184 
logic cells, and 1,104 I/O pins [18]. Table I presents a 
summary of the device utilization characteristics for the circuit 
of the object tracking algorithm using the particle filter. Figure 
6 shows a vision system using this FPGA. This FPGA can 
acquire images from a camera and display both the raw and 
processed images and the object trajectory data generated by 
the particle filter to monitor or LCD directly. 

A high frame processing rate and low latency are important 
for many applications that must provide quick decisions based 

 

 
Fig. 5.  Block diagram of the particle filter module. 
 

 
Fig. 4.  Flowchart of the particle filter circuit. 
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on events in the scene [19]. When the vision system with the 
circuit of the proposed object tracking using particle filter is 
applied to an RS-170 camera, which produces images 
consisting of 640×480 pixels, it can process the images at 
speeds of up to 56.38 fps (frames per second) to track a 
moving object and display these processed images to the 
monitor or LCD. The performance of this circuit is measured 
by evaluating the average maximum delay time. 

Figure 7 and 8 show the results obtained from the tracking 
of moving objects in a video sequence using the multiple 
objects tracking circuit. There are some delays between the 
images shown in Fig. 7.(a) - (f) and Fig. 8.(a) - (f). In Fig. 7, 
the white points represent the particles to track target object 
and the white square with the white cross in the center 
represents the trajectory of the target object. The single object 
tracking uses only IFD feature to track a moving object. In Fig. 
8, moving objects have quit different gray level each other. 
The multiple objects tracking uses multiple features as IFD 
and gray level to track multiple objects respectively. In Fig. 8, 
the black square with the black cross presents the trajectory of 
the target object that has the specific gray level included in the 
range [0, 127]. Otherwise, the white square with the white 
cross represents the trajectory of the target object that has the 
specific gray level included in the range [128, 255]. Even 
although there is an occlusion, the tracking specific object is 
not affected by another in Fig. 8. A set of particles consists of 
64 particles. A particle set tracks a target object. The 

trajectory of the target object is estimated by the mean of the 
position of particles in a particle set. 

V. CONCLUSION 
In this paper, a real-time multiple objects tracking circuit is 

developed to track moving objects. This circuit is designed 
using VHDL, and implemented in an FPGA, and helps to 
make smaller, low cost, and low power systems. It is easy to 
modify and update this circuit as required. In order to 
implement the objects tracking system, the only additional 
requirement is an ordinary video camera. No additional 
systems are needed to implement the objects tracking system. 
This tracking system solves the expensive computation 
problem caused by the particle filter. Only a small percentage 
of the system resources are allocated for objects tracking, the 
remainder of the resources can be assigned to preprocessing 
stages or to high level tasks such as recognition, trajectory 
interpretation, and reasoning. This paper demonstrates that 
this real-time objects tracking circuit combined with other 
technologies can produce effective and powerful applications 
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(a) walking man at frame t. 

 
(b) walking man at frame t+Δ. 

 
(c) walking man at frame t+2Δ. 

 
(d) walking man at frame t+3Δ. 

 
(e) walking man at frame t+4Δ. 

 
(f) walking man at frame t+5Δ. 

Fig. 7.  Result of the object tracking circuit using a particle filter. The single object tracking uses only IFD feature to track a moving object. 

 
(a) rolling balls at frame t. 

 
(b) rolling balls at frame t+Δ. 

 
(c) rolling balls at frame t+2Δ. 

 
(d) rolling balls at frame t+3Δ. 

 
(e) rolling balls at frame t+4Δ. 

 
(f) rolling balls at frame t+5Δ. 

Fig. 8.  Result of multiple objects tracking circuit using particle filters with multiple features. The multiple objects tracking uses multiple features as IFD and 
gray level to track multiple objects respectively. One has the specific gray level including in the range [0, 127], the other has the specific gray level including 
in the range [128, 255]. 
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