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Abstract— Determining transcriptional regulatory networks
has been one of the most important goals in the field of
functional genomics. Despite the recent advances in experimen-
tal techniques, complementary computational techniques have
lagged behind. We introduce a novel computational method-
ology that uses DNA microarray data and known regulatory
interactions to predict unknown regulatory interactions. Our
method involves three steps: in the training stage, we utilize
network component analysis (NCA) [1]–[3] to reconstruct the
hidden activity profiles of transcriptional factors (TF); then we
cluster TFs into functional modules according to the similarities
of their reconstructed activity profiles; in the prediction stage,
we infer additional TF-gene regulatory links by selecting TF
profiles that best interpret genes expression profiles via a linear
model. We applied the methodology to a gene expression dataset
of bacterium Escherichia coli, whose partial TF-gene regulatory
structure is obtained from RegulonDB [4]. Cross-validation
results show that when the profiles of all TFs regulating a
gene are reconstructed from NCA, we could identify 36%
of the TF-gene interactions, and the prediction accuracy is
89%. And when the profiles of partial (50% or more) TFs
regulating a gene can be reconstructed, we can identify 14%
of the TF-gene interactions, and the accuracy rate is 69%.
These represent some of the best known accuracy and coverage
statistics reported in the literature so far.

I. INTRODUCTION

Genes are regulated by transcription factors (TF), which
assume an active conformation via post-transcriptional mod-
ification or ligand binding. TFs receive signals from sensor
proteins and eventually positively or negatively regulate
transcription in respondence to environmental changes. De-
termining transcriptional regulatory networks, i.e., a database
of which TFs regulate which genes, has been one of the most
important goals of the field of functional genomics.

Though experimental techniques, such as the genome
wide location analysis of DNA binding regulators [5]–[8],
identify TF-gene regulatory links, it’s still important that
computational tools could point a direction for the exper-
iments, narrowing the experiment scale and reducing the
cost. In general, computational tools utilize some a priori
information about the TF-gene regulatory structure, build a
model for it, and then predict additional unknown regula-
tory interactions. For example, certain computational studies
focus on analyzing the sequence-specific TF binding sites

(i.e., from known regulatory interactions) and discovering
the motif patterns, and then perform a genome-wide scan
to identify the target genes [9], [10] (i.e., the predictions
are based on the stochastic modelling done in the first
step). A major issue of these methods is how to control the
amount of false positives in the prediction. Research was
conducted regarding to better modelling the cis-regulatory
elements [11], as well as more accurately computing p-
values of putative binding sites [12]. Besides the sequence
information, other researchers utilize the gene expression
data, which are produced by high-throughput techniques such
as DNA microarray [13], [14]. In [15], the authors extract the
regulatory information using Bayesian statistics. And in [16],
the authors design the experiments to measure the outputs of
a targeted pathway in response to perturbations, and infer the
causative input-output links based on a linearized model. In
most cases, the environmental perturbations are so complex
that multiple regulatory pathways are normally activated
simultaneously. Therefore in order to discover system-level
information regarding the underlying regulatory mechanisms,
we need an appropriate approach to decompose the high-
dimensional data.

In this paper, we propose a new method of modelling
known regulatory interactions, and gene expression data via
learning of linear models, as illustrated in Fig. 1. The purpose
of the training part is to use the known links (representing
regulatory interactions) and the final output (i.e., the gene
expression data) to reconstruct the activities of a set of TF’s
that can be learned from the given data. Once the TF activity
(TFA) patterns are determined, the regulatory interactions for
the unknown genes can be determined via sparse regression,
i.e., the best combination of TFAs, that best explains the
expression profile of the given gene. The prediction results
can be assessed by measuring both the false negatives and the
false positives. We define the coverage rate as the number of
true positives over the number of TF modules regulating this
gene, and the accuracy rate as the number of true positives
over the number of links we identified. Our results (see
Section III), for example, are superior to what others have ob-
tained previously in terms of both coverage rate and accuracy
rate. In particular, authors of [17] combined microarray data
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with sequence information to infer the TF-gene regulatory
network for Saccharomyces cerevisiae. They detected TF-
encoding genes from the microarray data, and analyzed the
relative over-abundance of cis-elements to identify TF-gene
links. On average, they obtained a coverage rate at 15%
and accuracy rate at 29% (see Table 2 in [17]). In addition,
authors of [18] achieved a prediction accuracy rate as 63%
by predicting target genes of a TF via support vector machine
(SVM).

In order to build our linear regulatory model for estimating
TFAs, we use the recently introduced Network Compo-
nent Analysis (NCA). Traditional statistical techniques, e.g.,
principal component analysis (PCA) [19] and independent
component analysis (ICA) [20], can successfully determine
low-dimensional input signals of high-dimensional data set
by imposing further constraint on the input. PCA requires
the hidden input signals to be mutually orthogonal and ICA
requires the signals to be statistically independent. Both con-
straints do not match the real biological regulatory system,
therefore these methods are not suitable for deducing biolog-
ically significant information. Network component analysis
(NCA) [1]–[3] resolves this issue by exploiting a certain type
of priori knowledge about the connectivity pattern between
the TF regulatory signals and the gene expression data, which
can be obtained from experimental techniques as well as
publicly available databases (e.g., RegulonDB [4], Ecocyc
[21]).

With the reconstructed TF profiles from NCA, we infer
the regulatory TF-gene interactions from a linear model. The
inference procedure is centered around the regression prob-
lem of selecting a connectivity pattern that best fits the gene
expression data. The methodology is specifically described
in section II. In section III, we applied this methodology to a
data set of bacterium Escherichia coli. 33 TFs profiles were
reconstructed via NCA from three different subnetworks.
Cross-validation results show that when all regulatory signals
of a gene are reconstructed, our method could predict 36%
of the TF-gene links, and the prediction accuracy is 89%;
and in the case when only 50% or more of the regulatory
signals can be reconstructed, we can still identify 14% of the
TF-gene interactions at accuracy rate 69%.

II. METHOD

A complex biological control system can be approximated
by a linear model including a set of L unknown input signals
and a set of N measurable output signals as

en(tm) =
L∑

l=1

anlpl(tm) + γn(tm) (1)

n = 1, · · · , N ; m = 1, · · · , M,

where γn(tn) is an error term representing both model
bias and measurement noise, and anl can be considered
as the control strength of the lth input to the nth output.
Equation (1) can be visualized as a bi-partite network in
Fig. 1. In the case of studying TF-gene regulation, this
linear model (1) is derived from the Hill equation [1], where

......
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Fig. 1. A general biological control system is visualized as two layers: the
hidden input signals and the measurable output signals. The links from the
input to the output represents the control structure; the output is the gene-
expression profiles of genes, and the input is the activity levels of the tran-
scription factors. In the training phase, we use known regulatory interaction
information (i.e., the links in the model) and gene-expression data (using
the recently-introduced Network Component Analysis (NCA) procedure) to
determine robust estimates of the transcription factors activities (TFAs) for
a set of TFs. The estimated TFAs are then used in the prediction stage (via
sparse regression) to estimate unknown regulatory interactions between the
TFs and other genes (not included in the training set).

the output signals {e1, · · · , eN} can be considered as the
logarithm of the expression data for N genes, and the input
signals {p1, · · · , pL} represents the logarithm of the dynamic
activities of L TFs.

Transcription regulators’ targets typically vary in number
depending on the structure of the pathways they involved
into. Analogously, genes’ regulatory sites are capable of
binding to one or more regulator proteins. Because of the
inherent system redundancy, often regulatory signals can be
estimated even if partial information is available on such reg-
ulatory connectivity. Generally the problem of decomposing
the output e1, · · · , eN , into the combination of the regulatory
inputs p1, · · · , pL through the coefficients of a regulatory
matrix [anl] results in an infinite number of solutions. Instead
of imposing ad-hoc statistical constraints on the hidden
regulatory signals, NCA [1]–[3] solves the problem by
utilizing the a-priori knowledge on regulatory interactions, in
order to constrain the solution set to biologically meaningful
estimations.

We extended the traditional NCA framework to allow
predictions of unknown regulatory interactions. Unlike tra-
ditional approaches, which are based on clustering possibly
co-regulated genes based on their expression profiles, our
method relies on the reduced dimensionality of the estimated
transcription factor activity profiles, in order to robustly
predict possible additional targets of regulation. The frame-
works involves the following three separate steps:

I) NCA-based estimation of the activity profiles of a set
of regulators of interest, based on known binding site
connectivity data .

II) Clustering of the regulators activity profiles into groups
that are functionally related .

III) Linear sparse regression of the expression profiles
of genes with unknown regulators against the set of
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clustered regulators’ profiles .
Step I and II are based on NCA and standard hierarchical

clustering, respectively. In step III, assuming that there are
in total K clusters of TFs, our goal is to identify the most
likely (in the Maximum Likelihood (ML) sense) candidate(s)
in regulating the expression of a certain gene. The statistical
significance of a set of predicted regulatory interactions
is established by solving the following sparse regression
problem:

{j1, j2, · · · , jk}opt = arg min‖�xPk − ei‖2
, (2)

(where Pk is the reconstructed activities for the
j1

th, j2
th, · · · , jk

th cluster of TFs), and then by repeating
the estimation multiple times while perturbing the system
(typically with additive noise). We demonstrate (see section
III for more details), that regulatory interactions that are
consistently selected across multiple perturbations, reliably
predict regulatory patterns.

III. RESULTS

In order to validate the accuracy of the proposed ap-
proach, we ran a standard cross-validation statistical test.
The gene expression dataset of the bacterium Escherichia
coli includes 448 microarrays under 190 conditions for 4345
genes, of which 445 microarrays for 189 conditions are the
same dataset analyzed in [22], and the other 3 microarrays
were assayed while treating E. coli MG1655 with serine
hydroxamate at mid-log phase for 60 minutes. A subset
of 941 genes and 126 transcriptional factors was selected
since they have known regulatory interactions derived from
the RegulonDB database. This set was further randomly
subdivided into a training network including (627 genes
with 123 known regulators) and a test network including the
remaining 314 genes (regulated by 105 known TFs). The
purpose of the experiment is to establish whether we are
capable of estimating the regulatory interactions in the test
network, once the activity profiles of the transcription factors
common to both networks are estimated using NCA and used
as predictors.

A. Estimating TF Profiles from NCA

In order to maximize the set of regulators whose activity
can be estimated through NCA, we subdivided the training
network into three subnetworks, with partially overlapping
sets of genes and regulators (following the procedure de-
scribed in [3]. By simultaneously running the estimation
on all three sub-networks, we achieved a coverage of 341
genes and 33 unique TFs, whose activity profiles are shown
in Figures 2 and 3. The figures show the results of 100
bootstraps, where in each bootstrap, Gaussian noise was
added to the gene expression data in order to evaluate the
overall convergency of the estimations. For each TF, all of
its estimated profiles were pooled together and normalized.
By doing a K-clustering (K is equal to 1 in this case) with
squared Euclidean distance measure, we identified the center
of the estimations and the distances from each estimation to
the center.

B. Clustering TF Profiles

Some regulatory profiles (Fur and OxyR are a good
example), were observed to be highly correlated. TFs as-
suming similar dynamic activities might participate in com-
mon pathways and co-regulate several genes. Therefore, the
reconstructed regulatory signals were further clustered into
functional modules via a hierarchical clustering algorithm.
The distance measure was chosen to be the correlation
coefficient in order to better capture the correlation among
the signals. As displayed in Fig. 3, 20 functional modules
were identified, with 5 of them comprising multiple TFs.

C. Predicting TF-gene Regulatory Interactions

Given the clustered TF modules, our goal is to identify
the regulatory interactions between TF modules and genes.
The a-priori knowledge on the connectivity information for
E. coli suggests that constraining the sparse regression to
three or less TFs (see Fig. 4a) provides enough coverage
while reducing the statistical variability. Therefore, following
equation (2), for each gene we identify the 3 out of 20 TF
modules that best describe the expression data.

The process is repeated over 100 bootstrap iterations,
where, in each iteration the system is systematically per-
turbed. For every gene tested, the frequency with which each
module is selected is recorded during the bootstraps. Fig. 4b
shows a sample frequency plot for gene appA. Modules with
higher selection frequency are the more likely candidates
for a regulatory interaction. For example, in Fig. 4b, if the
frequency threshold is set to be 0.8, only module 6 (TF
AppY) is identified as a candidate regulator for this gene.
Given the frequency statistics for each gene and TF module,
we can establish the accuracy and coverage of the prediction
by setting an arbitrary threshold and counting the number of
false positives and false negatives.

In the test network, 70 of the genes are known to be
regulated exclusively by the 33 TFs whose profiles were
estimated from the training network, while another 30 genes
are available whose regulators set is at least 50% covered
in the training network. By selecting different frequency
thresholds, we obtained a curve of the average coverage rate
per gene and a curve of the average accuracy rate per gene
(shown in Fig. 4c-d). In general, the coverage rate curve
decreases and the accuracy rate curve increases as the chosen
frequency threshold goes up.

When we selected a threshold of 0.98, we achieved an
average coverage rate of 36% with an accuracy rate of 89%
when all the regulatory signals of a gene are available from
the NCA estimation. On the other hand, when only 50%
or more of the regulatory activity profiles are available, the
average coverage rate drops to 14% for an accuracy rate of
69%.

IV. DISCUSSION

As the amount of large-scale gene expression data ob-
tained from high-throughput biological techniques, such as
DNA microarray, increase rapidly, deciphering the complex
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Fig. 2. Transcription factor activities of the bacterium E. coli, estimated from three regulatory subnetworks via NCA. Each color (orange, blue, or
green) is associated with the number of subnetworks comprising this transcriptional factor (one, two or three respectively). For each TF, all estimations are
normalized so that the norm is 1. The solid curve is the mean of the estimations, and the shaded area represents the standard deviations of the estimations.

physiological regulatory system with the aid of proper math-
ematical and statistical tools, becomes of particular interest.
Unlike methods such as PCA and ICA, NCA doesn’t make
any assumption regarding the statistical properties of the

regulatory signals. Rather, it provides simple means for
incorporating the a-priori regulatory network structure and
reconstructing hidden regulatory signals.

We extended NCA’s framework to inferring potential
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Fig. 3. a: Transcription factor activities of the bacterium E. coli, estimated from three regulatory subnetworks via NCA. Each color (orange, blue, or
green) is associated with the number of subnetworks comprising this transcriptional factor (one, two or three respectively). For each TF, all estimations are
normalized so that the norm is 1. The solid curve is the mean of the estimations, and the shaded area represents the standard deviations of the estimations.
b: The clustering dendrogram for the 33 transcriptional factors. Transcriptional factors were clustered according to the correlation coefficient of their
reconstructed activities. With the distance threshold chosen at 0.3, 20 modules are classified.

TF-gene links. By exploiting the reconstructed TF activity
profiles, we identify candidate TF regulation targets by
identifying those TF functional modules that best model a

gene expression profile. The methodology was applied to a
gene expression dataset of bacterium Escherichia coli, whose
partial regulatory structure was obtained from RegulonDB.
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Fig. 4. a: Histogram of the genes that are regulated by different number of transcriptional factors in bacterium Escherichia coli. The regulatory information
is obtained from RegulonDB, which includes 941 genes and 126 transcriptional factors. b: The frequency of each module being selected for testing gene
appA. When the frequency threshold is set to be 0.80, only module 6 (TF AppY) is identified to regulate this gene. c: The coverage rate curve and
accuracy rate curve for 70 testing genes that are only regulated by the 33 TFs. The coverage rate and accuracy rate are labelled in the figure when the
frequency threshold is set to be 0.98. d: The coverage rate curve and accuracy rate curve for 30 testing genes that are partially regulated by the 33 TFs.
The coverage rate and accuracy rate are labelled in the figure when the frequency threshold is set to be 0.98.

Cross-validation results show that when all TF signals regu-
lating a gene are available, 36% of the TF-gene interactions
can be identified, with a 89% prediction accuracy. However,
when only a minimum of 50% of the regulators are covered,
14% of the TF-gene interactions are correctly identified, with
a 69% prediction accuracy.

The performance of our methodology depends on the
availability of the reconstructed TF profiles, which primarily
depends on the availability of the priori TF-gene regulatory
information utilized by NCA. As experiments reveal more
about the underlying network, our framework is expected
to be more frequently applied in the situation where all TF
profiles regulating a gene are available from NCA estimation.
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