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Abstract—We study how different types of preference infor-
mation coming from a human decision maker can be utilized in
an interactive multiobjective evolutionary optimization algorithm
(MOEA). The idea is to convert different types of preference
information into a unified format which can then be utilized in an
interactive MOEA to guide the search towards the most preferred
solution(s). The format chosen here is a set of reference vectors
which is used within the interactive version of the reference vector
guided evolutionary algorithm (RVEA). The proposed interactive
RVEA is then applied to the multiple-disk clutch brake design
problem with five objectives to demonstrate the potential of the
idea in supporting decision making in optimization problems
involving more than three objectives.

I. INTRODUCTION

In real-world optimization problems, there typically are
multiple conflicting objectives involved and it is often required
to come up with a single solution to be implemented in
practice and, therefore, identifying the most preferred solution
is of high importance. In multiple criteria decision making
(MCDM), decision maker’s (DM) preferences have been used
to identify the most preferred solution between multiple con-
flicting objectives for several decades (see e.g., [1], [2]). The
main reason for using preferences is that Pareto optimal solu-
tions in multiobjective optimization are incomparable without
some additional information.

In the field of evolutionary multiobjective optimization
(EMO), a traditional approach has been to approximate the
whole Pareto front containing estimates of all Pareto optimal
solutions. During the last 15+ years in EMO, DM’s prefer-
ences have also been included to multiobjective evolutionary
algorithms (MOEAs) to avoid the need of approximating the
whole Pareto front which can be a challenging task especially
when the number of objective functions is higher than three
(see e.g. a recent review of preferences in MOEAs in [3]). By
utilizing preferences to guide the search, the algorithm is able
to approximate a sub region of the Pareto front (sometimes
referred to as a region of interest) or even to identify a single
most preferred solution as is typically the case in the MCDM
approaches as mentioned above.

There exist different ways to utilize preferences in multi-
objective optimization [1]: before optimization (a priori), after
optimization (a posteriori) or iteratively during optimization
(interactive approach). Interactive approaches have several

benefits as identified in [1], [4] and, therefore, can be seen as
a promising approach for real-world problems. In addition to a
priori and a posteriori ways of including preferences, utilizing
DM’s preferences interactively has become more popular in
EMO during the last 10 years and a number of interactive
MOEAs have been developed [3]. Although different types
of preference information have been used within interactive
MOEAs (e.g. reference points, pairwise comparisons, weights,
preferred ranges for objectives, selecting preferred solutions,
objective ranking), existing algorithms can consider only one
type (or few) of preference information. In the MCDM field, it
has been found that different types of preference information
are suited for different DMs/problems and that it can be
beneficial to be able to change the type of preferences during
the search process [5], [6], [7].

The contribution of this paper is two-fold: First, we show
how to unify various types of DM’s preferences. Here, unify-
ing means that different types of preference information are
converted into a single format that can then be used within
an interactive MOEA to guide the search. The format chosen
here is a set of reference vectors because recent MOEAs
like NSGA-III [8] and reference vector guided evolutionary
algorithm (RVEA) [9] have been found promising for prob-
lems with a high number of objectives where the benefits of
interactive approach are most usefull. The types of preference
information considered here include selecting preferred solu-
tion(s) or not preferred solution(s), specifying a reference point
consisting of desired values for each objective, and specifying
preferred ranges for each objective. As the second part of
the contribution, we demonstrate the potential of utilization of
different types of preference information in decision making
for problems with a high number of objectives. In practice,
we introduce an interactive version of RVEA which offers a
convenient way for the DM to iteratively guide the search for
the most preferred solution. As a facilitator for interaction,
we propose a visually driven user interface that uses parallel
coordinate plots (PCPs) to both visualize obtained solutions
and a way for the DM to express preferences.

The rest of the paper is organized as follows. In Section
II, a brief overview of characteristics of interactive MOEAs
is provided while the unification of preference information is
presented in Section III. To demonstrate the ideas in practice,



interactive RVEA is introduced in Section IV along with de-
sired properties for a visually driven user interface. In Section
V, interactive RVEA is applied to a multiple-disk clutch brake
design problem having five objectives and conclusions and
future research ideas are given in Section VI.

II. INTERACTIVE MOEAS AND PREFERENCE
INFORMATION

Several interactive multiobjective evolutionary algorithms
have been proposed in the literature during the last 10
years. A recent review of MOEAs incorporating preference
information can be found in [3] where also a number of
interactive algorithms have been reviewed. The main idea
in these algorithms is to combine benefits of MOEAs and
interactive MCDM approaches to identify the most preferred
solution. In other words, to combine a population based search
procedure and interactive preference elicitation. Interactive
MOEAs have a number of characteristics that distinguish them
from each other in the following aspects: 1) what is the type
of preference information asked from the DM, 2) how the
preference information is used in the algorithm, 3) what is the
stopping criterion, and 4) what is the output of the algorithm.

Several different types of preference information are con-
sidered in interactive MOEAs and the most widely used types
are reference points [10], [11], [12], [13], [14], [15], [16], [17],
pairwise comparisons ([18], [19], [20], [21], [22], [23], [24])
and selecting preferred solutions [14], [25], [26], [27], [28],
[29]. However, most of the proposed approaches utilize a fixed
type of preference information, although it has been shown in
[5], [6], [7] that allowing the DM to express preferences in
different ways is beneficial. The exceptions among interactive
MOEAs are [10], [11], [16], [17]. In [10], [11], a collection of
different modules was introduced to enable decision making
after running a normal MOEA. Different types of preference
information are included via different scalarizations but they
do not operate within a single algorithm. The preference-based
interactive evolutionary algorithm [16] uses both reference
points and the weights of the achievement scalarizing function
as preferences while the interactive preference-inspired co-
evolutionary algorithm [17] enables a DM to express pref-
erences either as a reference point or as weights for the
objectives. To summarize, in the current interactive MOEAs
either the ways of expressing preferences are limited or they
have been integrated into the algorithm as separate modules.

The preference information is used within interactive
MOEAs in different ways. For instance, preferences can be
used to improve solutions found after termination of MOEA
[10], [11], to estimate a utility function [22], [24], to modify
the domination principle [12], [19], [20], [25], [28], [29],
[30], to adjust a distribution of weights [14], [15], [26] or
to combine a fitness function and a scalarization [13].

There are mainly three kinds of stopping criteria in in-
teractive MOEAs. The first one is based on a fixed budget
of function evaluations/generations [23], [27], [31] or DM
interactions [29], [30], [32], the second is based on expected
improvement of solutions [20], [28] and the last one lets a

DM stop when (s)he is satisfied with the solution obtained
[10], [11], [13], [14], [15], [16], [21], [22], [24], [25], [27],
[31].

Although MOEAs are population based algorithms, the
output of interactive MOEAs is typically a single preferred
solution [10], [11], [13], [14], [15], [16], [18], [20], [22],
[24], [25], [27], [28], [29], [30]. However, output of some
algorithms is an approximation of the region of interest [12],
[19], [23], [26], [31].

To summarize, there does not exist an interactive MOEA
that can use different types of preferences. To address this
issue, in this paper, we introduce interactive RVEA that is
able to convert four different forms of preferences into one
single format and then uses this for guiding the search towards
preferred solution(s). In addition, it will use the preferences
in modifying the set of reference vectors, terminate when the
DM wants, and output one preferred optimal solution.

III. CONVERTING PREFERENCE INFORMATION INTO
REFERENCE VECTORS

As mentioned, interactive MOEAs have typically requested
preferences from the DM in a predefined format. In this
paper, our aim is to offer a DM different ways of expressing
preferences and treat them inside the algorithm in a unified
way. Due to promising reference vector based approaches for
problems with a high number of objectives (e.g. NSGA-III [8]
and RVEA [9]), we describe how different types of preferences
can be converted into an arrangement of a set of reference
vectors. The types of preferences considered are selecting
preferred (or not preferred) solution(s) from a given set of
solutions, specifying a reference point and specifying preferred
ranges for the objectives. Note that specifying desired values or
ranges for objectives has been found a cognitively valid way
of expressing preferences in [33]. Here, we do not include
weights as a way of expressing preferences since determining
weights is not a cognitively valid approach [33] and the
relation between the given weights and the obtained solutions
can be confusing for the DM (see, e.g. [34]). Furthermore, we
also do not include pairwise comprisons here since we do not
assume the DM to have any value function because (s)he is
free to change his/her mind during the solution process when
new information is obtained.

A. Selecting preferred solution

The first way of expressing preferences is to select a
preferred solution among a set of solutions. Let us denote
a set of uniformly distributed reference vectors by V = {vi ∈
Rk | i = 1, . . . ,m} and assume that a DM selects a solution
z ∈ Rk. Then, each reference vector vi ∈ R can be rearranged
as [9]

v̄i =
r · vi + (1− r) · vc

||r · vi + (1− r) · vc||
, (1)

where vc = z/||z|| and r ∈ (0, 1). The parameter r
determines how close the reference vectors are to the central
vector vc defined by using the selected solution z. If r is
close to zero, the vectors will be close to vc and, if it is close



to one, the vectors will not change much. If the DM wants
to select multiple solutions, then the same procedure can be
used by repeating it for each selected solution. In that case,
the reference vectors can be equally distributed for the selected
solutions or the number of reference vectors can be increased
if more reference vectors are needed for each selected solution.

B. Specifying non-preferred solutions

An alternative way of expressing preferences is identifying
unacceptable solutions. Again, let V denote a set of uniformly
distributed reference vectors and assume that the DM indicates
that a solution z ∈ Rk is not preferred. Based on that
information, the Euclidean distance between vc = z/||z||
and each of the reference vectors vi ∈ Rk can be calculated
and those reference vectors that are closer than a predefined
distance can be either removed or re-positioned somewhere
else. Further, the DM can also indicate several non-preferred
solutions and, in that case, the above procedure needs to be
repeated for each of them. The techniques for modifying the
set of reference vectors based on preferred and non-preferred
solutions described above are just examples how it can be
done. For example, it is also possible to remove reference
vectors far from a preferred solution or move reference vectors
further away from non-preferred solutions.

C. Specifying a reference point

One of the most widely used ways of expressing preferences
is to specify desired values for each of the objective functions.
Those values then form a reference point z̄ ∈ Rk describing
the preferences. The reference point can then be used to re-
position a set of uniformly distributed reference vectors V by
choosing vc = z̄/||z̄|| and using (1) for each of the reference
vectors vi.

D. Specifying preferred ranges

The preferred values for the objectives can be in some
range instead of a fixed value. In that case, the preference
information is in the form of a preferred range [f l

i , f
u
i ] for

each objective function fi. This results with a k-dimensional
hyperbox [f l

1, f
u
1 ] × · · · × [f l

k, f
u
k ] in the objective space.

One way of re-positioning the reference vectors to correspond
to the hyperbox is to use Latin hypercube sampling in the
hyperbox to get vectors wi, i = 1, . . . ,m, and, further, set
vi = wi/||wi||. If the size of the specified ranges is very
small, then the midpoint of the ranges can be considered as a
reference point and reference vectors updated accordingly.

IV. EXAMPLE INTERACTIVE MOEA

To illustrate our idea, we present here an interactive MOEA
based on the reference vector guided evolutionary algorithm
RVEA [9]. The RVEA algorithm decomposes the objective
space into subspaces using reference vectors and balances
between convergence and diversity with an angle penalized
distance scalarization. More details about RVEA can be found
in [9]. It has been shown in [9] that RVEA can be used to
take into account a priori preferences by adjusting the set of

reference vectors accordingly. That forms the basis for our
interactive RVEA algorithm which is able to consider different
types of preference information as described in Section III.

A. Interactive RVEA

The main steps of interactive RVEA are shown in Algorithm
1. As input, the algorithm requires three parameters: the
number of reference vectors used, the number of generations
to run RVEA between the interactions, and the number of
solutions to be shown to the DM at each interaction. The
number of reference vectors NV used should increase with
the number of objective functions but, on the other hand, it
should be much smaller than without the use of preferences
[8], [9]. For example in [9], ten reference vectors were used to
find preferred solutions for three-objective problems while in
[8], only five and ten reference points were used for three- and
10-objective problems to find preferred solutions, respectively.
Note that in both [8] and [9] with a priori preferences, it
is mentioned that the extreme reference points/vectors (i.e.
vectors with one component equal to 1 and the rest equal
to 0) should be added in order to appropriately normalize and
translate the objectives, respectively. Therefore, we also always
add the extreme reference vectors in interactive RVEA.

Algorithm 1 Interactive RVEA
Input: NV = number of reference vectors; NG = a number
of generations to run RVEA; NS = a number of solutions
to be shown to DM at each interaction
Output: The solution most preferred by DM

1: Create a set of uniformly distributed unit reference vec-
tors V0 of size NV , an initial population P0 of size NV

randomly, and set interaction counter it = 0
2: Run RVEA for NG generations with initial population Pit

and reference vector set Vit

3: Show NS solutions of the final population of RVEA to DM
4: If DM wants to stop, go to step 9
5: Ask DM to indicate preferences
6: Adjust Vit+1 based on preferences
7: Set Pit+1 as the final population of RVEA from step 3
8: Update it = it+ 1 and go to step 2
9: Ask DM to indicate the most preferred solution as the final

solution

The second input parameter, i.e., the number of generations
NG to run RVEA affects how fast the solutions converge
towards the Pareto front. In interactive RVEA, it is not required
that the solutions are necessarily close to the Pareto front
in the beginning of the solution process, so the number of
generations used can be set e.g. according to the available
budget for function evaluations. The third input parameter, i.e.,
the number of solutions NS shown is determined by the DM
and must be between one and NV .

In the first step, uniformly distributed unit reference vectors
and a random initial population are generated to run the
standard RVEA for NG generations in step 2 before the first
interaction with the DM. Then in step 3, NS solutions from



the final population obtained from step 2 are presented to the
DM. If the size of the final population is greater than NS ,
then clustering is used to obtain NS solutions to be shown
to the DM. Step 4 is the termination step for the algorithm
where the DM has to choose whether to continue searching
for better solutions or to stop the search process and identify
the most preferred solution among the ones shown in step
9. Convergence based on termination by the DM is often
referred to as psychological convergence [4]. If the DM wants
to continue, (s)he is assumed to provide new preferences in
step 5 in some of the forms described in Section III. Based on
the new preferences, the set of reference vectors is adjusted
accordingly in step 6. Note that finally the extreme reference
vectors are added to Vit+1. For the next run of RVEA, the
final population from the previous run is used as the initial
population. Finally, interaction counter it is updated and the
algorithm is continued from step 2.

B. Visually driven user interface

An important part of the implementation of an interactive
multiobjective optimization method is a user interface which
facilitates interaction with the DM. A user interface is used
for visualizing the solutions to the DM, the DM evaluating
those solutions and the DM providing preferences for the
subsequent iteration. Essential to these tasks is the capability
of visualizing high dimensional data and visual interaction
(meaning that visualization techniques are dynamic instead
of static and they respond to the DM’s actions). Typically in
the literature, interaction between the DM and the algorithm
is considered only in the algorithmic level and no effort is
devoted to an actual implementation of the interaction. Next,
we briefly summarize the few ideas presented to implement
the interaction.

In [27], a heatmap based visualization was combined with
numerical values of the solutions and a visualization of a
solution in the decision space (2D shape). In [32], a parallel
coordinate plot was combined with 2D scatter plots and a
visualization of solutions in the decision space (2D/3D shape).
The parallel coordinate plot and 2D scatter plot were linked,
i.e., when a solution is highlighted in one of the plots, it will
also be highlighted in the other one to enable uncovering
hidden dependencies [35], [36]. This approach was further
improved in [37] where usage of multiple 2D scatter plots
and free positioning of the plots was enabled. Note that
in all the three approaches, the objective function and the
decision variable values are shown in the same visualization.
Sketches of dynamic sliders for providing the preferred ranges
for the objectives was proposed in [31] where the dynamic
nature gives the DM a feeling of a responsive system. Parallel
coordinate plots were linked with 3D scatter plots in [38] while
[17] proposed interaction without any numerical values by
brushing interesting regions in the objective space although
not many details were given. Finally, visual steering was
proposed in [39] utilizing the ATSV visualization toolkit.
(ATSV provides different types of visualization techniques
including interactive 3D plots and supports linking.)

Our goal is to develop a visually driven user interface which
is responsive and fully supports the interaction with the DM.
We identify the required properties of such an interface and
demonstrate some of them together with the interactive RVEA.
The earlier approaches described above provide good ideas
for developing our interface. First, we start from visualization
capabilities of high dimensional data and for that we use
parallel coordinate plots. For example, widely used scatter
plots can not be directly used to visualize more than three
dimensional data although more dimensions can be added
e.g. by using color, size or orientation of the markers. On
the other hand, widely used PCPs scale quite well for high
dimensions and their usage for visualizing high dimensional
data has been encouraged e.g. in [38], [35], [40]. Secondly, the
interface should be responsive as already mentioned and one
way to support that is to use dynamic filtering (also known
as brushing) as in [31]. In other words, when the DM adjusts
the filters, the system dynamically shows only those solutions
that remain within the filters. This is usefull e.g. when several
solutions are to be examined simultaneously. Another way of
increasing responsiveness is to use linked plots which is highly
encouraged in the visualization literature [35], [36]. In our
case, it can mean linking PCPs with e.g. 3D scatter plots as
was done in [38]. In the numerical example of this paper, we
use the web based PCP tool developed in Prof. Patrick Reed’s
group in Cornell [41] which also offers responsive brushing.
An example of visualization in our user interface is shown in
Figure 1. Adding linked plots to it will be a future research
topic.

V. NUMERICAL EXAMPLE

To demonstrate the capabilities of the interactive RVEA
algorithm, we next apply it to a multiple-disk clutch brake
design problem introduced in [42]. We chose this because it
describes a practical problem where the objective functions
have a real meaning when compared e.g. to the various test
problems typically used to test MOEAs. This makes the
interactive solution process meaningful since the preferences
and actions of the DM have some justification.

A. Multiple-disk clutch brake design

The problem describes optimal design of multiple-disk
clutch brake and has five objective functions, five decision
variables and eight inequality constraints. The objectives are
to minimize 1) mass of the brake [kg], 2) stopping time [s],
3) number of friction surfaces, 4) outer radius [mm], and 5)
actuating force [N ]. Due to different scales of the objectives,
they are normalized inside the algorithm based on the current
population. The decision variables are 1) the inner radius
[mm], 2) the outer radius [mm], 3) the thickness of discs
[mm], 4) the actuating force [N ], and 5) the number of friction



surfaces. The resulting five objective optimization problem is
of the form

minimize f1 := mass of the brake [kg],
minimize f2 := stopping time [s],
minimize f3 := number of friction surfaces,
minimize f4 := outer radius [mm],
minimize f5 := actuating force [N]

subject to x1 := inner radius [mm],
x2 := outer radius [mm],
x3 := thickness of the disc [mm],
x4 := actuating force [N],
x5 := number of friction surfaces,
x = (x1, . . . , x5) ∈ S,

(2)

where S denotes the feasible decision space with respect to
variable bounds 60 ≤ x1 ≤ 80, 90 ≤ x2 ≤ 110, 1 ≤ x3 ≤ 3,
600 ≤ x4 ≤ 1000 and 1 ≤ x5 ≤ 10 as well as the inequality
constraints. Note that objectives f3 − f5 are also decision
variables. In addition to [42], the problem has been considered
in [43] (with objectives f1 and f2) and [44]. More details can
be found in [43].

B. Interactive solution process
Next, we describe an interactive solution process for finding

the most preferred multiple-disk clutch brake design. Typically
in the EMO community, the performance of novel algorithms
is measured by using various performance indicators devel-
oped for describing convergence and diversity. This is well
justified when the goal is to approximate the whole Pareto
front (although challenges will emerge when the number of
objectives increases). Some research has also been conducted
to evaluate the performance of MOEAs utilizing a priori
preferences [45], [46] but evaluating the performance of in-
teractive methods remains an under-explored research topic.
Some attempts have been made towards this by using a fixed
value function to simulate DM’s preferences (e.g. [20], [29]).
However, this does not describe well the situation with a
human decision maker since one of the main advantages of
interactive methods is that they allow the DM to change his/her
preferences if needed when new insight is gained from the
behaviour of the problem during the search process.

A preliminary approach to automatic performance eval-
uation of interactive methods has been presented in [47]
where the idea is to mimic the behaviour of a human DM
who adjusts preferences based on insight gained during the
search. In this paper, we aim at illustrating the potential of
interactive RVEA in decision making with a high number of
objectives. Further, we do not focus on performance evaluation
as such since the proposed interactive RVEA is our first
attempt to realize an interactive MOEA capable of utilizing
different types of preference information and it is still under
development. Above, we have identified aspects that still need
further research and the performance evaluation is one of our
future research topics in addition to those.

The parameter values used in this study were r = 0.15,
NV = 10 + 5 = 15 (includes the extreme reference vectors),

NG = 1000 (which means around 15000 function evaluations
between interactions) and NS = 10. These values are chosen
just to demonstrate the performance and their effect on the
performance is left as a future research topic due to the page
limit. To reduce the number of solutions to be NS , k-means
clustering was used and the closest solution to the cluster cen-
troid was chosen. For the first interaction, the solutions shown
to the DM are presented in Figure 1. The DM wanted first to
know what kind of solutions are available within the ranges
0.400 ≤ f1 ≤ 1.00, 6.00 ≤ f2 ≤ 15.0, 3.00 ≤ f3 ≤ 6.00,
92.0 ≤ f4 ≤ 100.0, and 650.0 ≤ f5 ≤ 850.0. Based on
the ranges, the reference vectors were updated as described
in Section III and the solutions obtained after running RVEA
were following quite well the given ranges as can be seen in
Figure 2.

Among the solutions shown, the DM liked solution z =
(0.555, 9.61, 6.00, 90.2, 607.8) since it had the smallest value
for the stopping time. Therefore, he selected it as a preferred
one among the solutions shown and, thus, wanted to see more
solutions around it. Again, the set of reference vectors was
updated based on the preferred solution and new solutions
were computed by running RVEA. The solutions obtained are
shown in Figure 3 and, as can be observed, they were similar
to the ones obtained in the previous iteration. In fact, the values
for the stopping time were impaired a bit while the number of
friction surfaces, outer radius and actuating force improved a
little as a consequence.

This time, the DM was interested to see whether he could
get the stopping time closer to 9.0 by giving a reference point
z̄1 = (0.600, 9.50, 5.00, 92.0, 650.0). After running RVEA
again with an updated set of reference vectors, solutions
shown in Figure 4 were obtained. The solutions obtained
did not have values for the stopping time closer to 9.0 as
desired, so the DM provided a new reference point z̄2 =
(0.650, 9.00, 6.00, 92.0, 700.0) with even a smaller value for
the stopping time and a bit larger values for the number of
friction surfaces and actuating force that the DM thought to
be the limiting factors for improved the stopping time.

The solutions obtained corresponding to the new reference
point are shown in Figure 5 and indeed there are solutions
with a smaller stopping time. Now it can be observed that
the three solutions with the smallest stopping times seem to
correspond to the number of friction surfaces equal to 6 and,
further, the stopping time reduces with an increased actuating
force. The DM was satisfied with the solutions obtained and
did not want to continue. Finally, the chose the solution
z∗ = (0.700, 9.27, 6.00, 90.9, 647.4) as the most preferred one
because it had a small enough stopping time without too much
increase on the other objectives.

The interactive solution process is summarized in Table I.
As can be seen, the DM utilized different types of preference
information to perform different tasks (investigate a region,
search the surroundings of a promising solution and look for
improved/missing solutions). These kinds of tasks are typical
in decision making processes and performing them is enabled
by the interactive RVEA.



Fig. 1. A screenshot of the PCP based user interface utilizing [41]. Solutions obtained after the initial run of RVEA without preferences are shown before
the first interaction. In addition to PCP of the solutions, the objective function values of the solutions are shown as numbers.

TABLE I
ACTIONS OF THE DM DURING THE INTERACTIVE SOLUTION PROCESS.

Interaction # DM action
1 Preferred ranges: f l = (0.400, 6.00, 3.00, 92.0, 650.0), fu = (1.00, 15.0, 6.00, 100.0, 850.0)
2 Select preferred solution: z = (0.555, 9.61, 6.00, 90.2, 607.8)
3 Reference point: z̄1 = (0.600, 9.50, 5.00, 92.0, 650.0)
4 Reference point: z̄2 = (0.650, 9.00, 6.00, 92.0, 700.0)
5 Final solution: z∗ = (0.700, 9.27, 6.00, 90.9, 647.4)

VI. CONCLUSIONS

The aim of this paper is to improve interactive multiob-
jective evolutionary algorithms to further support decision
making in situations with more than three objectives. We
have contributed to that by presenting an approach to unify
four different types of preference information and included
this into the interactive reference vector guided evolutionary
algorithm introduced here. In addition, we have identified
some desired properties for a visually driven user interface
which is an essential part of the interaction between a DM and
an interactive algorithm. The potential of the interactive algo-
rithm introduced together with the first prototype of a visually
driven user interface has been demonstrated by describing an
interactive solution process of a multiple-disk clutch design
problem with five objectives. Based on the solution process,
the possibility of using different types of preference informa-
tion within a single interactive algorithm seems promising for
further development. As future research topics we will focus
on sensitivity analysis of the parameters in interactive RVEA,
evaluating interactive MOEAs, improving the prototype of
the visually driven user interface and developing a version
of the algorithm for computationally expensive optimization
problems.
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Fig. 2. Solutions shown to the DM after the first interaction including the given ranges in red (and marked with X).

Fig. 3. Solutions shown to the DM after the second interaction including the preferred solution in red (and marked with X).

Fig. 4. Solutions shown to the DM after the third interaction including the given reference point in red (and marked with X).

Fig. 5. Solutions shown to the DM after the fourth interaction including the given reference point in red (and marked with X).


