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Abstract—Biometric authentication (BA) is becom-
ing more and more popular. Usually, we expect that BA
can make various service systems more secure, but in
fact it can be more dangerous. For example, fingerprint
is one of the popular biometrics for authentication.
We say it is dangerous because we cannot change our
fingerprints even if they are collected and duplicated
by some malicious third parties. This kind of “life-
long” biometrics, once they are stolen, can never be
used as an authentication factor in the future. To solve
the problem, we may use “changeable” biometrics.
Examples include face, voice, and hand-writing char-
acters. In this study, we use hand-writing characters.
Hand-writing characters can change naturally in the
aging process, they can also be changed intentionally
through training. This paper investigates the feasibil-
ity of on-line user identification using hand-writing
non-alphanumeric characters. Our main purpose is to
develop some core technologies that can improve the
security of service systems in some Asia countries that
use Chinese characters.

I. INTRODUCTION

Biometric authentication (BA) has become a popular
method for authentications. Fingerprint is one of the most
popular factors used for BA. It is widely used in our daily
lives (entrance control, banking, mobile device login, etc.)
and many people trust it. In fact, there is a trend that most
users trust BA too much. Of course, fingerprint-based BA
is more secure than weak human-memorable pass-phases
or PIN codes. However, BA also has several not negligible
problems. One problem is that the number of biometric
factors we can use is limited. Generally, we have 2 hands,
10 fingers, and 2 eyes. We may have vein, fingerprint, iris,
and so on, and these are the main factors for BA. Even if
we use one of them to authenticate the user for each device
or place, we can provide only 14 different features. This
number is definitely not enough in our life time (around
80 years in average).

Another problem is the easiness to collect and duplicate.
In the case of fingerprint, some third parties can get our
fingerprints easily because we touch many things everyday.
In other words, we may spread our own authentication
factors everyday, and everywhere. It is worse that even if
our biometrics are stolen, we cannot change them in our
whole lives. Thus, using “life-long” biometrics for BA can
be very dangerous.

To avoid the above problems, it is natural to use change-
able factors such as face, voice, and hand-writing (or
written) characters. Since face and voice can be collected
and duplicated easily by the third party, we focus on hand-
writing characters in this study. Hand-writing characters
can change naturally in the ageing process, they can also
be changed intentionally through training. In addition,
writing environment (e.g. tablet terminal or smart phone)
may also change the features of hand-writing characters.
For example, although the same person can write very
similar characters on the same smart phone, it is difficult
for the third party to duplicate the characters with a
different device. Further, in recent years, we usually do
not really “write”, but “type”. Therefore, it is difficult for
the third party to collect a set of writing characters via
the internet or paper-based notebooks. Thus, hand-writing
characters can be a secure factor for BA.

In this paper, we investigate the feasibility of BA based
on non-alphanumeric characters. In Japan, it is natural to
ask the ordinary users to write some Chinese characters
(Kanji) or Kana characters in the authentication pro-
cess. This time, we investigate, through some preliminary
experiments, the “strength” of different characters (e.g.
Kanji, Hiragana and Katakana) for BA.

II. THE PROPOSED PROTOCOL

In this section, we present the detail of the protocol
which we propose. Fig. 1 is the flowchart of the our
protocol.

A. Client Side

The role of the client is to collect strokes of hand-writing
characters and send them to the server. Each character
consists of a set of writing points, times, and the ID of
the stroke to which each point belongs. We can reproduce
hand-writing characters from the strokes.

B. Server Side

On the server side, the server generates a character set
randomly or based on some prespecified rule, and sends
them to the client, it then receives strokes from the client.
Finally, the server identifies the user using the received
strokes and send back the result.



C. The flow of authentication

1) User requests to acquire service.

2) The server generates a character string from the
character set and send them to the client.

3) The client collects hand-writngs based on the gener-
ated random string and send them to the server.

4) The server authenticate the user and sends result to
the client.

Request to acquire service
<
Generate random string from the database
>
>

Collect hand-writings and send them back

<
<

Compare them, and send result

\4

-\ -\

Fig. 1. Flow of the proposed protocol

III. FUNDAMENTAL KNOWLEDGE
A. Relationship among Hiragana, Katakana, and Kanji

As we know, Kanji was born in China, and Japanese
people have imported and used them for so many years.
Japanese people made Hiragana and Katakana from Kanji
around 1,100 years ago, but there is clearly difference
between Hiragana and Katakana. Hiragana was made from
Kanji in cursive style, but Katakana was made from a part
of Kanji, therefore some of Katakana are very similar to
Kanji. For example, Katakana = and Kanji —, Katakana
/\ and Kanji /\ are very similar.

B. Shape Primitives Probability Distribution Function

We choose the shape primitives probability distribution
function (SPPDF)[1] as the method to extract features
from hand-writing characters. This is a very effective
method to extract features from hand-writing Chinese
Kanji character sentences to identify writers.

SPPDF treats strokes in the character as simplified
direction. The probability distribution of the combinations
of these directions is the extracted feature. We can obtain
256 (16 directions by 16 directions) dimensional feature
vectors for each character. Fig. 2 and Fig. 3 show the fea-
tures corresponding to & and 77 written by two different
writers.

IV. DATASET

In this section, we provide information about how we
collect the data and the environment. We collect hand-
writing Japanese characters which are written by young
Japanese. As we mentioned in section ITI-A, there are 3
types of characters in Japanese, Hiragana, Katakana, and
Kanji. Hiragana (Table I) and Katakana (Table II) have
48 kinds of characters each. And we choose 80 basic Kanji
(Table IIT) that most be mastered by first-year elementary

school students in Japan. We totally collected 880 kinds
of characters.

We use the iPad Air to collect characters, because it is
one of most popular tablet devices. One of our purposes is
to propose a new protocol for user identification without
any special equipment, therefore we have to choose a
common device.

Each writer wrote each character 5 times using his
finger. Fig. 4, 5, and 6 show some examples.

Fig. 3. Features of Hiragana & and Katakana 77 by writer-B

TABLE 1
HIRAGANA CHARACTERS
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TABLE II

KATAKANA CHARACTERS
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TABLE III

KANJI CHARACTERS
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Fig. 4. Characters written by writer-A
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Fig. 5. Characters written by writer-B
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Fig. 6. Characters written by writer-C

V. EXPERIMENT I: CONFIRMATION OF USEFULNESS OF
CHARACTERS

A. Method

We calculated Euclidean distances between the feature
vectors of each pair of characters. Figs. 2 and 3 are several
sample graphs of the extracted features. And we define
some distances among hand-writing characters to measure
usefulness of characters.

1) Intra distance
This is the distance between hand-writings of the
same character written by the same writer. We focus
on 3 types of intra distances, the minimum, the
average, and the maximum.

2) Inter distance
This is the distance between hand-writings of the
same character written by different users. And we
also focus on 3 types of inter distances, the mini-
mum, the average, and the maximum.

3) Inter-intra distance
We define inter-intra distance as the difference be-
tween the minimum inter distance and the maximum
intra-distance.

B. Results

We obtained feature vectors for 432 character sets by
3 writers. We show the result which is sorted by inter-
intra distance in ascending order in Table IV, the Table V
is same the result but in descending order. Both of them
show the top 20 sets.

The intra-class means distance between the same char-
acters written by the same writer, and the inter-class
means distances between same character written by dif-
ferent writers.

The column which is named inter-intra shows difference
between minimum value of the inter-class distance and
maximum value of the intra-class distance, therefore this is
one of the index of usefulness of the character. When this
index becomes higher value, it means the character written
by the writer has unique characteristics, otherwise not so
much.

Table IV and Table V show features extracted from
Kanji are more unique than Katakana, even if the Kanji
is very simple (like /\ or [1). And there is an interesting
result. Kanji /\ written by writer-B is in the second place
by inter-intra class distance, but Katakana /\ written by
the same writer is in the lower second place. Kanji /\ and
Katakana /\ are almost the same character, but the score
shows opposite results. We will discuss this later.

We can also read from Table V that more than half of
worst 20 sets are Katakana characters. And from the all
results, around 50 sets are not suitable for our purpose.
Most of the 50 sets are also Katakana or Hiragana char-
acters.

C. Discussion

In this time, we obtained results for 432 character sets.
And we give two Tables IV, V for their top/worst of 20
characters.

As we mentioned in the previous section, Kanji /\ and
Katakana /\ which are written by the same writer show
the opposite results. To discuss this problem, we provide
some figures and graphs. Fig. 7,9, 11, 13 are the images of
characters, and Fig. 8, 10, 12, 14 are the graphs for their
features.

As seen, they two have almost same silhouette, so there
is no difference between the features which extracted from
them written by writer-A. But in the case of written by
writer-B, the feature extracted from /\ is different from
other /\ and /\. Writer-B has habit on /\ and it makes
difference among other similar characters.

Kanji /\ written by writer-B is unique. It is the cause
that makes inter-class distance between writer-A and
writer-B on Kanji /\ to be far. On the other hand, their
Katakana /\ are not unique, but plain characters, so the
interclass distance becomes close.

From these facts, simple Katakana and Kanji characters
which make from straight lines are basically not suitable.
But some writers have very unique habit on their hand-
writing, and it could be unique features.



As we mentioned, there is tendency to Katakana charac-
ters are not suitable for this usage, because most of them
are very simple characters. It shows that we should not
only remove simple characters from the candidates, but
also need to collect features from not suitable characters
and compare to others.

VI. EXPERIMENT II: CONFIRMATION OF
PERFORMANCE

A. Method

First, we filter characters by inter-intra distance. This
means to remove unsuitable characters.

We repeat 1,500 times to randomly select a writer, 5
characters written by another randomly selected writer as
a testing set, and apply bellow steps for each character.

Step 1: Define similarity values among input character
and characters which in the database without
using the testing dataset. In this time, we choose
some simple similarity definitions. The minimum
intra-class distance-based similarity S, is given
in Eq. 2, the average of intra-class distance-based
similarity Sq.q is given in Eq. 3, and the maxi-
mum intra-class distance-based similarity S,qq iS
given in Eq. 4.

Define dynamic thresholds for each characters,
and writers. We make groups of characters by
writer and character, and obtain threshold from
character without the test character by Eq. (1).
Compare the similarity and thresholds. In the
case of same writer, the similarity should be less
than the threshold.

Step 2:

Step 3:

1
Tuserichar = m (1)
where d,,.; is the maximum intra-class distance.
1
Smin = —————— 2
e 1+ dmin ( )
where d,,;, is the minimum intra-class distance.
1
Savg = ———— 3
= T 3)

where dg.4 is the average of intra-class distance.

1
m = 4
Smas = 7 + dimaz @

where d,,,, 1S the maximum intra-class distance.

Following steps are the flow for training, testing.
Step 1: Initialization
Select the true user: @
Select the login user: j
Select M characters: m =1,2,--- /M
Number of success: Ng =0
Counter for test: k=1

G o =

Step 2: m = l.success =0
Step 3: Select test data
1. TestData = SelectTest Data(2(m, 5))
2. TrainData = Q(m, 1)
where Q(character_id,writer) is a function
which returns a randomly selected character
filtered by character_id and writer.
3. If i == j then
TrainData = TrainData — {TestData}
Step 4: S = Similarity(TrainData, Test Data)
Step 5: Check results
1. Ifi==j AND S > T(i,m) then success + +
2. Ifi'=45 AND S < T(i,m) then success + +
Step 6: m + +; If m < M then return to Step. 3
Step 7: If success > T then Ng + +
Step 8: k + +; If kK < Nyeq then return to Step. 2
Step 9: Ng/Niest — successrate

B. Results

In this time, we filtered characters which have inter-
intra distance less than 0.0 and used 398 characters for
the experiments.

Here, we show results of experiments used similarity
Egs. (2), (3), and (4).

But our results are arrays of Boolean values, so we
need to define how to evaluate them. In this time, we
simply count up the number of true in the result and
if it is more than the threshold t then treat it as true,
otherwise false. We choose 3, 4, and 5 as the threshold and
Table VI, VII, VIII are results with 3, Table IX, X, XI are
t = 4, and Table XII, XIII, XIV are t = 5 setting.

TABLE VI
ACCURACY WITH Spyin(t = 3) : 65.6%
Prediction
True | False
[@)
-
§ % 500 516
21 Z| o 484
€]
TABLE VII
ACCURACY WITH Squg(t = 3) : 88.2%
Prediction
True | False
[@]
- | 5
g & 494 170
S 3
< | = 6 830
€]
TABLE VIII
ACCURACY WITH Spmaz(t = 3) : 88.3%
Prediction
True | False
[
- | 2
g & 343 18
R
< | 2| 157 | 982
=




TABLE IV
RESULT WHICH SORTED BY INTER-INTRA CLASS DISTANCE IN ASCENDING ORDER

intraclass distance interclass distance
Character | Kind [ Writer [[ inter-intra min [ average | max min | average | max
+ Kanji B 1.3774 0.01726 0.0285 0.0414 1.4188 1.7772 2.0911
\ Kanji B 1.2755 0.12171 0.1572 0.2061 1.4817 2.0238 2.6188
Eal Kanji A 1.1826 0.02201 0.0310 0.0385 1.2211 1.5303 1.8347
\ Kanji A 1.0832 0.09932 0.1361 0.2262 1.3094 2.1362 3.3982
= Katakana B 1.0609 0.06341 0.1000 0.1517 1.2126 1.6633 2.3982
T Kanji C 1.0374 0.04558 0.0623 0.0934 1.1309 1.6839 2.2556
= Kanji C 1.0149 0.02957 0.0437 0.0617 1.0767 1.7898 2.5465
= Kanji C 1.0003 0.00868 0.0112 0.0161 1.0165 1.1072 1.2168
h Kanji B 0.9479 0.02684 0.0337 0.0389 0.9869 1.1229 1.2640
h Kanji B 0.9273 0.02926 0.0442 0.0656 0.9929 1.2765 1.4434
] Kanji A 0.9170 0.02248 0.0292 0.0375 0.9546 1.1931 1.3975
7 Kanji C 0.8875 0.03026 0.0443 0.0661 0.9536 1.5556 2.0847
I\ Kanji ¢ 0.8692 0.02432 0.0377 0.0493 0.9185 1.3124 1.8073
h Kanji C 0.8670 0.01775 0.0337 0.0554 0.9224 1.2003 1.4418
h Kanji C 0.8629 0.01823 0.0243 0.0377 0.9006 1.1781 1.3703
i Kanji B 0.8609 0.05344 0.0731 0.1035 0.9644 1.2249 1.7748
B Kanji B 0.8421 0.03415 0.0536 0.0897 0.9319 1.0963 1.2838
=T Katakana B 0.8344 0.02146 0.0349 0.0542 0.8886 1.1928 1.4979
— Kanji C 0.8090 0.08092 0.1024 0.1182 0.9272 1.1907 1.5854
] Kanji C 0.8074 0.05000 0.0769 0.1482 0.9556 1.0929 1.3742
TABLE V
RESULT WHICH SORTED BY INTER-INTRA CLASS DISTANCE IN DESCENDING ORDER
intraclass distance interclass distance
Character | Kind | Writer || inter-intra min [ average | max min [ average | max
/\ Katakana B -0.5553 0.3919 0.6226 1.0579 0.5025 1.1585 1.8558
< Hiragana B -0.4173 0.1571 0.2962 0.6489 0.2316 0.5358 1.4878
~ Hiragana B -0.3899 0.1962 0.4519 0.9019 0.5119 1.1465 3.0017
L Hiragana A -0.2869 0.2163 0.3349 0.6537 0.3667 0.5814 1.1191
Y Katakana B -0.2465 0.2154 0.3683 0.5689 0.3224 0.7749 1.2402
7 Katakana A -0.2209 0.1213 0.2122 0.4467 0.2258 0.4931 1.3606
< Hiragana B -0.1280 0.0872 0.1723 0.2780 0.1499 0.3201 0.4841
7 Kanji C -0.1228 0.1071 0.2015 0.4108 0.2879 0.6237 0.8708
~ Katakana A -0.1029 0.2455 0.3821 0.6347 0.5318 0.8090 1.1012
F Katakana B -0.0884 0.1005 0.1527 0.3248 0.2363 0.3371 0.5777
ES Hiragana A -0.0709 0.0636 0.1133 0.1711 0.1001 0.2132 0.3763
i Katakana A -0.0703 0.0902 0.1803 0.3522 0.2819 0.5544 1.2672
T Katakana A -0.0664 0.0455 0.0801 0.1700 0.1035 0.2048 0.5042
) Katakana B -0.0634 0.1275 0.2296 0.3429 0.2794 0.4553 0.6682
17 Katakana B -0.0548 0.1491 0.2172 0.3048 0.2500 0.4757 0.7306
X Katakana A -0.0438 0.1637 0.2139 0.2781 0.2342 0.4729 0.7608
| Katakana B -0.0392 0.1483 0.2395 0.5096 0.4703 0.6131 0.7473
) Hiragana B -0.0377 0.0492 0.0831 0.1270 0.0892 0.1492 0.2782
L Katakana B -0.0257 0.1228 0.1937 0.2786 0.2529 0.5415 1.0873
7’ Katakana A -0.0242 0.0824 0.1220 0.1984 0.1741 0.2662 0.4004

C. Discussion

In this time, we prepare a small dataset for our experi-
ments. We have only 5 data for each characters/writers, so
we can use only 4 of them for training. But the results of
experiment B show that we can obtain 3.1% (Table X) of
false-positive rate and totally 92.0% of accuracy by using
simple features and methods.

In the previous section, we presented 9 tables of the
results. These results show that the size of dataset is not
enough, in other words, the effect from outliers is large.
So the accuracy could be better with larger dataset.

These results mean that the feasibility of on-line user
identification using hand-writing non-alphanumeric char-

acters is high.

VII. CONCLUSION

In the paper, we discussed feasibility of on-line user
identification based on hand-writing Japanese characters.
According to results given in this paper, we can identify
users by their hand-writing characters.

However, the results show that there are some not
suitable characters. Table V shows more than half of worst
20 characters are Katakana characters, but as mentioned
in previous section, we should not only remove simple
characters from the candidates, but also need to collect
features from not suitable characters and compare to



TABLE IX
ACCURACY WITH Sppin(t =4) : 85.0%
Prediction
True | False
[
-~ | 2
g & 488 213
R
< | = 12 787
=
TABLE X
ACCURACY WITH Squg(t =4) : 92.6%
Prediction
True | False
[¥]
£ 5 421 31
R
<|=| 79 969
=
TABLE XI
ACCURACY WITH Spmaz(t =4) : 78.0%
Prediction
True | False
Q
E 5 172 1
R
< | 41| 328 | 999
=
TABLE XII
ACCURACY WITH Spyin(t =5) : 90.5%
Prediction
True | False
Q
E 5 390 32
R
< | = 110 968
=
TABLE XIII
ACCURACY WITH Sqvg(t =5) : 81.8%
Prediction
True | False
Q
- | 2
g & 229 2
S g
< | = 271 998
=
TABLE XIV
ACCURACY WITH Spaz(t =5) : 68.8%
Prediction
True | False
[
g 5 32 0
R
< | 2| 468 | 1000
=

other. After that, measure usefulness of them and decide
to use them or not.

SPPDF was originally designed for identifying writ-
ers from hand-writing Chinese sentences. But the results
shows that it can be used for not only Chinese but also
Japanese characters under this situation and has enough
performance.
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Fig. 7. Five Kanji /\ written by writer-A

Fig. 8. Features of Kanji /\ written by writer-A
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Fig. 9. Five Kanji /\ written by writer-B

Fig. 10. Features of Kanji /\ written by writer-B

In this time, we do not use some features which are size
of characters and writing speed. They could be effective
features which represented by previous researches.

In the feature, we will try to use these features and com-
pare them. And we will also try to collect larger dataset
to verify these results and improve its performance.

Using classifier is another future work. Making mod-
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Fig. 11. Five Katakana /\ written by writer-A

Fig. 12. Features of Katakana /\ written by writer-A
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Fig. 13. Five Katakana /\ written by writer-B

Fig. 14. Features of Katakana /\ written by writer-B

els for each writer and character probably makes better
results. We will consider to calculate cost and its perfor-
mance.
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