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Abstract— The Motion Cueing Algorithm (MCA) oversees 
regenerating the motion feeling of the real vehicle for the 
simulation-based motion platform (SBMP) within the physical 
limitations. Model Predictive Control (MPC) is recently employed 
as an MCA, which is called MPC-based MCA due to the 
consideration of the plant’s boundaries in finding the optimal 
input signal. The computational load of the MPC directly relates 
to the control horizon and prediction horizon of the MPC. In this 
paper, a new optimisation method using butterfly optimisation 
algorithm is developed to find the optimal control horizon and 
prediction horizon of MPC-based MCA. The proposed method 
reduces the time of the tuning process of the MPC-based MCA, 
which is usually carried out via trial-and-error and genetic 
algorithm methods. Also, the trial-and-error method increases the 
motion sensation error and insufficient usage of the SBMP. The 
model is validated using MATLAB simulation environment, and 
the outcomes show that the developed butterfly optimisation 
algorithm will lead better motion sensation with less wrong motion 
signals and low computational burden compared with the trial-
and-error and genetic algorithm method. 

Keywords— motion cueing algorithm, model predictive control, 
MPC horizons, meta-heuristic algorithm, butterfly optimisation 
algorithm, genetic algorithm 

I. INTRODUCTION 
The simulation-based motion platforms (SBMPs) are 

capable of regenerating the 6-degree-of-freedom (6-DoF) 
motions. They have been employed recently in research 
laboratories such as medical or virtual reality because of their 
benefits such as reduction of cost, time and damage [1-3]. The 
SBMPs can be employed for increasing testing the newly 
designed vehicle, road safety, training the drivers and study the 
motion sickness [4]. The parallel and serial manipulators are 
typically used as SBMP [5-7]. As the parallel and serial 
manipulators are restricted due to the limitations of their joints 
[8-10], it is not possible to implement the actual motion signals 
from the real vehicle to the SBMPs [11-13]. 

A. Motion Cueing Algorithm 
It is possible to regenerate the exact motion sensation of the 

real car using motion cueing algorithm (MCA) with respecting 
the SBMP limitations [14]. The main reason for the motion 
sickness is due to the SBMP limitations [4]. Then, it changes 
the perceived motion signals via the vestibular system 
compared with the visually perceived motion signals which 
causes motion sickness. 

The vestibular system is a susceptible sensor that is in charge 
of sensing motions and keeping the postural stability. The 
vestibular system is composed of the semicircular system and 
otolith organs for sensing rotational and translational motions, 
respectively [15, 16]. The otolith organs cannot differentiate 
between the sustained acceleration and tilt. Therefore, the tilt 
coordination channel can be used through MCA to create a 
sustainable acceleration sensation via somatogravic illusion 
[17]. Also, it is essential to respect the human rotational 
perception threshold via the semicircular system to avoid the 
sensation of angular velocity [15]. 

The first MCA is introduced by Conrad and Schmidt [18] 
known as the classical washout filter. The simplicity, easy 
tuning, low computational burden and accessibility are the 
advantages of the classical washout filter. However, there are 
some drawbacks such as constant parameters, worst-case 
motion scenario tuning method and neglection of the human 
vestibular model. Schmidt [19] introduced the adaptive 
washout filter to fluctuate the constant indexes of the classical 
washout filter. Asadi et al. [20] employed the fuzzy logic 
technique in developing the adaptive washout filter, which can 
consider the SBMP limitations and the motion sensation error 
for the SBMP user to generate the accurate motion signals. The 
adaptive washout filter suffers from instability, oscillatory 
response, high computational burden and undesirable spikes. 
The optimal form of the classical washout filter with cogitation 
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of the human vestibular model is called optimal washout filter 
[21]. Unlikely, the optimal washout filter cannot consider the 
SBMP limitations, which is the most critical drawback of the 
mentioned MCA. 

Dagdelen et al. [22] introduced the idea of the optimal MCA 
with the determination of the physical limitations known as 
model predictive control-based (MPC-based) MCA. The MPC 
recalculate the optimal input signal to minimise the error of the 
plant’s outputs in the prediction horizon based on the dynamical 
model of the plant and its’ constraints. The explicit MPC-based 
MCA by the invariant set method is introduced in [23] to reach 
the fast response for the longitudinal channel with 2-DoF 
motion signals. Bruschetta et al. [24] introduced the first 
nonlinear MPC-based MCA using ACADO toolkit [25]. Qazani 
et al. [26] developed the MPC-based MCA for a midsize SBMP 
using the decoupled model of the human vestibular system to 
control the tilt angle more precisely. Recently, Qazani et al. [27, 
28] employed the time-varying MPC in generation of the high 
accurate MCA with consideration of active joints limitations. 

B. Tuning Problem of MCA 
The tuning of the MCA indexes is challenging from the 

introduction of this technique. One of the methods to tune the 
parameters is trial-and-error method. The tuning parameters of 
the MPC-based MCA are complicated as MPC has a lot of 
adaptable indexes such as weights and horizons. Asadi et al. 
[29] employed a genetic algorithm in developing the human 
perception-based MCA. Mohammadi et al. [30] introduced the 
method of the multi-objective GA with the interaction of the 
human case to optimise the tunning weights of the MPC-based 
MCA. The computational load of the MPC directly depends on 
the MPC horizons. MPC horizons determine the size of the QP 
problem. It should be chosen wisely to reach the relevant results 
and acceptable computational burden. Mohammadi et al. [31] 
employed the GA to find the optimal MPC horizons. 
Unfortunately, as GA is a random selection of individuals, the 
convergence speed is slow for finding accurate solutions. 
Accordingly, in tuning the MCA parameters we still need to 
develop accurate algorithms to mitigate local minimum 
problems. This paper aims to apply a better global optimisation 
algorithm called butterfly optimisation algorithm (BOA). The 
inspiration for this meta-heuristic algorithm is the hunting 
actions of butterflies in universe. Through several challenging 
and complex benchmarking problems the BOA demonstrated 
its supremacy to escape from local optima. In this paper, two 
meta-heuristic algorithms, including GA and BOA, are 
employed to find the optimal MPC horizons. Each strategy is 
applied ten times to show the accuracy and efficiency of the 
algorithms. 

Section II explains the central concept of the MPC algorithm 
for the MCA. Section III presents the meta-heuristic algorithms 
and the objective function of MCA. Section IV demonstrates 
the results and discussion of BOA tuning method and are 
compared with GA and trial-and-error tuning methods. The 
conclusions and remarks are represented in Section V. 

II. MPC-BASED MCA 
The sensed specific force via the real vehicle and SBMP 

driver along three axis based on the tilt-coordination channel 
can be calculated as: 

܁ = ቐ
௫݂ ≜ ܽ௫ + ߠ݃
௬݂ ≜ ܽ௬ − ݃߶
௭݂ ≜ ܽ௭ − ݃   

 (1) 

where ܽ௫ , ܽ௬ and ܽ௭  are linear acceleration along x-, y- and z-
axis. Also, ߶ and ߠ are roll- and pitch-angle. 

The technique known as receding horizon [32] is employed 
to apply the first argument of the extracted input signal to the 
mechanism. The MPC is designed based on the discretised 
model of the plant as follows: 
ݐ)୫ܠ + 1) = (ݐ)୫ܠ୫ۯ + ۰୫ܝ୫(ݐ) (2.a) 
(ݐ)ܡ = ۱୫ܠ୫(ݐ) (2.b) 
where ۯ୫, ۰୫ and ۱୫ are matrices of MPC state space model. 
Also, ܝ୫  is the input motion signal, including linear 
acceleration and rotational velocity signal. 

In order to find the translational displacement, translational 
velocity and rotational displacement of the SBMP from the 
inputs of the system, the integral model is formulated as: 
ୢܠ̇ = ୢܠୢۯ +  ୱ (3)ܝ۰ୢ
where ୢۯ ,ୢܠ and ۰ୢ are: 
ୢܠ̇ = ଶݐ݀̈ܺ∬] ∫ ݐ݀̈ܺ  (a.4) [ߠ

ୢۯ = 
0 1 0
0 0 0
0 0 0

൩ (4.b) 

۰ୢ = 
0 0
0 1
0 0

൩ (4.c) 

There are limitations on the input rate, input and output in 
MPC-based MCA, then ∆(ݐ)ܝ ≜ −(ݐ)ܝ ݐ)ܝ − 1)  and 
(ݐ)୫ܠ∆ ≜ −(ݐ)୫ܠ ݐ)୫ܠ − 1) are defined as a variety of input 
and states to consider the limitations of input rates. The 
augment model can be demonstrated as: 

ݐ)ܠ + 1) =  ୫ۯ 
۱୫ۯ୫ ۷൨ (ݐ)ܠ +  ۰୫

۱୫۰୫
൨∆(ݐ)࢛ (5.a) 

(ݐ)ܡ = [  (b.5) (ݐ)ܠ[۷
where ∆ܝ and (ݐ)ܠ are the control input state vector of the 
augment state space model. Eq. (5) is rewritten as: 
ݐ)ܠ + 1) = (ݐ)ܠۯ +  (a.6) (ݐ)ܝ∆۰
(ݐ)ܡ =  (b.6) (ݐ)ܠ۱
where ۰ ,ۯ and ۱ are the matrices of the augment state space 
model of MPC. 

The model predictive control aims to calculate the optimal 
input signal along the control horizon ܰ  that reaches the 
output signal to the actual signal along the prediction horizon 
ܰ. The prediction of the states and outputs in the ݊ sample 

time can be calculated as: 
ݐ)ܠ + (ݐ|1 = (ݐ)ܠۯ +  (a.7) (ݐ)ܝ∆۰
ݐ)ܡ + (ݐ|1 = (ݐ)ܠۯ۱ +  (b.7) (ݐ)ܝ∆۱۰
⋯ (7.c) 
ݐ)ܠ + ܰ|ݐ) = (ݐ)ܠேುۯ + (ݐ)ܝ∆ேುିଵ۰ۯ + ݐ)ܝ∆ேುିଶ۰ۯ +
1) +⋯+ ݐ)ܝ∆ேುିே۰ۯ + ܰ − 1) (7.d) 



ݐ)ܡ + ܰ|ݐ) = (ݐ)ܠேುۯ۱ + (ݐ)ܝ∆ேುିଵ۰ۯ۱ +
ݐ)ܝ∆ேುିଶ۰ۯ۱ + 1) +⋯+ ݐ)ܝ∆ேುିே۰ۯ۱ + ܰ − 1) (7.e) 
where ௦ܶ  and ݐ)ܠ +  are the sample time of the control and (ݐ|݊
the state in the ݊ sample time, respectively. 

The outputs only relate to the input succession and the 
present state. The new vector form of inputs and outputs of Eq. 
(7) called ∆܃  and ܇  where ∆܃ ∈ ℝ(ே∙ே)×ଵ  and ܇ ∈
ℝ(ேು∙ேೠ)×ଵ . ܰ  and ܰ௨௧  are the size of ∆ܝ  and ܇ , 
respectively. Then, the input-output evaluation of the model can 
be presented as follows: 
܇ =  +  (8) ܃∆۵
where  and ۵ are matrices as follows: 

 = ൦

ۯ۱
ଶۯ۱
⋮

ேುۯ۱
൪(ݐ)ܠ (9.a) 

۵ = ൦

۱۰  ⋯ 
۰ۯ۱ ۱۰ ⋯ 
⋮ ⋮ ⋱ ⋮

ேುିଵ۰ۯ۱ ேುିଶ۰ۯ۱ ⋯ ேುିே۰ۯ۱

൪ (9.b) 

If ܛ܀ is the reference signal known as sensed specific force 
and angular velocity of the real vehicle, the cost function is 
determined as: 
(ࢁ∆)۸ = ൫܀ோ − ൯܇


ோ܀൫ۿ − ൯܇ ܃܁܃+ +  (10) ܃∆܀܃∆

where ܀ ,܁ and ۿ are the block diagonal weighting parameters 
associated with the input and input rate and output, 
respectively. Also, ܃ ,܇ and ∆܃ are the predicted future output 
vector, input succession and control action increment series, 
respectively. The input succession ܃ can be determined as: 

܃ =

⎣
⎢
⎢
⎢
⎢
⎡۷  ⋯ 
۷ ۷ ⋯ 
⋮ ⋮ ⋱ ⋮
۷ ۷ ⋯ ۷ᇣᇧᇧᇧᇤᇧᇧᇧᇥ

܂ ⎦
⎥
⎥
⎥
⎥
⎤

܃∆ +

⎣
⎢
⎢
⎢
⎢
ݐ)ܝ⎡ − 1)
ݐ)ܝ − 1)

⋮
ݐ)ܝ − 1)ᇣᇧᇤᇧᇥ

ഥܑ܃ ⎦
⎥
⎥
⎥
⎥
⎤

 (11) 

The new cost function can be found by substituting the Eq. 
(8) and Eq. (11) in Eq. (10) as follows: 
(܃∆)۸ = ൫܀ோ − − ൯܃∆۵


ோ܀൫ۿ −  − +൯܃∆۵

+܃∆܂) ഥ܃+܃∆܂)܁ഥܑ)܃ ܑ) +  (12) ܃∆܀܃∆
where ܁ ,܀ and ۿ are the block diagonal weighting matrices for 
penalising the errors of the input rate, input and output, 
respectively.  
 With a definition of the .܃∆ and ܃ is minimised over (܃∆)۸

۶ ≜ 2(۵܀+۵ۿ + (܂܁܂  and  = 2(۵)ۿ − (ୣୖ܀ +
 :the Eq. (13) can be extracted as ,(ഥ܃܁܂
(܃∆)۸ = ଵ

ଶ
+܃∆۶܃∆  (13) ܃∆

The combination of Eq. (13) with linear constraints is the 
classical expression of the QP problem that is used to optimise 
the ∆܃. Then, the constraints of the MPC model should be 
formulated based on ܠۯ <  :as follows ܊


ଵۻ
ଶۻ
ଷۻ

൩∆܃ ≤ 
ଵܖ
ଶܖ
ଷܖ
൩ (14) 

The constraints are interpreted into three groups, such as the 

inputs rates’ limitations, inputs’ limitations and outputs’ 
limitations. ۻଵ  and ܖଵ  matrices relate to the limitations of 
input rates. ۻଶ and ܖଶ are defined as a constraint’s matrices of 
the input.  ۻଷ and ܖଷ connect the output results, as shown in 
Table I. 

The vestibular system is in charge of the sensation of the 
angular and linear motions. Asadi et al. [15, 16] discovered the 
most reliable transfer function model of the human otolith 
organs and the semicircular system as follow: 
መ(௦)
(௦)

= ை்ைܭ ቀ
(ఛೌ௦ାଵ)

(ఛಽ௦ାଵ)(ఛೞ௦ାଵ)
ቁ (15.a) 

ఠෝ
ఠ

= ቀ ఛభఛೌ௦మ

(ଵାఛೌ௦)(ଵାఛభ௦)
ቁ (15.b) 

where fመ and ෝ߱ are the sensed specific force and sensed angular 
velocity. Also, ܭை்ை=0.4, ߬=5.3 (s), ߬௦=0.016 (s), ߬=13.2 (s), 
߬ଵ=5.3 (s), and ߬=30 (s) in the longitudinal channel. 

III. META-HEURISTIC ALGORITHM 
Meta-heuristic optimisation algorithms are widely used in 

engineering applications because of easy implementation, 
avoiding local optima and popularity. GA [33] as an 
evolutionary-based algorithm is introduced by inspiration of the 
natural evolution. Mohammadi et al. [34] introduced the open 
access GA library using C++ to be used in MCA. Arora and 
Singh [35] introduced BOA recently that inspires via the 
behaviour of butterfly for foraging and mating. Both meta-
heuristic algorithms are employed in this study to minimise the 
motion sensation error and computational load of the model. 

A. Cost Function 
The essential factors of the MPC-based MCA are weights 

and control horizons. The control horizon and prediction 
horizon affect the size of the QP problem, which is the main 
reason for the computational load of the MPC algorithm. 
Prediction horizon enhances the size of the matrix in the QP 
problem. The higher prediction horizon improves the results of 
the MPC as it increases the size of matrices for longer 
forecasting the system. However, higher prediction horizon 
increases the computational load of the system, and it should be 
selected wisely between the best results while having an 
acceptable computational burden. Control horizon decides the 
degree of freedom for control input. Higher control horizon 
increases the dexterity of the system to react quickly for the 
variations. Still, the upper control horizon can cause adverse 
effects such as fluctuation and high computational burden. In 
this paper, an off-line optimisation algorithm is utilised to find 
the optimal MPC horizons in order to minimise the cost 
function as follows: 
)ܬ ܰ ,ܰ) = ெܬ +   (16)ܬݓ
where ܬெ and ܬ are the cost functions related to the MCA 
and computational burden of the system. ݓ  is the 
computational burden cost function. The cost function ܬெ is 
defined as follows: 
ெܬ = መೣݓ ∫൫ መ݂௫ − ௫݂൯݀ݐ ఠෝഇݓ+ ∫( ෝ߱ఏ −߱ఏ)݀ݐ +
௫ݓ ݐଶ݀ݔ∫ + ೣݓ ∫ ௫ܸ

ଶ݀ݐ ఏݓ+ ݐଶ݀ߠ∫ ఠഇݓ+ ∫ ߱ఏ
ଶ݀ݐ +



ೣݓ ∫ܽ௫
ଶ݀ݐ ఈഇݓ+ ఏߙ∫

ଶ݀ݐ ೣݓ+ ∫ ௫݇ݎ݁ܬ
ଶ݀(17) ݐ 

where ݓመೣ ఠෝഇݓ , ௫ݓ , ೣݓ , ఏݓ , ఠഇݓ , ೣݓ , ఈഇݓ ,  and ݓೣ  are 
the influence factors of the sensed specific force, sensed angular 
velocity, translational displacement, translational velocity, 
rotational displacement, rotational velocity, translational 
acceleration, rotational acceleration and translational jerk of the 
MPC-based MCA. The trial-and-error can determine them for 
the cost function. 

The influence of the MPC horizons on the computational 
load of the system is determined using a cost function ܬ. It 
should be a logical function that relates the control horizon and 
prediction horizon to the computational time of the MPC. [31] 
investigated the logical cost function formulation for the MPC-
based MCA via below conditions. 

ܰ ≤ ܰ: The prediction horizon should be greater or equal 
to the control horizon. 
ܬ ݔܽܯ≥ : It is defined to avoid the results with high 

simulation time.  
Then, the computational cost function using the function 

fitting is obtained as [31]: 
ܬ = 0.03 ܰ + 0.039 ܰ

ଶ + 0.00054 ܰ
ଶ + 0.0028 ܰ ܰ (18) 

B. Genetic Algorithm 
The GA is utilized to solve the constrained and unconstrained 

problems as an evolutionary-based algorithm. GA is accessible 
in engineering applications such as optimising MCAs [34]. GA 
was introduced by Holland [33] based on the theory of 
Darwinism. GA is a random selection of individuals from the 
present population. Then, GA extracts the parents and employs 
them to generate the next generation’s children. 

The GA adjustment parameters for finding the optimal 
horizons of the MPC-based MCA is shown in Table II, 
including population size, maximum generation, crossover and 
function tolerance. These parameters affect the precision and 
convergence speed of the GA. The result of the GA can be 
guaranteed using a suitable crossover and mutation rates [36]. 
In this research, the low mutation rate and a high crossover 
fraction are selected based on the recommended settings by 
[33]. The higher population size increases the computational 
load of the GA without noticeable improvement while the lower 
population size reduces the efficiency of the GA. Then, the 
population size of GA for extracting the optimal horizons of the 
MPC-based MCA is chosen to be 100. 

C. Butterfly Optimization Algorithm 
BOA has been first proposed by Arora and Singh [35], and 

its idea is based on the butterfly’s behaviour in nature. In 
contrast to well-known metaheuristics such as GA which keeps 

the qualified solutions, BOA does not get rid of any solutions 
in the search space which means each solution has an equal 
chance for improvement with the new solution. Another 
significant difference of BOA compared with traditional 
evolutionary algorithms which compute the value of fitness 
function for generating the new solutions. The butterflies 
considered as search agents in BOA, move randomly towards 
each other’s and create more new solutions.  

BOA follows three general stages, including Initialization, 
Iteration and Final Stages. In the Initialization Stage, the 
algorithm determines the cost function, solution space and the 
boundary variables of the problem by creating a population of 
individuals. For the second stage, BOA searches the position of 
butterflies in an iteration procedure randomly by calculating 
and storing the fitness values and finally, in the last step, BOA 
reaches to the termination in which it finds the best solution for 
the optimisation problem. 

From the mathematical perspective, the butterflies acting as 
the search agents for the BOA and creates fragrance at their 
positions using ݇ = ܫܿ  where ܿ , ݇ , ܽ  and ܫ  is the sensory 
modality, the perceived magnitude of the fragrance, the power 
exponent dependent on modality and the stimulus intensity, 
respectively. This algorithm is based on two critical steps, 
including universe search stage and local search stage. 

From universe search stage perspective, the butterflies take a 
step in the direction of the fittest butterfly for creating the 
solution ℎ∗ shown in Eq. (19) as: 
௧ାଵݖ = ௧ݖ + ∗ଶℎݎ) − ௧)݇ݖ  (19) 
where the solution vector ݖ  for ith butterfly in ݐ iteration, is 
represented by ݖ௧ . ℎ∗  is for the current best solution found 
between each generated solution in the current iteration.  
 represents a random number in the interval of [0, 1] and ݎ

݇  is devoted to the Fragrance of ith butterfly in the search 
space.  

Eq. (20) Shows the procedure of local search stage as 
follows: 
௧ାଵݖ = ௧ݖ + ൫ݎଶݖ௧ −  ௧൯݇ (20)ݖ
where ݖ௧  and ݖ௧  represent jth and kth butterflies from the 
solution space, respectively. It should be noted that a local 
random walk is generated by Eq. (20), If both ݖ௧  and ݖ௧  belong 
to the same solution. 

Butterflies look for activities such as food and partner using 
strategies described in local and universe stages. Due to the 
proximity of the physical and various other factors such as rain 

TABLE I THE WORKIN AREA LIMITATION OF THE HEXAPOD 
SBMP IN LONGITUDINAL CHANNEL 

Index Position Velocity Acceleration 
x-axis ±0.15 m ±15 m/s ±35 m/s2 

Pitch-angle ±0.1047 rad ±2.35 rad /s ±43.63 rad /s2 
 

TABLE II. GA COEFFICIENT PARAMETERS 
Parameters Value 

Variables [N; Nୡ] 
Population Size 100 

Maximum Generation 45 
Upper Limit [2000; 200] 
Lower Limit [5; 2] 

Crossover Rate 0.8 
Mutation Function Adaptive Feasible 
Function Tolerance 10ି 

 



and windy conditions, the needs related to food and partner 
have a notable fraction probability of p in such activities. In this 
algorithm, this probability looks for common strategies 
between universe and local searches in the search space of the 
problem. By meeting the stopping criteria, BOA finds the best 
fitness using the best solution found in the problem. It should 
be noted that BOA is initialized with parameters including c =
0.01, ܽ = [0.1,0.3] and  = 0.5. 

IV. RESULTS AND DISCUSSIONS 
The investigated MPC-based MCA in Section II is developed 

in MATLAB software. The proposed algorithm is shown in Fig. 
1. The MPC-based MCA unit, which is investigated in Section 
II regenerates the translational and rotational motion signal for 
SBMP. The computational load of the MPC model is a main 
concern in real-time applications. The model can be run in a 
real-time mode with 0.01 (s) as a time step and reach reasonable 
results using the KWIK [37] algorithm to find the optimal input 
motion signal. The control horizon and prediction horizon of 
the MPC are selected via the optimisation algorithms including 
GA and BOA to improve the motion fidelity for the driver of 
the SBMP. The weights of the MPC-based MCA are tuned by 
trial-and-error to reduce the translational and rotational motion 
sensation error between the SBMP user and the real vehicle. 

Fig. 2.a-b illustrates the convergence of both GA and BOA 
algorithms in tuning the MPC horizons. The results of GA and 
BOA algorithm prove that the adjustment parameters of both 
algorithms are appropriately selected. The SBMP should 
respect the workspace limitation, and the rotational motion 
sensation error should be under the human angular threshold 
[15]. These are the essential requirements of the proposed 
method, and if there is a violation from them, the solution 
should be rejected and substituted by another solution. The 
optimised control horizon and prediction horizon of the MPC-
based MCA found via GA are 450 and 9, respectively. Fig. 2.b 
shows the convergence of the BOA algorithm. The extracted 
optimised MPC horizons using BOA are 570- and 18-time 
steps, respectively. The convergence of the BOA algorithm is 
faster and better than the GA Algorithm. According to Fig. 2.a-
b, BOA algorithm converges quickly and reaches a better result 
compared to the GA algorithm.  

Fig. 3 and Table III show the results of the GA and BOA with 
ten times of test repetition. Fig. 3 shows the boxplot of GA and 
BOA with ten tests for each of them. It reveals the accuracy and 
repeatability of every algorithm. It proves that the BOA reaches 
reliable results to find the optimal MPC horizons because of 
their higher accuracy and repeatability.  

The real motion scenario recorded via the Rigs of Rods 
(version 0.39.5) for the longitudinal channel, as shown in Fig. 
4.a-b. Fig. 4.a shows the translational acceleration signal along 
x-axis, and Fig. 4.b shows the rotational velocity signal along 
pitch-angle for 35 seconds of the motion scenario. 0.2 
translational and 0.5 rotational pre-scale factor is employed to 
keep the SBMP inside the workspace area [38, 39]. The three 
sets of control horizon and prediction horizon of the MPC-

based MCA are employed to compare the results via BOA, GA 
and trial-and-error methods. The third way of the tuning is trial-
and-error by the knowledge of the system. The control and 
prediction horizons of the proposed MPC-based MCA are 
chosen 3 and 300 time-step. The results of using three methods, 
including trial-and-error, GA and BOA, are shown in Table IV. 
The root means square error (RMSE) of the translational and 
rotational motion sensation error between the real vehicle and 
the SBMP’s driver are shown in the second column of Table 
IV. The error of sensed angular velocity between the real and 

 
Fig.  1. The schematic structure of the proposed algorithm. 

 
Fig.  2. The convergence of the optimization algorithms: (a) GA; (b) BOA. 

 
Fig.  3. The boxplots for the GA and BOA optimization algorithms with 
ten-time trial. 



SBMP drivers along with pitch-angle decrease 21.88 and 61.14 
per cent using proposed MPC-based MCA via BOA tuning 
method compared with GA and trial-and-error, respectively. 
Also, the error of the sensed specific force reduces 2.76 and 
21.73 per cent using the BOA method compared with GA and 
trial-and-error methods, respectively. Asadi et al. [40, 41] 
introduced a correlation coefficient (CC) for validating the 
motion fidelity of the regenerated motion cues. The shape 
similarity factor represents the CC factor in the second column 
of Table IV. 

Fig. 5.a-b represents the actual driver and the SBMP user 
sensed angular velocity and sensed specific force along the 
pitch-angle and x-axis using MPC-based MCAs using BOA, 
GA and trial-and-error methods to determine control horizon 
and prediction horizon of MPC-based MCA. The MPC-based 
MCA tuning via BOA algorithm follows the reference signal 
with higher CC compared with tuned MPC-based MCA using 
GA and trial-and-error methods. The rotational and 
translational motion sensation using BOA to find the optimised 
control horizon and prediction horizon are precise with less 
inaccurate motion cues compared with the GA and trial-and-
error methods. It makes the more convincing driving feeling by 
better usage of the MPC algorithm. 

Fig. 6.a-b represents the error of angular and translational 
motion sensation between the real driver and SBMP user along 
the x-axis and pitch-angle using MPC-based MCAs via BOA, 
GA and trial-and-error methods to determine control horizon 
and prediction horizon of MPC-based MCA. The rotational 
motion sensation using the BOA to tune control horizon, and 
prediction horizon is precise because of following the signal 
accurately with higher shape similarity, as shown in Fig. 6.a. 
The translational motion feeling by the BOA tuned MPC-based 
MCA presents the better follow of the translational motion 

sensation because of the capability of the best usage of the 
workspace boundaries, as shown in Fig. 6.b. The BOA 
algorithm finds the optimal control horizon and prediction 
horizon of the MPC-based MCA for the optimal usage of the 
SBMP’s limitations. 

Fig. 7.a-b represents the angular and linear motion of the 
SBMP using BOA, GA and trial-and-error tuning techniques. 
The proposed BOA method uses the workspace area wisely 
compared with GA and trial-and-error methods. Fig. 7.a-b 
shows that all methods respect the workspace limitations while 
the MPC-based MCA using BOA can reduce the motion 
sensation error more compared with the GA and trial-and-error 
tuning methods. 

In this paper, BOA and GA algorithms are used to tune the 

TABLE IV THE RESULT OF THE MPC-BASED MCA USING TRIAL-
AND-ERROR, GA AND BOA. 

Index RMSE CC 
TAE GA BOA TAE GA BOA 

SCC 
ωϴ 

0.0193 0.0096 0.0075 0.8140 0.9545 0.9720 

OTO ax 0.4278 0.3443 0.3348 0.1860 0.4443 0.5090 
OTO: Otolith Organ; SCC: Semicircular System; TAE: Trial-and-Error; GA: 
Genetic Algorithm; BOA: Butterfly Optimization Algorithm; RMSE: Root 
Mean Square Error; CC: Correlation Coefficient; 

 
Fig.  4 The reference signal of the real driver (a): translational signal; (b): 
rotational signal. 

 
Fig.  5 The angular and translational motion sensation using the MPC-
based MCA with meta-heuristic algorithm and trial-and-error tuning methods 
along: (a) pitch-angle; (b) x-axis. 

TABLE III THE COMPARISON OF OPTIMIZATION RESULTS 
OBTAINED FROM MATLAB MODEL OF MPC-BASED MCA 

It GA BFO 
1 6.8649 6.1106 
2 6.8534 6.1947 
3 6.8542 6.2837 
4 6.8568 6.2003 
5 6.8355 6.1885 
6 6.8793 6.1106 
7 6.8682 6.1955 
8 6.8574 6.2034 
9 6.8786 6.2837 
10 6.8478 6.2082 

 



control horizon and prediction horizon of the MPC-based 
MCA. According to the outcomes, BOA finds the optimal 
horizons of the MPC-based MCA very quickly. Besides, the 
results prove the suitability of the BOA for tuning the control 
horizon and prediction horizon of MPC-based MCA to 
reproduce the high-fidelity motion cues for the SBMP user. It 
can regenerate the best results via MPC-based MCA. 

V. CONCLUSION  
MPC-based MCA has introduced to consider the limitations 

of SBMP in the regeneration of the optimal motion signal to 
make the similar motion sensation for the SBMP user. The 
MPC horizons are regularly tuned using trial-and-errors, but it 
cannot be the best MPC horizons to reduce the computational 
load of the hardware as well as the motion sensation error for 
the SBMP driver. The optimal and fast choice of the MPC’s 
control and prediction horizons to find the best MCA to 
enhance the motion fidelity and decrease the computational 
load is very challenging. In this paper, GA and BOA algorithms 
are employed to find the optimal control horizon and prediction 
horizon of MPC-based MCA. The objective of this paper is to 
extract the optimal MPC horizons including prediction horizon 
and control horizon to reduce the computational load of the 
system, and better usage of the workspace area. The validation 
of the designed algorithm is accomplished using MATLAB 
software to show the effectiveness of the BOA tuning method 
compared with GA and trial-and-error. The outcomes of the 
work proved the efficacy of the proposed model in terms of 

improving the motion fidelity for the SBMP user. In the 
developed model, the SBMP has more capability while it 
respects the limitation equally. In the future study, the idea of 
neural network and deep learning [42-44] can be employed to 
introduce the real-time tuning method. 
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