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Abstract—Style transfer studies can be categorized into two
types—artistic and photorealistic. The high-speed transfer has
been well-studied for artistic styles but remains challenging
for photorealistic styles. To guarantee semantic accuracy and
style faithfulness, prior photorealistic style transfer techniques
often rely on intensive feature matching, hierarchical stylization,
and complex auxiliary smoothing. Such high design complexity
severely limits the space of transfer speed improvement. In this
paper, we propose to accelerate the transfer through a single-
level stylization without complex auxiliary smoothing. We design
a two-stage “stylization and re-stylization” training pipeline to
enhance style faithfulness. The stylization/re-stylization stage
consists of two core steps: feature aggregation and redistribution.
A new type of layers, Feature Aggregation (FA) layers, is proposed
to gradually aggregate multi-scale style features into content
features at each spatial location. A Spatially coherent Content-style
Preserving (SCP) loss at feature map level is then used to preserve
semantic accuracy. The SCP loss provides effective guidance
on redistributing the aggregated features between locations to
enforce spatial coherence of style-sensitive content semantic.
Experimental results show that compared to previous competitive
methods, our method reduces at least 72% run time while
achieving better image synthesis quality based on both subjective
and objective evaluation metrics. Ablation studies validate the
major contribution of our proposed SCP loss and re-stylization
to the quality of our synthesized images.

Index Terms—Photorealistic style transfer, re-stylization, fea-
ture aggregation, feature redistribution, spatially coherent
content-style preserving loss, semantic accuracy, and style faith-
fulness.

I. INTRODUCTION

Style transfer that denotes the process of modifying the

visual characteristics of a content image by referencing a given

style image has been widely applied to artwork creation, data

augmentation [1], and image/video editing and rendering [2].

The style transfer methods integrate multiple-domain tasks,

such as image/feature matching [3] and image/texture synthe-

sis [4].

Style transfer has been studied since the mid-1990s. The

related works can be categorized into artistic or photorealistic
style transfer. Comparably, the studies on artistic style transfer

have made significantly bigger progress, from the perspective

of universality and speed [5]–[9]. These methods are greatly

encouraged by style transfer techniques [10], [11] based on

This work was in part supported by National Science Foundation (NSF)
under grant CNS-1822085 and Department of Energy (DOE) under grant
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convolutional neural network (CNN) and perceptual loss [11].

Moreover, real-time and universal artistic stylizers [7], [12] are

proposed recently. Compared to artistic style transfer, the fast

photorealistic transfer is a lot more challenging. Prior methods

often rely on the intensive feature matching [13], complex

initialization [14], hierarchical stylization [15], and complex

auxiliary smoothing [13], [15], [16]. The high complexity

ensures the semantic accuracy and style faithfulness, while

costing high computing resources and processing time.

Theoretically, both artistic and photorealistic style transfer

need to match statistics of a style image with that of a content

image while keeping semantic accuracy. However, photoreal-

istic style transfer has a more harsh requirement for semantic

preservation. For example, AdaIN [7] gets high-quality artis-

tic transfer results in real-time by adopting a simple “scal-

ing+shifting” strategy but results in distorted photorealistic

transfer in our initial experiments. A possible reason is that

besides the simple “scaling+shifting,” higher-order statistics

is necessary for more effective semantic preservation. Deep-

Analogy [13] uses the patch matching for high-quality artistic

transfer. It needs extra time-consuming smoothing (seconds to

tens of seconds) for photorealistic transfer. Similarly, Deep-

Photo [14] adopts a time-consuming artistic transfer as initial-

ization and extra smoothing for photorealistic transfer. Recent

photorealistic style transfer methods, PhotoWCT [15] and

FlexSolver [16], propose or adopt time-consuming smoothing

strategies to remove intolerable distortions.

In this work, we aim at a learning-based fast photoreal-

istic style transfer technique without hierarchical stylization

and complex auxiliary smoothing. We propose a two-stage

“stylization and re-stylization” training pipeline to enhance the

style faithfulness. The stylization/re-stylization stage consists

of two core steps: feature aggregation and feature redistribu-
tion. We design a new type of layers, Feature Aggregation
(FA) layers, to gradually aggregate multi-scale style features

into content features at each spatial location. The FA layers

don’t contain learnable affine parameters to guarantee transfer

universality. The aggregated features are then redistributed

between spatial locations on the feature maps. To optimize the

redistribution step, we propose a feature-map level Spatially
coherent Content-style Preserving (SCP) loss, which enforces

the spatial coherence of style-sensitive content semantic. Our

SCP loss is designed for preserving the semantic accuracy at

the feature map level. Our major contributions are:
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Fig. 1: Our proposed training pipeline. All content, style, and similar content images are automatically sampled from the same

dataset. The left photorealistic stylizer Up¨q is used for inference after training.

‚ We propose a fast photorealistic style transfer method

without hierarchical stylization and complex auxiliary

smoothing. To achieve the high speed, We integrate core

processing steps into an end-to-end CNN by designing

FA layers.

‚ We propose two training strategies, the SCP loss at

feature map level and re-stylization stage, to enhance

image synthesis quality. The SCP loss is to preserve

semantic accuracy, while the re-stylization helps enhance

style faithfulness. Our ablation studies validate the major

contribution of our SCP loss and re-stylization to the

quality of our synthesized images.

‚ Experimental results show that compared to previous

competitive methods [14], [15], our method reduces at

least 72% run time while achieving better image synthesis

quality based on both subjective and objective evaluation

metrics.

II. RELATED WORK

Artistic and photorealistic style transfers share most

techniques. Early studies on style transfer focus on non-

photorealistic rendering [17] and texture synthesis [18]. As

low-level visual statistics only are used, the capability of

capturing and preserving image semantic is limited. So these

methods are specifically designed for particular artistic styles.

Gatys et al. [10] make a breakthrough by gradually matching

VGG [19] features extracted from a content image and a

style image, respectively. Nowadays style transfer methods

can be categorized into image-optimization based [10], [13],

[14], [20]–[25] and model-optimization based [5]–[7], [11],

[15], [26]–[29]. Model-optimization based methods replace

the online optimization process of image-optimization based

approaches with a CNN offline training process [30], so the

runtime can be dramatically reduced. Various loss functions

have been adopted including Gram loss [31], perceptual

loss [11], maximum mean discrepancy loss [22], adversarial

loss [32], histogram loss [24], hierarchical loss [33], Laplacian

loss [23], Markov random field loss [20]. For photorealistic

style transfer [14]–[16], typical auxiliary processing is time-

consuming smoothing. In this work, we propose a model-

optimization based method for fast transfer. Our major dif-

ference, compared to previous photorealistic style transfer

methods, is that we do not rely on traditional complex auxiliary

processing but propose new training strategies, the SCP losses

and re-stylization, to enhance image synthesis quality.

Evaluation of image synthesis quality consists of objective

and subjective metrics. Typical objective metrics are Inception

score [34], FID score [35], SSIM [36], SWD distance [37],

and PSNR, and often adopted in image generation and image-

to-image translation methods [37]–[44]. Typical subjective

metrics are Photorealism [14], Style faithfulness [14], and User

preference [6], [15], and often adopted in artistic/photorealistic

style transfer methods [6], [14], [15]. The subjective metrics

based evaluation is also named as user studies. In this work,

we use both subjective user studies introduced in [14] and

objective metric FID score to evaluate image synthesis quality,

instead of subjective user studies only in the previous photo-

realistic style transfer methods [14], [15].

III. PROPOSED METHOD

Figure 1 shows our training pipeline. An image dataset,

D “ tIi|i “ 1, 2, ...,Mu, is used to sample content, style, and

similar content images. We adopt an automatic image sampling

method for content, style and similar content images, which

will be described in Section III-F.

The training pipeline consists of two stages: Stylization and

Re-stylization. Assume that currently sampled content, style,

and similar content images are denoted as Ic, Is, and It,
respectively. First, the content and style images, Ic and Is,

are fed into the left photorealistic stylizer Up¨q in Figure 1,

which generates a stylized image UpIc, Isq. Together with the

similar content image It, UpIc, Isq is then fed into the right

photorealistic stylizer V p¨q to generate a re-stylized image

V pUpIc, Isq, Itq. Our method uses the similar content image

as the “style image” in the re-stylization stage. So compared to
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Fig. 2: The architecture of our photorealistic stylizer (best

viewed in color). For the right stylizer V p¨q shown in Figure 1,

Content, Style, and Stylized images here can be replaced

by Stylized image, Similar content, and Re-stylized images,

respectively. The encoder is fixed during training.

the stylized image, the re-stylized image visually shares more

similarity with the content image.

Very important, we aim to train the re-stylized image to be

perceptually similar, not pixel-level consistent, to the content

image. As shown in Figure 1, two types of losses are used for

updating the two stylizers during training: our proposed SCP
losses and the traditional perceptual losses. The SCP losses,

LU,i
r (i “ 1, 2, 3) and LV,i

r (i “ 1, 2, 3), are evaluated between

encoder and decoder layers within each stylizer as shown in

Figure 2, where i denotes ith pooling layer. The perceptual

losses, including LU,j
p (j “ 1, 2), LV,j

p (j “ 1, 2), and Lc
p, are

evaluated between input and output images of a stylizer (or

two stylizers)1.

A. Architecture of our photorealistic stylizer

Figure 2 depicts the architecture of our proposed photore-

alistic stylizer. In most of previous artistic/photorealistic style

1Since the two stylizers Up¨q and V p¨q have the same architecture, we use

Li
r to represent LU,i

r and LV,i
r in the following sections for convenience

whenever possible. Similarly, Lj
p is used to represent LU,j

p and LV,j
p without

explicit explanation.

transfer methods [7], [11], [14], [15], a symmetric encoder-

decoder is adopted, while the encoder is comprised of pre-

trained VGG layers. We also adopt such symmetric encoder-

decoder design, except that our decoder has an extra convo-

lutional layer, Conv 4 d2, and a new type of layers, Feature
Aggregation (FA) layers. The convolutional layer Conv 4 d2
is to enable feature redistribution introduced in Section III-C.

The layer Conv 4 d2 is fixed to have the same number of

output feature maps and size of each convolution kernel as

the layer Conv 4 d1. The FA layers are to aggregate style

features (horizontally red arrow lines) into the decoder. Unpool
(unpooling) layers are adopted in our decoder to restore

spatial information using pooling masks provided by the

corresponding Max-Pool (max-pooling) layers in the encoder

(horizontally black dashed lines with an arrowhead).

B. Feature aggregation in a FA layer

A FA layer has two input: output features F of the previous

layer (a vertically blue arrow line in Figure 2) and style

features G extracted from the encoder (a horizontally red

arrow line in Figure 2). The features F and G have the

same number of feature maps and same size of each feature

map. The features F is denoted to have N maps and the

size of each feature map is H ˆ W . Let a vector xm be

all activations at spatial location m in F where |xm| “ N
and m “ 1, 2, ..., H ˆ W . Similarly, let a vector ym be

all activations at spatial location m in G where |ym| “ N
and m “ 1, 2, ..., H ˆ W . The mean vector of all vectors

tym|m “ 1, 2, ..., H ˆ W u is denoted as μG. Therefore, the

FA layer’s output zm at spatial location m (|zm| “ N and

m “ 1, 2, ..., H ˆ W ) is computed as:

zm “ xm ` 1

H ˆ W

HˆWÿ
j“1

pxm ´ pyj ´ μGqq. (1)

The physical meaning of Equation (1) is that the averaged

difference between the features xm and the features tym|m “
1, 2, ..., H ˆ W u with mean removal is aggregated into xm.

Our FA layers have no learnable affine parameters to guarantee

transfer universality.

C. Feature redistribution at feature map level

At the end of aggregation, convolutional layers following

FA layers (Figure 2) use the aggregated content and style

features for image synthesis. We propose a feature-map level

SCP loss to provide an effective guidance on redistributing the

aggregated information to preserve semantic accuracy.

Our proposed SCP loss is shown in Figure 3. According to

our proposed photorealistic stylizer architecture, we evaluate

the SCP losses at three pooling layers, L1
r , L2

r , and L3
r , as

highlighted in purple arrow lines in Figure 2. For each scale i
(i “ 1, 2, 3), the SCP loss Li

r is evaluated between the output

feature maps P i of the Max-Pool layer in the encoder and the

input feature maps Qi of the corresponding Unpool layer in

the decoder. P i is content features, while Qi is aggregated

features. Please note that the feature maps in P i and Qi have

the same number and size. We use W i
r to represent kernels of
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Fig. 3: Implementation details of our SCP loss Li
r (i “ 1, 2, 3).

the convolutional layer in Figure 3. The SCP loss Li
r is thus

defined as:

Li
r “ ||W i

r ˚ Qi ´ P i||22. (2)

The convolutional layer is to preserve both content and style

features during the reconstruction process in Equation (2). If

the convolutional layer is not used, our proposed SCP loss in

Equation 2 becomes a traditional reconstruction loss: Li
r “

||Qi ´ P i||22. If so, all style features in Qi will be discarded

during the reconstruction process, since P i is content features

extracted from the encoder shown in Figure 2 (the encoder is

fixed during training). Therefore, our proposed SCP loss based

on a convolutional layer enforces spatial coherence of style-

sensitive content semantic in the reconstruction process. On

the contrary, reconstruction in [15] does not simultaneously

train content and style together, and reconstruction in [14] do

not directly match spatial coherence of content and style but

indirectly does it via output map. Based on this difference, our

method alleviates spatial arrangement issue and can achieve

better image synthesis quality compared to [14], [15], as

validated in Section IV-B.

Compared to the traditional perceptual loss [11], our pro-

posed SCP loss has two differences. First, our SCP loss is

designed for preserving semantic accuracy at the feature map

level, while the perceptual loss is for feature distribution

matching at image level. Therefore, our SCP loss has a differ-

ent optimization goal, and can capture finer-grained (i.e., fea-

ture map level) features. Our ablation studies in Section IV-C

will validate that our SCP loss is significantly more capable

of enhancing quality of our synthesized images, compared

to the perceptual loss. Second, our SCP loss integrates both

content and style features into one loss function, while the

perceptual loss compares a stylized image to a content or

style image only. Therefore, our SCP loss can capture joint

feature (content-style) changes which are possibly missed by

the perceptual loss.

D. Feature matching at image level

The traditional perceptual loss is used in our method

to match the feature distribution between input and output

images of a stylizer (or two stylizers), as shown in Figure 1.

The perceptual loss and our proposed SCP loss have different

optimization goals, as stated in Section III-C. Let φ1, φ2, φ3,

and φ4 denote pre-trained VGG layers ReLU 1 1, ReLU 2 1,

ReLU 3 1, and ReLU 4 1. The perceptual loss LU,1
p evaluated

between the content image Ic and the stylized image UpIc, Isq
is:

LU,1
p “

4ÿ
i“1

||φipIcq ´ φipUpIc, Isqq||22. (3)

The perceptual loss LU,2
p evaluated between the style image

Is and the stylized image UpIc, Isq is:

LU,2
p “

4ÿ
i“1

||φipIsq ´ φipUpIc, Isqq||22. (4)

The perceptual loss LV,1
p evaluated between the stylized image

UpIc, Isq and the re-stylized image V pUpIc, Isq, Itq is:

LV,1
p “

4ÿ
i“1

||φipUpIc, Isqq ´ φipV pUpIc, Isq, Itqq||22. (5)

The perceptual loss LV,2
p evaluated between the similar content

image It and the re-stylized image V pUpIc, Isq, Itq is:

LV,2
p “

4ÿ
i“1

||φipItq ´ φipV pUpIc, Isq, Itqq||22. (6)

The perceptual loss Lc
p evaluated between the content image

Ic and the re-stylized image V pUpIc, Isq, Itq is:

Lc
p “

4ÿ
i“1

||φipIcq ´ φipV pUpIc, Isq, Itqq||22. (7)

E. Overall loss function for training our decoder

Put all SCP and perceptual losses together, the overall

loss function L for training our decoder is:

L “p
3ÿ

i“1

LU,i
r `

3ÿ
i“1

LV,i
r q ` β ¨ pLc

p `
2ÿ

j“1

LU,j
p `

2ÿ
j“1

LV,j
p q,

(8)

where β is a scale factor, and both LU,i
r and LV,i

r are computed

using Equation (2) since our two stylizers Up¨q and V p¨q have

the same architecture. Please refer Figure 1 for all SCP and

perceptual losses used in Equation (8).

F. Automatic image sampling

We adopt an automatic image sampling strategy for content,

style, and similar content images, as shown in Figure 1.

Our strategy is based on the image similarity measured by

perceptual distance. For any two images Ij and Ik from

dataset D, their perceptual distance ApIj , Ikq is:

ApIj , Ikq “
4ÿ

i“1

||φipIjq ´ φipIkq||22. (9)

The smaller the perceptual distance is, the more perceptually

similarity the two images have. Before training, we compute

and store the perceptual distances between all image pairs, i.e.,
ApIj , Ikq (@j P r1,M s, @k P r1,M s).
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Fig. 4: Our synthesized images. Vertically, each group has

three images: a content image, a style image, and our synthe-

sized image.

In each training epoch, first an image randomly sampled

from the dataset D is taken as the current content image Ic.

The similar content image It is randomly sampled from an

image subset tIc
wu which satisfies:

$&
%

Ic
w P D

OpIc
wq “ OpIcq

ApIc
w, Icq ď T c

1

, (10)

where the function Op¨q is to get class label of the image, and

T c
1 is a pre-defined threshold. According to Equation (10), the

similar content image It shall have the same class label as the

content image Ic and have a high perceptual similarity with

Ic. The style image Is is randomly sampled from an image

subset tIc
γu which satisfies:
$&
%

Ic
γ P D

ApIc
γ , Icq ą T c

1 , if OpIc
γq “ OpIcq

ApIc
γ , Icq ď T c

2 , if OpIc
γq ‰ OpIcq

, (11)

where T c
2 is a pre-defined threshold. According to Equa-

tion (11), the style image Is can be selected from: the images

in the same class except those in tIc
wu, or the images that

belong to other classes but are perceptually similar with the

content image Ic to a large extent.

IV. EXPERIMENTS

We used MS-COCO 2014 training dataset [45] as our

training dataset D by following the recent photorealistic style

transfer method [15]. All of our parameters are tuned on MS-

COCO 2014 training dataset only.

Given a content image Ic randomly selected from D, its

threshold T c
1 defined in Equation (10) is configured to ensure

that Ic’s subset tIc
wu includes the images with top 50%

perceptual similarity in the same class of Ic. Similarly, Ic’s

threshold T c
2 used in Equation (11) is configured to ensure

that the images with top 10% perceptual similarity outside

Ic’s class are included into Ic’s subset tIc
γu. The subset tIc

γu
also includes the other 50% images in the same class of Ic. In

other words, T c
1 is fixed to “top 50% inside” and T c

2 is fixed

to “top 10% outside.”

TABLE I: Run time (in seconds) comparison between previous

photorealistic style transfer methods and ours. NVIDIA Titan

X Pascal is adopted.

Method1 512x256 768x384 1024x512

DeepPhoto [14] 186.52 380.82 650.45

PhotoWCT [15] 2.95 7.05 13.16

Ours 0.73 1.95 3.24
1 Recently, Puy et al. [16] report their run time using NVIDIA Tesla P-100
Pascal, however, they do not provide source code. Their run time is 1.86s
(512x256), - (768x384), and 8.11s (1024x512). Since speed-performance
gap between NVIDIA Titan X Pascal (Single-precision: 11.0 teraFLOPS)
and NVIDIA Tesla P-100 Pascal (Single-precision: 10.6 teraFLOPS) is
small, ours is also faster than Puy et al. [16].

TABLE II: Quantitative comparison of image synthesis quality

between previous photorealistic style transfer methods and

ours. The testing dataset is MS-COCO 2014 validation dataset.

Higher Photorealism (or Style faithfulness) score means higher

image quality, while lower FID score means higher image

quality.

Method
Subjective user studies in [14] Objective

Photorealism Style faithfulness FID

DeepPhoto [14] 2.82˘0.30 19.1% 171.96
PhotoWCT [15] 3.26˘0.20 38.1% 169.12

Ours 3.40˘0.20 42.8% 167.04

All convolutional layers in the SCP losses Li
r (i “ 1, 2, 3)

(refer Equation (2)) share the same settings. The convolutional

kernel size of W i
r (i “ 1, 2, 3) is fixed to 3ˆ3. Our proposed

FA layers have no learnable parameters.

The scale factor β in Equation (8) is set to 1. We use

Adam [46] optimization for both photorealistic stylizers in

Figure 1. Adam parameters are β1 “ 0.5 and β2 “ 0.999.

The initial learning rate is set to 0.0001.

Figure 4 shows some synthesized images by our method.

A. Comparison of run time

Table I compares the averaged run time of the previous

photorealistic style transfer methods [14], [15] and ours. We

follow the settings of run time experiments in PhotoWCT [15]:

Using NVIDIA Titan X Pascal and three image resolutions

(512x256, 768x384 and 1024x512). DeepPhoto [14] is in-

herently slower mainly due to the initial value optimization

from [10]. Ours is the fastest and reduces at least 72% running

time of PhotoWCT [15]. Our advantage comes from the use

of an end-to-end CNN without hierarchical stylization and

complex auxiliary smoothing adopted in PhotoWCT [15].

B. Comparison of image synthesis quality

As stated in Section II, we adopt both subjective user

studies introduced in [14] and objective metric FID score to

evaluate the image synthesis quality. The user studies [14]

consists of two subjective metrics: Photorealism and Style

faithfulness scores. Higher Photorealism (or Style faithfulness)

score indicates higher image quality, while lower FID score

means higher image quality. The testing dataset is MS-COCO

2014 validation dataset. Please note that the MS-COCO 2014
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Fig. 5: Comparison between PhotoWCT [15] and ours: Image

level (above the black dashed line) and patch level (below

the black dashed line). For each example, patches (yellow

rectangles) corresponding to three locations (�, �, and �)

are selected for comparison.

validation dataset and FID score are not used during our

training process.

Table II quantitatively compares the image synthesis quality

between previous methods [14], [15] and ours. Our method

achieves the best image synthesis quality on both subjective

metrics (Photorealism and Style faithfulness) and objective

metric (FID).

Figure 5 shows two examples of comparison between

PhotoWCT [15] and ours. To clearly show our advantage,

PhotoWCT and our method are compared at both image level

(above the black dashed line) and patch level (below the black

dashed line) in Figure 5. In Example 1, our synthesized image

has fewer intolerable artifacts in the sky and cloud areas of

all three patches. In Example 2, the tree leaves (patches �
and �) and mountain rocks (patch �) are less blurred in our

synthesized image.

Figure 6, similarly to Figure 5, shows two examples of
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Fig. 6: Comparison between DeepPhoto [14] and ours: Image

level (above the black dashed line) and patch level (below

the black dashed line). For each example, patches (yellow

rectangles) corresponding to three locations (�, �, and �)

are selected for comparison.

comparison between previous method DeepPhoto [14] and

ours at both image level and patch level. In Example 1, the

“dark red” style is more globally smooth in our synthesized

image, e.g., patch �. On the contrary, DeepPhoto’s synthesized

image has uneven color texture at the bottom left corner

of the wall (patch �) and unexpected color texture on the

bicycle spokes (patch �). In Example 2, the semantic details

are preserved better in our synthesized image. In contrast,

DeepPhoto’s synthesized image shows the blurred buildings

(patch �), incomplete reflection of buildings in the river (patch

�), and unexpected “dark” texture in the upper part of the river

bank (patch �).

An explanation for DeepPhoto’s worst quantitative synthesis

quality in Table II is that DeepPhoto’s synthesized images have

more uneven/unexpected color texture and incomplete details,

compared to PhotoWCT and ours.



TABLE III: Our quantitative ablation studies on the perceptual

losses, re-stylization, and SCP losses. The testing dataset is

MS-COCO 2014 validation dataset. Lower FID score means

higher image quality.

Method FID score

Ours without perceptual losses 177.14

Ours without re-stylization 179.79

Ours without SCP losses 186.36

Ours (All components) 167.04

Ours Ours without SCP loss ℒ௥ଶ

StyleContent

Fig. 7: Ablation study: Ours vs. Ours without SCP loss
L2
r . Our SCP losses are the most crucial components for

guaranteeing image synthesis quality as shown in Table III.

C. Ablation studies and sensitivity analysis

Similarly to Section IV-B, the MS-COCO 2014 validation

dataset and FID score are adopted for the quantitative ablation

studies and sensitivity analysis. Note that the MS-COCO 2014

validation dataset and FID score are not adopted for our

parameter optimization during our training process.

Table III shows our quantitative ablation studies on the

perceptual losses, re-stylization, and SCP losses. Removing

our proposed SCP losses results in the biggest increase of

FID score, i.e., the biggest drop of image synthesis quality,

since lower FID score means higher image quality. Our

proposed SCP losses are thus the most crucial components on

guaranteeing quality of our synthesized images. Similarly, our

proposed re-stylization is more important than the traditional

perceptual losses, as shown in Table III.

Figure 7 and Figure 8 respectively show the contribution of

our proposed SCP losses and re-stylization to image synthesis

quality. Quality of the synthesized image Ours without SCP
loss L2

r , as shown in Figure 7, is significantly inferior. This

result further validates the crucial contribution of our SCP

losses. For the synthesized image Ours without re-stylization,

as shown in Figure 8, the style faithfulness is severely de-

graded, e.g., the cloud and colors of mountain are lost. As can

be seen, the re-stylization stage improves style faithfulness.

Table IV shows our sensitivity analysis on the parameters of

automatic image sampling, i.e., T c
1 in Equation (10) and T c

2 in

Equation (11). The first group in Table IV shows influence of

Ours Ours without re-stylization

StyleContent

Fig. 8: Ablation study: Ours vs. Ours without re-stylization.

Our proposed re-stylization improves style faithfulness.

TABLE IV: Our sensitivity analysis on the parameters of

automatic image sampling, i.e., T c
1 in Equation (10) and T c

2 in

Equation (11). For our current parameter settings, T c
1 is fixed

to “top 50% inside” and T c
2 is fixed to “top 10% outside.” The

testing dataset is MS-COCO 2014 validation dataset. Lower

FID score means higher image quality.

Method12 FID score

Ours (T c
1 : top 44% inside, T c

2 : top 10% outside) 167.20
Ours (T c

1 : top 47% inside, T c
2 : top 10% outside) 167.04

Ours (T c
1 : top 50% inside, T c

2 : top 10% outside) 167.04
Ours (T c

1 : top 53% inside, T c
2 : top 10% outside) 167.04

Ours (T c
1 : top 56% inside, T c

2 : top 10% outside) 167.12
Ours (T c

1 : top 50% inside, T c
2 : top 6% outside) 167.36

Ours (T c
1 : top 50% inside, T c

2 : top 8% outside) 167.17
Ours (T c

1 : top 50% inside, T c
2 : top 10% outside) 167.04

Ours (T c
1 : top 50% inside, T c

2 : top 12% outside) 167.04
Ours (T c

1 : top 50% inside, T c
2 : top 14% outside) 167.09

1 For T c
1 , “top *% inside” means that images with top *% perceptual

similarity in the same class of image Ic are selected into Ic’s subset tIc
wu.

2 For T c
2 , “top *% outside” means that images with top *% perceptual

similarity outside image Ic’s class are selected into Ic’s subset tIc
γu. Please

note that the subset tIc
γu also includes images which are in the same class

of image Ic but not in the subset tIc
wu.

the parameter T c
1 to FID score when the parameter T c

2 is fixed

to our current value “top 10% outside.” For the first group,

the FID score achieves the lowest score, i.e., the best image

synthesis quality, when T c
1 is set to “top 47% inside,” “top 50%

inside,” and “top 53% inside.” The second group in Table IV

shows influence of the parameter T c
2 to FID score when the

parameter T c
1 is fixed to our current value “top 50% inside.”

For the second group, the FID score achieves the lowest score,

i.e., the best image synthesis quality, when T c
2 is set to “top

10% outside” and “top 12% outside.”

V. CONCLUSION

We propose a fast photorealistic style transfer method

without sacrificing image synthesis quality. In our method,

we propose new training strategies, the SCP loss and re-

stylization, to enhance image synthesis quality, without adopt-

ing time-consuming hierarchical stylization and complex aux-



iliary smoothing in traditional methods. In addition, our pro-

posed components, the FA layer, SCP loss, and re-stylization,

can be easily integrated with other image synthesis techniques

to build more advanced photorealistic style transfer models.
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