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FOREWORD 

 

This book contains the proceedings of the 5th International Conference on Informatics in Control, 

Automation and Robotics (ICINCO 2008) which was organized by the Institute for Systems and 

Technologies of Information, Control and Communication (INSTICC) in collaboration with the 

University of Madeira (UMa) and held in Madeira. ICINCO 2008 was technically co-sponsored by 

the IEEE Systems Man and Cybernetics Society (IEEE-SMC) and the International Federation for 

Automatic Control (IFAC), and held in cooperation with the Association for the Advancement of 

Artificial Intelligence (AAAI). 

The ICINCO Conference Series has now consolidated as a major forum to debate technical and 

scientific advances presented by researchers and developers both from academia and industry, 

working in areas related to Control, Automation and Robotics that benefit from Information 

Technology. 

In the Conference Program we have included oral presentations (full papers and short papers) and 

posters, organized in three simultaneous tracks: “Intelligent Control Systems and Optimization”, 

“Robotics and Automation” and “Systems Modeling, Signal Processing and Control”. We have 

included in the program four plenary keynote lectures, given by internationally recognized 

researchers, namely - Miguel A. Botto (Instituto Superior Técnico, Portugal), Peter S. Sapaty 

(Institute of Mathematical Machines and Systems, National Academy of Sciences, Ukraine), Ronald 

C. Arkin (Georgia Institute of Technology, U.S.A.), and Marco Dorigo (IRIDIA, Université Libre 

de Bruxelles, Belgium). These keynote speakers participated also on a plenary panel entitled “The 

new frontiers of Control, Automation and Robotics”.  

The meeting is complemented with two satellite workshops and two special sessions, focusing on 

specialized aspects of Informatics in Control, Automation and Robotics; namely, the International 

Workshop on Artificial Neural Networks and Intelligent Information Processing (ANNIIP), the 

International Workshop on Intelligent Vehicle Control Systems (IVCS), the Special Session on 

Service Oriented Architectures for SME robots and Plug-and-Produce, and the Special Session on 

Multi-Agent Robotic Systems. 

ICINCO received 392 paper submissions, not including those of workshops and special sessions, 

from more than 50 countries, in all continents. To evaluate each submission, a double blind paper 

review was performed by the Program Committee, whose members are highly qualified researchers 

in ICINCO topic areas. Finally, only 190 papers are published in these proceedings and presented 

XIII 



 

XIV 

at the conference. Of these, 114 papers were selected for oral presentation (33 full papers and 81 

short papers) and 76 papers were selected for poster presentation. The full paper acceptance ratio 

was 8,4%, and the oral acceptance ratio (including full papers and short papers) was 29%. As in 

previous editions of the Conference, based on the reviewer’s evaluations and the presentations, a 

short list of authors will be invited to submit extended versions of their papers for a book that will 

be published by Springer with the best papers of ICINCO 2008. 

Conferences are also meeting places where collaboration projects can emerge from social contacts 

amongst the participants. Therefore, in order to promote the development of research and 

professional networks the Conference includes in its social program a Welcome Drink to all 

participants in the afternoon of May 11 (Sunday) and a Conference and Workshops Social Event & 

Banquet in the evening of May 14 (Wednesday).  

We would like to express our thanks to all participants. First of all to the authors, whose quality 

work is the essence of this Conference. Next, to all the members of the Program Committee and 

the reviewers, who helped us with their expertise and valuable time. We would also like to deeply 

thank the invited speakers for their excellent contribution in sharing their knowledge and vision. 

Finally, a word of appreciation for the hard work of the secretariat; organizing a conference of this 

level is a task that can only be achieved by the collaborative effort of a dedicated and highly capable 

team. 

Commitment to high quality standards is a major aspect of ICINCO that we will strive to maintain 

and reinforce next year, including the quality of the keynote lectures, of the workshops, of the 

papers, of the organization and other aspects of the conference. We look forward to seeing more 

results of R&D work in Informatics, Control, Automation and Robotics at ICINCO 2009, to be 

held in July in Milan. 

 

Joaquim Filipe 

Polytechnic Institute of Setúbal / INSTICC, Portugal 

Juan Andrade-Cetto 

Institut de Robotica i Informatica Industrial, CSIC-UPC, Spain 

Jean-Louis Ferrier 

LISA-ISTIA – Université d’Angers, France 
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DEALING WITH UNCERTAINTY IN THE HYBRID WORLD∗
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Abstract: This paper presents an efficient state estimation algorithmfor hybrid systems based on a least-squares Interact-
ing Multiple-Model setup. The proposed algorithm is shown to be computationally efficient when compared
with the Moving Horizon Estimaton algorithm that is a brute force optimization algorithm for simultaneous
discrete mode and continuous state estimation of a hybrid system. The main reason has to do with the fact
that the proposed algorithm is able to disregard as many discrete mode sequence estimates as possible. This is
done by rapidly computing good estimates, separating the constrained and unconstrained estimates, and using
some auxiliary coefficients computed off-line. The successof this state estimation algorithm is shown for a
fault detection problem of the benchmark AMIRA DTS200 three-tanks system experimental setup.

1 INTRODUCTION

In the last decade hybrid systems have become a ma-
jor research topic in Control Engineering (Antsaklis,
2000). Hybrid systems are dynamical systems com-
posed by both discrete valued and continuous valued
states. The dynamics of a hybrid system is governed
by a mode selector that determines, at each time in-
stant, which discrete mode is active from endogenous
and/or exogenous variables. The continuous state is
then updated through a dynamic relation that is se-
lected from a set of possible dynamics according to
the value of the active discrete mode. In fact, the pres-
ence of physical components such as on/off switches
or valves, gears or speed selectors, or behaviors de-
pendent on if-then-else rules imply explicitly or im-
plicitly the discrete/continuous interaction. This in-
teraction can be found in many real world applica-
tions such as automotive control, urban and air traffic
control, communications networks, embedded control
systems, and in the control of complex industrial sys-
tems via the combination of classical continuous con-
trol laws with supervisory switching logic.

The hybrid nature has attracted the interest of
mathematicians, control engineers and computer sci-
entists, therefore leading to different modeling lan-

∗This work was supported by project PTDC/EME-
CRO/69117/2006 co-sponsored by FEDER, Programa Op-
eracional Ciência e Inovação 2010, Portugal.

guages and paradigms that influenced the line of re-
search on hybrid systems in several different ways.
For instance, the computer science research commu-
nity is more focused on systems whose variables take
values in a finite set, so adopted the discrete events
modeling formalism to model hybrid systems, us-
ing finite state machines, Petri nets, temporal logic,
etc. On the other hand, the control systems commu-
nity typically considers a continuous valued world,
where time is continuously changing, thus consider-
ing a hybrid system as described by a differential (or
difference) equation with some switching mechanism.
Examples of such hybrid models include Piece-Wise
Affine (PWA) (Sontag, 1981) and Mixed Logical Dy-
namical (MLD) (Bemporad and Morari, 1999) mod-
els. A PWA model is the most intuitive representation
of a hybrid system since it provides a direct relation to
linear systems while still capturing very complex dy-
namical behaviors. However, a MLD representation
is most adequate to be used in optimization problems
since it is able to embed both propositional logic state-
ments (if-then-else rules) and operating constraints in
a state linear dynamics equation by transforming them
to mixed-integer linear inequalities. Despite these
differences, PWA and MLD are equivalent models
of hybrid systems in respect to well-posedness and
boundness of input, state, output or auxiliary variables
(Heemels et al., 2001). This fact allows to interchange
analysis and synthesis tools between them.
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Research on hybrid systems spans to a wide range
of topics (and approaches), from modeling to sta-
bility analysis, reachability analysis and verification,
study of the observability and controllability proper-
ties, methods of state estimation and fault detection,
identification techniques, and control methodologies.
Typically, hybrid tools rely on the solution of opti-
mization problems. However, due to the different na-
ture of the optimization variables involved (integer
and continuous) the main source of complexity be-
comes the combinatorial (yet finite) number of possi-
ble switching sequences that have to be considered. A
hybrid optimal solution thus requires solving mixed-
integer non-convex optimization algorithms with NP-
complete complexity (Torrisi and Bemporad, 2001).

Analysis and synthesis procedures for hybrid sys-
tems when disturbances are present either on the con-
tinuous dynamics or on the discrete mode of the hy-
brid system, is still an open research topic that has
being tackled by several authors using distinct ap-
proaches. In the state estimation problem two distinct
approaches are usually followed, the main difference
being the knowledge of the active mode: some ap-
proaches consider only continuous state uncertainty
with known discrete mode, while others assume that
both the discrete mode and the continuous state are
unknown. The combination of both uncertainties
(state and mode) on the estimation process of a hybrid
system presents a very difficult problem for which a
global solution is not yet found. When the discrete
mode is known in advance, the problem is greatly
simplified and the state estimation methodologies for
linear systems can be applied with very little modi-
fications. For example in (Böker and Lunze, 2002)
a bank of Kalman filters is used and in (Alessan-
dri and Coletta, 2003) an LMI based algorithm com-
putes the stabilizing gains for a set of Luenberger
observers. If, on the other hand, the discrete mode
must also be estimated the estimation problem be-
comes much more complex and every discrete mode
sequence (dms) must be checked to choose the one
that provides the best fit for the observed data. The
continuous state estimates are then computed for the
estimateddms. Several works address this problem,
see (Balluchi et al., 2002) where a location observer is
used to estimate the discrete mode and a Luenberger
observer is then used to estimate the continuous state.
In (Ferrari-Trecate et al., 2002) and (Pina and Botto,
2006) a Moving Horizon Estimation (MHE) scheme
simultaneously estimates the discrete mode and the
continuous state, differing in the fact that the latter
can also estimate the input disturbances.

The derivation of the truly optimal filter for sys-
tems with switching parameters was first presented in

(Athans and Chang, 1976). The objective was to per-
form simultaneous system identification and state es-
timation for linear systems but the derivation is quite
general and is directly applicable to the hybrid state
estimation problem. This method requires the con-
sideration of all admissibledmsstarting from the ini-
tial time instant, being obviously unpractical since the
number ofdms grows exponentially in time, and so,
suboptimal methods were developed. From the var-
ious possibilities, considering all the admissibledms
of a given length is usually the preferred methodol-
ogy. In view of this, suboptimal multiple model esti-
mation schemes where then developed and applied for
tracking maneuvering vehicles, as surveyed in (Mazor
et al., 1998), and systems with Markovian switching
coefficients, (Blom and Bar-Shalom, 1988), proving
their efficiency for state estimation in multiple model
systems. Multiple model estimation algorithms use
a set of filters, one for each possible dynamic of the
system. In this paper an efficient state estimation al-
gorithm for stochastic hybrid systems, based on the
Interacting Multiple-Model (IMM) estimation algo-
rithm, is proposed. The method is applicable to most
of the existing models of hybrid systems subject to
disturbances with explicitly known probability den-
sity function, so being rather general. This estima-
tion method will be further compared to the Moving
Horizon Estimation (MHE) algorithm and tested in
the benchmark AMIRA DTS200 three-tanks system
experimental setup.

The paper is organized as follows. Section 2 pro-
vides a description of the considered PWA model and
in section 3 the proposed Interacting Multiple-Model
estimation algorithm is presented. Section 4 presents
an experimental application of the proposed algo-
rithms to the AMIRA DTS200 three-tanks system ex-
perimental setup. First the experimental setup is pre-
sented and modelled, including a full characterization
of all uncertainties. Then the proposed algorithms are
tested and their performance is compared. Finally,
in section 5 some conclusions are drawn along with
some possible future developments.

2 SYSTEM DESCRIPTION

The proposed estimation algorithm is developed for
PWA systems which were introduced in (Sontag,
1981). The following stochastic PWA model will be
considered:
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x(k+1) = Ai(k)x(k)+Bi(k)u(k)+ fi(k)+Li(k)w(k)

(1a)

y(k) = Ci(k)x(k)+Di(k)u(k)+gi(k)+v(k) (1b)

iff

[

x(k)
u(k)
w(k)

]

∈Ωi(k) (1c)

wherek is the discrete time,x(k)∈X⊂R
nx is the con-

tinuous state,u(k) ∈ U⊂ R
nu is the input,y(k) ∈ R

ny

is the output,i(k) ∈ I = {1, . . . ,s} is the discrete
mode, ands is the total number of discrete modes.
The matrices and vectorsAi , Bi , fi , Li , Ci , Di , gi
depend on the discrete modei(k) and have appro-
priate dimensions. The input disturbancew(k) and
the measurement noisev(k) are modelled as inde-
pendent identically distributed random variables, be-
longing to the setsWi andVi , with expected values
E{w(k)} = 0, E{v(k)} = 0 and covariancesΣwi and
Σvi , respectively. These conditions are not restrictive
at all since the zero mean can be imposed by sum-
ming a constant vector to the disturbances and com-
pensated in the affine term of the system dynamics
(1) and, the setsWi andVi can be considered large
enough to contain all possible disturbances relevant
for practical applications, for instance 99.99% of all
admissible values. Notice that the input disturbance
and measurement noisepdfs may depend on the ac-
tual mode of the systemi(k). The setsWi andVi are
respectively defined for each modei(k) by:

HWi(k)
w(k) ≤ hWi(k)

, ∀k∈N0 (2)

HVi(k)
v(k)≤ hVi(k)

, ∀k∈N0 (3)

The discrete modei(k) is a piecewise constant func-
tion of the state, input and input disturbance of the
system whose value is defined by the regionsΩi :

Ωi : Si x(k)+Ri u(k)+Qi w(k) ≤ Ti (4)

Some helpful notation regarding the time-compressed
representation of (Kamen, 1992) for system (1) will
now be introduced. The time-compressed represen-
tation of a system defines the dynamics of the sys-
tem over a sequence of time instants in opposition to
the single time step state-space representation. Con-
sider the time interval[k,k+T−1], the sequence of
discrete modes over this interval is represented as
iT = iT(k) , {i(k), . . . , i(k+T−1)}. To simplify the
notation, the time indexk is removed from the discrete
mode sequence (dms) whenever it is obvious from the
other elements in the equations. In view of this, the
output sequence over the same interval can be com-
puted by:

YT(k) = CiT x(k)+DiT UT(k)+giT +LiTWT(k)+VT(k)
(5)

Figure 1: Interacting Multiple-Model Estimation Algo-
rithm.

where the input, input disturbance and measurement
noise sequencesUT(k), WT(k) andVT(k) respectively
are defined in the same way as the output sequence
YT(k) , [y(k)T, . . . ,y(k+T−1)T]T. The matrices and
vectorsCiT , DiT , giT andLiT are computed from the
system dynamics (1a-1b) according to what is pre-
sented in (Kamen, 1992). The same reasoning can
be applied to the constraintsΩiT :

ΩiT : SiT x(k)+RiT UT(k)+QiT WT(k)≤TiT (6)

where the matricesSiT , RiT , QiT andTiT can be com-
puted from the system dynamics (1a) and partitions
(4). The inequalities that define the disturbance and
noise sets over adms iT , WiT andViT respectively,
can also be easily found from equations (2) and (3):

HWiT
WT(k)≤ hWiT

(7)

HViT
VT(k)≤ hViT

(8)

3 INTERACTING MULTIPLE
MODEL ESTIMATION

The proposed Interacting Multiple-Model (IMM) Es-
timation algorithm is composed of three parts; the Un-
constrained Filter Bank (UFB), the Constrained Filter
Bank (CFB) and, the Discrete Mode Sequence Es-
timator (DMSE). A schematic representation is pre-
sented in figure 1.
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The estimation algorithm works as follows: first
the continuous state estimates are computed in the
UFB without considering the constraints. Then, the
DMSE computes the squared errors of these estimates
and ranks them. Finally, starting with the estimate
with the lowest squared error, the estimates are re-
computed in the CFB considering the presence of
constraints. When the most accurate estimate is al-
ready a constrained estimate the whole process stops.

As the estimation is based on sequences of mea-
surementsYT(k) and discrete modesiT(k), two dis-
tinct time instants must be considered: the time in-
stant at the beginning of the sequences,k, and the
time instant at the end of these sequences, which is
the present time instantt = k+T−1. The state esti-
mates will be computed at time instantk, and can be
propagated to the present time instant according to the
estimated dynamics.

3.1 Unconstrained Filter Bank

The UFB computes the unconstrained state estimates.
It is composed by a set of unconstrained least-squares
filters, one for each possibledmsjT :

x̂u
jT (k|t) = x̂jT (k|t−1)+ (9)

KjT
(k|t−1)

[(

YT(k)−DjT
UT(k)−gjT

)

−CjT
x̂jT

(k|t−1)
]

wherex̂jT (k|t−1) is thea priori continuous state es-
timate for mode sequencejT using measurements up
to time instantt−1. KjT (k|t−1) is the filter gain:

KjT(k|t−1)=
(

Σ−1
xjT

(k|t−1)+CT
jT Σ−1

YjT
CjT

)−1
CT

jT Σ−1
YjT
(10)

ΣYjT
=

[

LjT IT.ny

]

[

ΣWjT
0

0 ΣVjT

]

[

LjT IT.ny

]T
(11)

The covariance of the obtained unconstrained esti-
mate can also be computed:

ΣxjT
(k|t) =

(

Σ−1
xjT

(k|t−1)+ CT
jT Σ−1

YjT
CjT

)−1
(12)

This covariance matrix not only provides some in-
sight on the accuracy of the continuous state estimate
x̂u

jT
(k|t), but also defines the confidence on the past in-

formation at the subsequent time instant ˆxjT (k+1|t):

ΣxjT
(k+1|t)=A j(k)ΣxjT

(k|t)AT
j(k)+L j(k)Σw j(k)L

T
j(k)
(13)

When computing the unconstrained state estimate, no
a priori information may be available or one may be
interested in discarding it, thenΣ−1

xjT
(k|t−1) should

be set to 0. The corresponding unconstrained state
estimate is referred to as ˆxu∗

jT
(k|t).

3.2 Constrained Filter Bank

The CFB will recompute the state estimates but now
considering the constraints (6), (7) and (8). The con-
strained least-squares filter is somehow more compli-
cated. First the least-squares state vector must be aug-
mented to incorporate both the input disturbance and
measurement noise vectors, since there exist explicit
constraints on these variables:





xjT (k)
WjT (k)
VjT (k)



 (14)

Notice that by explicitly considering the input distur-
bance and measurement noise sequences, all the un-
certainty is removed from the observation equation
(5) and it becomes an equality constraint:

He .





xjT
(k)

WjT
(k)

VjT
(k)



= he ⇔ (15)

⇔
[

CjT
LjT

InY

]

.





xjT
(k)

WjT
(k)

VjT
(k)



=
[

YT(k)−DjT
UT(k)−gjT

]

The constraints of thedms (6) and the bounds on the
input disturbance and measurement noise vectors de-
fined by the setsWjT andVjT described by equations
(7) and (8) compose the inequality constraints of the
least-squares problem, according to:

Hi .





xjT (k)
WjT (k)
VjT (k)



≤ hi ⇔ (16)

⇔







SjT QjT 0

0 HWjT
0

0 0 HVjT







.







xjT (k)

WjT (k)

VjT (k)







≤







TjT−RjT UT (k)

hWjT
hVjT







Having defined the constraints matrices, the con-
strained least-squares filter corresponding to the mode
sequencejT is given by:





x̂jT
(k|t)

ŴjT
(k|t)

V̂jT
(k|t)



 =





x̂jT
(z,k|t−1)

ŴjT
(k|t−1)

V̂jT
(k|t−1)



+

KjT
(k|t)





[

he
hi

]

−

[

He
Hi

]

.





x̂jT
(k|t−1)

ŴjT
(k|t−1)

V̂jT
(k|t−1)









(17)

The constrained least-squares filter gain is defined as:
KjT (k|t) = (18)















ΣxjT
(k|t−1) 0 0

0 ΣWjT
0

0 0 ΣVjT







−1

+

[

He
Hi

]T
ZjT (k|t)

[

He
Hi

]









−1
[

He
Hi

]T
ZjT (k|t)
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whereΣxjT
(k|t−1) is the covariance matrix associated

with thea priori state estimate ˆxjT (k|t−1). ZjT (k|t) is
the diagonal matrix that defines the active constraints.

There are several methods, most of them itera-
tive, for determining the matrixZjT (k|t), or equiva-
lently the set of active constraints. Here, the active set
method presented in (Fletcher, 1987) will be used.

As in the unconstrained case,a priori information
may be discarded by settingΣ−1

xjT
(k|t−1) to 0. The

corresponding constrained state estimate is referred to
asx̂c∗

jT
(k|t).

3.3 Discrete Mode Sequence Estimator

The DMSE deals with the estimation of the discrete
mode sequence and, consequently, selects the filter
which will provide the final continuous state estimate.

According to the least-squares philosophy, an ap-
proximation of the measured output sequence is com-
puted for every possibledms and then, the one pro-
viding the smallest squared error should be selected
as the least-squares estimate.

Thedms estimate is then selected as the one that
presents the lowest constrained squared error,αc

jT
:

îT(k|t) = arg min
jT

αc
jT (k|t) (19)

The squared error associated with thedmsjT is given
by:

αjT (k|t) =
∥

∥Ŷ∗jT (k|t)−YT(k)
∥

∥

2
Σ−1

YjT

=

=
[

Ŷ∗jT (k|t)−YT(k)
]T

Σ−1
YjT

[

Ŷ∗jT (k|t)−YT(k)
]

(20)

where:

Ŷ∗jT (k|t) = CjT x̂∗jT (k|t)+ DjTUT(k)+ gjT (21)

andx̂∗jT (k|t) is the estimated state of thedmsjT when

all past information is discarded,
(

Σ−1
xjT

(k|t−1) = 0
)

.
The squared errors computed by equation and (20)

are useful when comparing continuous state estimates
from the samedms. However, when the covariance
matrices are different, an additional factor,ᾱjT , must
be considered to allow a meaningful comparison be-
tween squared errors. Recalling the relation between
least-squares and the maximization of the Gaussian
likelihood function (or its logarithm), the value of̄αjT
should be defined as:

ᾱjT =−
1
2

ln
(

(2π)nY det
(

ΣYjT

)

)

(22)

Equation (20) should be modified to:

αjT (k|t) = ᾱjT +
∥

∥Ŷ∗jT (k|t)−YT(k)
∥

∥

2
Σ−1

YjT

(23)

Equation (23) can be used to compute the squared er-
rors of both the unconstrained estimates,αu

jT
(k|t), and

the constrained estimates,αc
jT

(k|t), usingx̂u∗
j (k|t) and

x̂c∗
j (k|t), respectively.

3.4 Computational Issues

Concerning computational requirements, it is noticed
that there can be as many asnT

s dms, which becomes
an extremely large number even for relatively smallns
andT. So, computationally demanding calculations
should be preformed for the minimum number ofdms
possible.

Analyzing the required computations one con-
cludes that ˆxu∗

jT
(k|t) can be determined by simple

matrix sums and multiplications if the filter gain
KjT (k|t−1) is computed off-line, since there are no
varying terms as can be seen in equation (9). The cor-
responding squared errorαu

jT
(k|t), computed through

equation (23), can also be determined using simple
matrix sums and multiplications from ˆxu∗

jT
(k|t). The

continuous state estimate ˆxu
jT

(k|t) on the other hand,
requires a matrix inversion to determine the corre-
sponding filter gain using equation (10) since the ma-
trix Σ−1

xjT
(k|t−1) is not known in advance.

The constrained estimates require much more
complex computations in the solution of the inequal-
ity constrained least-squares problem. An iterative
algorithm has to be preformed online, and involves
one matrix inversion at each iteration which is com-
putationally heavy. There is the possibility that the
solution corresponding to the truedms is the same
as the unconstrained solution and the iterative algo-
rithm stops at the first iteration. In general, how-
ever, this will not be the case. So, the computation
of constrained solutions should only be done in cases
of absolute necessity. The squared error of the con-
strained estimatesαc

jT
(k|t) can be determined using

simple matrix sums and multiplications from ˆxc∗
j (k|t).

The proposed algorithm should take these knowl-
edge into account and arrive at the final estimates in
the most efficient way possible.

To avoid the computation of the constrained least-
squares estimates from all discrete mode sequences,
the following relation between the constrained and
unconstrained squared errors for a given discrete
mode sequence is used:

αu
jT (k|t)≤ αc

jT (k|t) (24)

An efficient reduction on the number of constrained
estimates that have to be computed can be achieved
by computing all unconstrained estimates ˆxu∗

j (k|t) and
the corresponding squared errorsαu

jT
(k|t) and then,

start replacing the unconstrained solutions with the
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corresponding constrained ones, from the lower val-
ues of the squared error. Whenever the lowest squared
error corresponds to a constrained solution, the algo-
rithm stops since no further reduction of the squared
error can be done. The discrete mode sequence and
continuous state estimates are the ones corresponding
to that lowest squared error.

This algorithmic procedure may provide a sub-
stantial reduction in the number of inequality con-
strained least-squares problems to be solved since the
increase in the squared error should be small, or even
zero, for the truedms. However, the unconstrained
solutions of incorrectdmsmay have low squared er-
rors, which rise substantially only when the respective
constrained solutions are computed. An efficient pro-
cedure to detect these incorrectdms before comput-
ing the respective constrained estimates would reduce
the computational requirements even more.

To further improve the algorithm, the followingB
matrix must be introduced. Each coefficientβiT ,jT of
the matrixB is defined as the maximum value ofαc

iT
under whichαc

iT
is always smaller thanαc

jT
, or in an

even more restrictive way, under whichjT is never
the estimated sequence. The coefficientsβiT ,jT can
be computed off-line by the following optimization
problem, which falls in the general class of Second-
Order Cone Programs for which efficient solvers have
already been developed, for instance, by (Alizadeh
and Goldfarb, 2001):

βiT ,jT = min
YT ,UT

αc
iT (YT ,UT)

subject to :

UT ∈ U
T

îT = jT

(25)

By this definition ofβiT ,jT , when the constrained so-
lution of adms iT is computed, alldms jT such that
βiT ,jT is greater thanαc

iT
(k|t) can be discarded. This

algorithmic procedure provides an even greater re-
duction on the number of constrained problems to be
solved. Notice that this procedure does not even re-
quire the computation of the unconstrained solutions
of thedms to be discarded.

Both previous modifications to the algorithm re-
quire the existence of one constrained solution to dis-
card any otherdms. Furthermore, the number of
discardeddms depends on the quality of the con-
strained solution. In the following, some attention
will be given to the recursiveness of the DMSE and
the methodology to determine thedms that will most
likely provide good constrained estimates.

At a given time instantt+1 the following quanti-
ties have been computed at the previous time instant:
the discrete mode sequence estimate,îT(k|t), the
squared errors (or lower bounds) of alldms, αc

jT
(k|t)

and, the continuous state estimates ˆxc∗
jT

(k|t) and the

values of the estimated input disturbancesŴjT (k|t) for
the dms whose squared errors have been computed,
including thedms estimate. These quantities allow
the computation of thea priori continuous state es-
timate corresponding to the discrete mode sequence
estimate at the following time instant:

x̂∗jT (t+1|t) =
(

A j(t) . . . A j(k)

)

x̂∗jT (k|t)+
[

A j(t) . . .A j(k+1)B j(k), . . . ,B j(t)

]

UT(k)+
[

A j(t) . . .A j(k+1)Wj(k) , . . . , Wj(t)

]

ŴjT (k|t)+
(

A j(t) . . .A j(k+1) f j(k) + . . .+ f j(t)

)

(26)

This estimate can be used to obtain some insight on
the likelihood of the discrete mode at the next time
instant j(t+1). The discrete modesj(t+1) can be
sorted by ascending values of:

γjT , j(t+1|t) =

max
(

Sj x̂∗jT (t+1|t)+Rju(t+1)+Q jŵ(t+1|t)−Tj

)

(27)

The value of ˆw(t+1) should be set to E{wj}.
The discrete modesj(t+1) that provide the lower

values ofγjT , j(t+1|t) correspond the discrete mode
sequencesjT =

{

j(k+1), . . . , j(t), j(t+1)
}

at time in-
stantt +1 most likely to succeed tojT at time instant
t.

Applying this methodology to the discrete mode
sequence estimate at the previous time instant,îT(k|t),
should providedmswith very low squared errors that
discard most of the other candidatedms. The same
reasoning should be applied to all other discrete mode
sequences of the previous time instant that have not
been discarded yet, starting from the ones that present
lowest squared errors and then the ones with the low-
est bounds.

4 EXPERIMENTAL
APPLICATION

To demonstrate the applicability of the hybrid estima-
tion algorithms, the laboratory setup of the DTS200
three-tanks system from AMIRAr (Amira, 2002)
will be used to simulate different situations common
in hybrid estimation. A photo of the three-tanks sys-
tem is presented in figure 2 showing the different
components of the experimental setup. The plant con-
sists of three plexiglas cylinders or tanks,T1, T2 and
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T3 with similar cross section. These are connected in
series with each other by cylindrical pipes with cross
sectionSn. Located atT2 is the single so called nom-
inal outflow valveV0 which also has a circular cross
sectionSn. The outflowing liquid (colored distilled
water) is collected in a reservoir, which supplies the
pumpsP1 and P2. Here the water circuit is closed.
hmaxdenotes the highest possible liquid level in any of
the tanks. In case the liquid level ofT1 or T2 exceeds
this limit the corresponding pump will be switched
off automatically.Q1 andQ2 are the flow rates from
pumpsP1 andP2, respectively.

Figure 2: The three-tanks setup.

The pump flow ratesQ1 andQ2 and the position of
the valvesV13, V23, V0, V10, V20, V30, denote the con-
trollable variables, while the liquid levels ofh1, h2 and
h3 are the output variables. The necessary level mea-
surements are carried out by piezo-resistive difference
pressure sensors. There are also potentiometric sen-
sors that measure the position of each valve. The sen-
sor signals are preprocessed to the interval[0;1] and
so need to be adjusted to[0;hmax] for the water lev-
els. For the remainder of this section the three-tanks
system will be adapted so that more realistic hybrid
estimation problems can be studied while simultane-
ously simplifying the presentation of results. The new
model is present in figure 3 where the elements in grey
are assumed to be nonexistent, the elements in green
are fully operational and the elements in red may be
subject to faults and will be used to model input dis-
turbances.

PumpP1 is considered to be a fully operational
on/off valve. ValveV13 will have two nominal values
“on” and “off”, while Valve V10 will remain closed.
Both these valves are subject to a possible fault re-
sulting in an unmeasurable flow to cross them and de-
scribed as an input disturbance. The water level sen-
sor of tank 3 can also be subject to a fault. The Valve
V30 is considered to be a fully operational “on/off”

Figure 3: Final model of the three-tanks system.

valve with no possible faults, while ValvesV20, V23
andV0 will remain closed and so can be considered to
be nonexistent.

The system can exhibit a large number of differ-
ent dynamics, depending on the state of each discrete
variable. The full hybrid model description of the sys-
tem can be found in (Pina, 2007).

4.1 Estimation of the Fault in Valve V10

In this example, the estimation algorithm will have
to estimate the discrete mode that indicates a fault on
valveV10. As the analysis will focus on valveV10, the
faults on valveV13 and sensorh3 will be considered
nonexistent. A single test will be performed where
various situations arise and are then analyzed sepa-
rately. The system is excited according to the discrete
variables presented in table 1. Various positions for
the valveV10 are considered, corresponding to differ-
ent intensities of the fault.

Table 1: Evolution of the discrete variables.
Time(s) 0-49 50-99 100-149 150-199 200-249 250-300

V10 “ok” “faulty” “faulty” “faulty” “faulty” “ok”
med max med max

V13 “ok” “ok” “ok” “ok” “ok” “ok”
h3 “ok” “ok” “ok” “ok” “ok” “ok”
P1 “on” “on” “on” “on” “on” “on”

V13 “open” “open” “open” “open” “open” “open”
V30 “open” “open” “open” “open” “open” “open”

The measured outputs and the estimated water lev-
els are presented in figure 4, where the influence of the
intensity of the fault can be clearly seen.

The real (observed) and estimated values of the
fault using the IMM algorithm are shown in figure 5.
As the fault in valveV10 takes one time instant to be
reflected in the water level measurements, only the
value of fV10(k− 1|k) is relevant. Note thatfV10(k−
1|k) is a discrete variable that takes value 1 when a
leak occurs, and value 0 when there is no fault.

IS-11



0 50 100 150 200 250 300
−0.5

10

20

30

40

50

61.5

Time  k  (s)

Measured / Estimated water levels  h
1
 , h

3

h
1
(k)

      
h

3
(k)

 

 

h
1

h
3

Observed
IMM
MHE

Figure 4: Water levels estimation using the IMM and MHE
estimation algorithms.
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Figure 5: Estimation of the discrete mode sequence relative
to the fault in valveV10.

The corresponding estimated continuous input
disturbances by both algorithms are shown in figure
6. As the fault in valveV10 takes one time instant to
be reflected in the water level measurements, only the
value ofwV10(k−1|k) is estimated. The variablewV10

determines the leaking flow and is considered to be a
uniformly distributed random variable defined in the
interval [−0.4;0.4]cm, with zero mean and variance
0.82

12 cm2 for all k, where 0.8 is the maximum water
level change when the valveV10 is fully open.
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Figure 6: Estimation of the input disturbancewV10(k−1|k)
corresponding to the fault in valveV10.

The difference observed in both algorithms for the
estimation of the disturbancewV10(k−1|k) shows that
the MHE algorithm is not able to weight the distur-
bance with any prior value so allowing it to change
freely, which increases the variation of the input dis-
turbance estimates.

The estimation results presented in figures 4 and 5
will now be analyzed independently for the 3 consid-
ered valveV10 fault intensities.

4.1.1 Case 1 - Fault Inactive

For time intervals[0 ;50[s and[250 ;300]s valveV10
remained closed and the fault is considered inactive.
Despite being inactive, there is still a possibility of
a wrong estimate reflected on the value of the dis-
crete variablefV10. However, as shown in figure 7,
the valve’s true state was correctly estimated during
these time periods.
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Figure 7: Map of probability of correct mode estimation,
with 1s delay, when valveV10 is fully closed. (Red - prob-
ability of correct mode estimation 0, Blue - probability of
correct mode estimation 1)

Figure 7 shows that if the valveV10 is closed there is
no possibility of estimating a discrete mode sequence
corresponding to an open valve condition. Thus the
inactive fault is always correctly estimated.

4.1.2 Case 2 - Fault Active with Intermediate
Intensity

The valveV10 has an intermediate open position dur-
ing time intervals[50 ;100[s and[150 ;200[s allow-
ing an unmeasured flow to cross it. In this case, a fully
closed valve was estimated by the IMM algorithm in
several time instants. These wrong estimates are un-
derstandable since the effect on the water level of tank
1 is not too drastic and can be mistaken by any other
source of uncertainty, like measurement noise for in-
stance. This difficulty in discerning whether the valve
is slightly open or fully closed is patent in the map of
probability of correct mode estimation shown in fig-
ure 8. It can also be concluded that the probability
of an incorrect estimation of the valve’s condition in-
creases as the water level of tank 3 becomes lower.

The map of probability of correct mode estimation
is not able to show the existing dependence between
the probability of correctly determining the valve’s
condition and its real position. It is clear from figure
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Figure 8: Map of probability of correct mode estimation,
with 1s delay, when faultfV10 is active. (Red - probability
of correct mode estimation 0, Blue - probability of correct
mode estimation 1)

4 that the valveV10 is more closed during the time
interval [50 ;100[s than in[150 ;200[s. This fact
is reflected in a higher number of incorrect mode se-
quence estimations in case the valve remains closer to
its nominal closed position. The following case will
further explore this dependence.

4.1.3 Case 3 - Fault Active with Maximum
Intensity

If valve V10 is fully open it becomes much easier
to determine its position, thus allowing the IMM al-
gorithm to provide correct estimates for the discrete
mode sequence during time intervals[100 ;150[s and
[200 ;250[s. This is quite obvious since the effect on
the water level of tank 1 is very intense and can not
be mistaken by any other source of uncertainty. This
result is depicted in figure 9.

This map of probability of correct mode estima-
tion was computed considering an hypothetical model
for the system where valveV10 can only be fully open
or fully closed.

Figure 9 shows that when the faultfV10 has max-
imum intensity,wV10 = 0.4, it is always correctly es-
timated. However, further results have shown that for
very low water levels in tank 1 the difference between
a fully open or fully closed valve are reduced, being
even undetectable when the tank is empty. This is ex-
plained by the fact that the maximum fault intensity
allowed by the model,wV10 = 0.4, can not be achieved
in practice when tank 1 is almost empty but rather
when it is full.
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Figure 9: Map of probability of correct mode estimation,
with 1s delay, considering that faultfV10 has maximum in-
tensity,wv10 = 0.4. (Red - probability of correct mode es-
timation 0, Blue - probability of correct mode estimation
1)

5 CONCLUSIONS

This paper presented an efficient hybrid estimation al-
gorithm based on an IMM setup composed by a set
of least-squares filters. The computational efficiency
is obtained by some algorithmic procedures that dis-
card many candidatedms before performing heavy
computations. These procedures rely on the early de-
termination of good estimates, on the separation of
constrained and unconstrained estimates and on some
bounding parameters for the squared errors.

The IMM was able to provide accurate online es-
timates for both continuous states and discrete vari-
ables when applied to the hybrid model of the bench-
mark AMIRA DTS200 three-tanks system experi-
mental setup. The potential of the IMM algorithm
was demonstrated when comparing its computational
efficiency with the MHE with unknown inputs algo-
rithm for a fault detection problem.

One of the most relevant issues that influence the
computational efficiency of hybrid methodologies has
to do with the high number of discrete modes that
are tipically involved in a medium size hybrid system
model. This fact eventually turns most of the prob-
lems untractable. For the case of the three-tanks sys-
tem experimental setup, it was noticed that the con-
sideration of all three tanks in the same hybrid model
requires huge computational resources. Thus, authors
believe that a multi-agent modeling architecture can
significantly simplify the all model complexity while
being able to retain its full hybrid dynamical flavour.
As the size of the problems to be solved with hy-
brid systems grows exponentially with the number
of discrete modes involved, multi-agent architectures
may be the solution to the huge complexity of hybrid
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methodologies, thus being a very interesting and pos-
sibly fruitful research topic.

REFERENCES

Alessandri, A. and Coletta, P. (2003). Design of ob-
servers for switched discrete-time linear systems. In
Proc. American Control Conference, pages 2785–
2790, Denver, Colorado.

Alizadeh, F. and Goldfarb, D. (2001). Second-order cone
programming. Technical Report RRR Report number
51-2001, RUTCOR, Rutgers University, Piscataway,
New Jersey.

Amira (2002). DTS200 - Laboratory Setup Three-tank-
system. Amira, Duisburg, Germany.

Antsaklis, P. (2000). A brief introduction to the theory and
applications of hybrid systems.Proc. IEEE, Special
Issue on Hybrid Systems: Theory and Applications,
88(7):879–886.

Athans, M. and Chang, C. (1976). Adaptive estimation and
parameter identification using multiple model estima-
tion algorithm. Technical Report 28, M.I.T. - Lincon
Laboratory, Lexington, Massachusetts.

Balluchi, A., Benvenuti, L., Benedetto, M. D., and
Sangiovanni-Vincentelli, A. (2002). Design of ob-
servers for hybrid systems. InHybrid Systems: Com-
putation and Control, volume 2289 ofLecture Notes
in Computer Science, pages 76–89. Springer Verlag.

Bemporad, A. and Morari, M. (1999). Control of systems
integrating logic, dynamics, and constraints.Automat-
ica, 35(3):407–427.

Blom, H. A. P. and Bar-Shalom, Y. (1988). The interactive
multiple model algorithm for systems with markov-
ian switching coefficients.IEEE Trans. on Automatic
Control, 33(8):780–783.
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Abstract: A flexible, ubiquitous, and universal solution for management of distributed dynamic systems will be 
presented. It allows us to grasp complex systems on a higher than usual, semantic level, penetrating their 
infrastructures, also creating and modifying them, while establishing local and global dominance over the 
system organizations and coordinating their behavior in the way needed. The approach may allow the 
systems to maintain high runtime integrity and automatically recover from indiscriminate damages, 
preserving global goal orientation and situation awareness in unpredictable and hostile environments.  

1 INTRODUCTION 

We are witnessing a rapid growth of world 
dynamics caused by consequences of global 
warming, globalization of economy, numerous 
ethnic, religious and military conflicts, and 
international terrorism. To match this dynamics 
and withstand numerous threats and possible 
adversaries, effective integration of any available 
human and technical resources is crucial. These 
resources may be scattered and emergent, lacking 
the infrastructures and authorities for organization 
of the solutions needed, in real time and ahead of it.  

Just communication between predetermined 
parts and systems with possible sharing a common 
vision, often called “interoperability”, may not be 
sufficient. The whole distributed system (or system 
of systems) should rather represent a highly 
dynamic and integral organism, in which parts may 
be defined and interlinked dynamically in 
subordination to the global organization and 
system goals, which can vary at runtime, with the 
coined term “overoperability” (Sapaty, 2002) 
becoming more appropriate.  

A related ideology and accompanying 
information & control technology, allowing us to 
provide a much higher than usual level of system 
understanding and control, will be outlined in this 
paper. 

2 THE WORLD PROCESSING 
PARADIGM 

Within the approach developed, a network of 
intelligent modules (U, see in Fig. 1), embedded into 
important system points, collectively interprets 
mission scenarios in a special high-level language, 
which can start from any nodes, covering the 
networked systems at runtime. 
 

Self-evolving scenario

Emergent 
components

Universal control

U

U U

 
Figure 1: Runtime coverage of a distributed system. 

The system “conquering” scenarios are integral and 
compact, being often capable of self-recovery after 
damages. They may be created on the fly, as 
traditional synchronization, data, code, and agents 
handling and exchanges are effectively shifted to the 
automatic implementation. This (parallel and fully 
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distributed, without central resources) spatial 
process can take into account details of the 
environments, which may be unpredictable and 
hostile, in which mission scenarios evolve. 

Initially represented in a unified and compact 
form, the scenario and resources which may be 
needed for its development, can start from any 
system point (as shown in Fig.2).  
 

Scenario

Resources
Application 
point

D i s t r i b u t e d  W o r l d  
Figure 2: The initial state. 

The scenarios can self-split, replicate, and modify 
while covering the distributed world or its part(s) 
needed at runtime, bringing operations and (both 
virtual and physical) resources into different points, 
also lifting, activating, and spreading further other 
scenarios and resources, already accumulated in 
the navigated world, as in Fig. 3. 

 
Figure3: Spreading operations and resources. 

This is causing movement of information and 
physical matter, as well initiating interactions 
between manned and unmanned components, 
command and control (C2) including, as in Fig. 4 
(S is for spatial scenarios or their parts, and R – for 
resources to implement the scenarios). 

The main difference of this approach with the 
other works is that it describes on a higher level, in 
a concise way, of what the system should do or 
how should behave as a whole, while delegating 
numerous routines of partitioning into components 
(agents), with their interaction and synchronization, 
to the effective automatic level, while other 

approaches used to do the latter manually, and from 
the start. The approach can, however, describe and 
implement the system organization and its behavior at 
any levels needed, which may include: 
 

S R

S R

S R
S R S R

S R

S R

S R

S R

S R

S R

Dynamic C2 
infrastructures

Movement of 
the partitioned, 
replicated and 
modified 
scenarios and 
resources

Start

Communicati
ng humans or 
robots

D i s t r i b u t e d  W o r l d  
Figure 4: Resultant interactions between system parts. 

• Most general, semantic, task formulation. 
• Explicit projecting intelligence, information, 

matter, and power into particular physical or 
virtual locations, with doing jobs directly in the 
places reached, and if needed, cooperatively. 

• Creating new active physical, virtual, or combined 
worlds, and organizing & coordinating their 
activity. 

• Setting up implementation details, at any levels, 
say, for optimization of the use of scarce resources. 

3 THE WORLD PROCESSING 
LANGUAGE (WPL) 

This ideology and technology are based on the World 
Processing Language, WPL (Sapaty, 2005) describing 
what to do in distributed spaces rather than how to do, 
and by which resources (or even system organization), 
leaving these to the automatic interpretation in 
networked environments. The WPL fundamentals 
include: 
• Association of any action with a position in 

physical, virtual, or combined space. 
• Working with both information and physical 

matter. 
• Runtime creation of distributed knowledge 

networks. 
• Unlimited parallelism. 
• Free movement or navigation in physical, virtual, 

or combined worlds. 
• Fully distributed decision making with high 

integrity as a whole. 
• Automatic command and control. 
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It is a higher-level language to efficiently 
command and control emergent human teams and 
armies. It is also a fully formal language suitable 
for automatic interpretation by mobile robots and 
their groups. Due to peculiar syntax and semantics, 
its parallel interpretation in distributed systems is 
straightforward, transparent, and does not need any 
central resources. Such complex problems as 
synchronization of multiple activities and 
collective (swarm as well as centrally or 
hierarchically controlled) behavior can be solved 
automatically by the networked interpreter, without 
traditional load on human managers and 
programmers.  

This dramatically simplifies application 
programming, which is often hundreds of times 
more concise (and simpler) than in traditional 
programming languages. WPL allows for a direct 
access to the distributed world, performing any 
operations in any its points over local or remote 
data, which may represent both information and 
physical matter. Navigating in the world, WPL can 
modify it or even create from scratch, if required. 
Different movements and operations can be 
performed simultaneously and in parallel, and 
these may be free or may depend on each other.  

WPL has a recursive syntax which can be 
expressed on the top level as follows (square 
brackets are for an optional construct, braces mean 
construct repetition with a delimiter at the right, 
and vertical bar separates alternatives). 
 
wave           constant | variable | [ rule ] ( {wave , } ) 
constant     information | matter 
variable      nodal | frontal | environmental 
rule             evolution | fusion | verification | essence 
evolution  expansion | branching | advancing |           
repetition | granting 
fusion          echoing | processing | constructing | 
            assignment 
verification   comparison | membership | linkage 
essence       type | usage 
 
A rule is a very general construct, which, for 
example, can be: 
• Elementary arithmetic, string or logic operation. 
• Hop in physical, virtual, or combined space. 
• Hierarchical fusion and return of (remote) data. 
• Parallel and distributed control. 
• Special context for navigation in space. 
• Sense of a value for its proper interpretation. 

 
Different types of variables, especially when used 
together, allow us to create efficient spatial 
algorithms which work “in between components” 
of distributed systems rather than in them. The 

variables called nodal can store and access local 
results in the system points visited, while others ones 
can move data in space together with the evolving 
control (frontal variables) or can access and impact 
the world navigated (environmental variables). 

4 ELEMENTARY EXAMPLES 

4.1 Setting Global Dominance 

Let us assume that a node in the distributed system 
(see Fig.5) wants to establish the field of its 
dominance over other nodes which have a lower rank 
that itself (here the content, or name, of each node is 
considered as its rank). 
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Figure 5: Distributed system nodes. 

The following parallel and distributed program, 
applied in this node, spreads its own rank throughout 
the whole system in the frontal variable Rank. This 
puts the rank into the nodal variable Dominance in 
each visited node, if Rank exceeds the already 
existing value in Dominance (by the first access, the 
variable Dominance is assigned the value of the 
personal rank of each node). 
 
frontal Rank = CONTENT;  
nodal Dominance; 
repeat ( 
   if (Dominance == nil, Dominance = CONTENT); 
   if (Dominance < Rank, 
         (Dominance = Rank; hop all neighbors), 
            stop)) 
 
If applied, say, in node 11, this distributed program 
establishes only a partial dominance in the system, as 
shown in Fig. 6. 
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Figure 6: Resulting in partial dominance. 

That will not be the case for node 14, which will 
set up its absolute dominance over the whole world 
by the program above, as in Fig. 7. 
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Figure 7: Setting absolute dominance of node 14. 

4.2 Creating Infrastructures in the 
Distributed Space 

It is easy to set up any infrastructures in the 
distributed space by the approach presented, with 
any topology. The following program, starting 
from node 3, will create (in parallel and distributed 
way) the networked structure shown in Fig. 8 over 
the set of already existing nodes. 

 
Figure 8: Creating a distributed infrastructure. 

hop node 3;  
create links ((L6# 2; L8#14),  
   (L7#12; L5#7; L4#3), (L1#14; L2#9; L3#7)) 
 
Any functionality can be associated with both nodes 
and links of the obtained infrastructure at runtime, 
which will be operating as a system for the purpose 
needed. 

4.3 Finding Patterns in the 
Infrastructure 

It is convenient to find any patterns in the distributed 
infrastructures in WPL. Let such a pattern be a 
triangle, and we would like to find all of them in the 
infrastructure created. The following spatial program, 
starting in any node, does this, with listing resultant 
nodes of the triangles in their descending ranks. 
 
hop all nodes; frontal (Triangle) = CONTENT;  
twice (hop all links; CONTENT < BACK;  
           Triangle &=  CONTENT);  
hop all links; element (Triangle, first) == CONTENT; 
output Triangle 
 
The result, issued in the node where the program was 
injected, will be as: (14, 3, 2), (12, 7, 3) -- see Fig.9. 
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Figure 9: Finding all triangles in the infrastructure. 

5 WPL INTERPRETER 

The WPL interpreters may be embedded in internet 
hosts, robots, mobile phones, or smart sensors (an 
interpreter can also be a human being herself, 
understanding and executing high-level orders in 
WPL, while communicating with other humans or 
robots via WPL too). The interpreters may be 
concealed, if needed (say, to work in a hostile 
system); they can also migrate freely, collectively 
executing (also mobile) mission scenarios, resulting 
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altogether in the extremely flexible and ubiquitous 
system organization.  

The basic WPL interpreter organization (Sapaty, 
1993, 1999, 2005) is shown in Fig, 10, which may 
have both software and hardware implementation 
(the latter as “wave chip”). 
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Figure 10: The WPL interpreter architecture. 

The interpreter consists of a number of specialized 
modules working in parallel and handling and 
sharing specific data structures, which are 
supporting persistent virtual worlds and temporary 
hierarchical control mechanisms. The whole 
network of the interpreters can be mobile and open, 
changing the number of nodes and communication 
structure between them.  

The heart of the distributed interpreter is its 
spatial track system enabling hierarchical 
command and control and remote data and code 
access, with high integrity of emerging parallel and 
distributed solutions. The interpreters can be 
embedded into any other systems, like mobile 
robots, allowing them to behave as integral teams, 
as shown in Fig. 11. 
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Figure 11: WPL interpreters (WI) forming distributed 
robotic brain. 

 

6 EMERGENCY MANAGEMENT 

Emergency management, EM (Sapaty, Sugisaka, 
Finkelstein, et al., 2006), due to the increased world 
dynamics, is becoming one of the hottest topics today. 
The emergency managers around the world are faced 
with new threats, new responsibilities, and new 
opportunities. Novel technologies, like the one of this 
paper, can alleviate consequences of natural (say, due 
to global warming) or manmade (like war conflicts) 
disasters. They can allow law enforcement and 
intelligence investigators to identify potential terrorist 
plots and then mount preemptive strikes to stop their 
plans. 

The technology described can help in solving 
many EM problems by using communicating 
interpreters embedded in different electronic devices 
like, for example, laptops or mobile phones, with 
some disaster situation shown in Fig 12. 
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Figure 12: A disaster area with WPL interpreters embedded. 

A very simple example may be here as a necessity to 
count the total number of casualties in the disaster 
area, on all its affected regions.  
 
The following program can be applied from any WI as 
an entry one, which can reside within the disaster area 
or be away from it, and then can self-spread via local 
communications, organizing the whole region with 
embedded interpreters to work as an integral spatial 
supercomputer.  
 
frontal Area = <disaster area definition>; 
output sum ( 
  hop (directly, first come, nodes(Area)); 
  repeat( 
    done(count casualties), 
    hop(any links, first come, nodes(Area)))) 
 
More complex operations which can be organized in 
WPL may include the delivery of relief aid, an 
organized evacuation from the disaster area, and 
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organization of and cooperation with the rescue 
teams (which may include robotic components). 

7 SENSOR NETWORKS 

Sensor networks are a sensing, computing and 
communication infrastructure that allows us to 
instrument, observe, and respond to phenomena in 
the natural environment, and in our physical and 
cyber infrastructure. The sensors themselves can 
range from small passive microsensors to larger 
scale, controllable platforms. Typical applications 
of wireless sensor networks (WSN) include 
monitoring, tracking, and controlling. Some of the 
specific applications are habitat monitoring, object 
tracking, nuclear reactor controlling, fire detection, 
traffic monitoring, etc. Any distributed problems 
can be solved by dynamic self-organized sensor 
networks working in WPL (Sapaty, 2007a).  

Starting from all transmitter nodes, the 
following program regularly (with interval of 20 
sec.) covers stepwise, through local 
communications between sensors, the whole sensor 
network with a spanning forest, lifting information 
about observable events in each node reached, as 
shown in Fig. 13. Through this forest, by the 
internal interpretation infrastructure, the data lifted 
in nodes is moved and fused upwards the spanning 
trees, with final results collected in transmitter 
nodes and subsequently sent outside the system in 
parallel. 
 
hop (all transmitters); 
loop ( 
 sleep (20); 
 IDENTITY = TIME; 
 transmit ( 
  fuse ( 
      repeat (free (observe (events));  
      hop (directly reachable, first come))))) 
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Figure 13: Collecting data by a sensor network. 

Another program, below, provides for spanning tree 
coverage of some distributed phenomenon, with 
hierarchical collection, merging and fusing partial 
results got from different sensors into the global 
picture. The latter will be forwarded to a nearest 
transmitter via the previously created infrastructure 
with links infra, as shown in Fig. 14. 
 
hop (random, all nodes, detected phenomenon). 
loop ( 
   frontal Full = fuse ( 
     repeat ( 
       free (collect phenomenon),  
       hop (directly reachable, first come,  
                detected phenomenon))); 
    repeat (hop links (-infra)). Transmit Full) 
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Figure 14: Space coverage with hierarchical assembling of a 
distributed phenomenon. 

In more complex situations, which can be effectively 
programmed in WPL too, we may have a number of 
simultaneously existing phenomena, which can 
intersect in a distributed space. We may also face a 
combined phenomenon integrating features of 
different ones. The phenomena (like flocks of birds, 
manned or unmanned groups or armies, spreading fire 
or flooding) covering certain regions may change in 
size and shape, they may also move as a whole, 
preserving internal organization. All these situations 
can be managed in WPL.  

8 DIRECTED ENERGY SYSTEMS 

Directed energy (DE) systems are of a growing 
interest for broad applications in the nearest future, 
especially in infrastructure protection and defense. 
The DE-based systems will be able to operate under 
flexible command and control in WPL, restructuring 
and recovering in unpredictable environments without 
loss of functionality (Sapaty, Morozov, Sugisaka, 
2007). 
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An elementary DE-based system may consist 
of a control center, DE source, relay mirror (RM), 
and target. Using WPL, the system functionality 
can be set up dynamically, on the fly, as by the 
following program: 
 
sequence ( 
  parallel ( 
    (hop (DE); adjust (RM)), 
    (hop (RM); adjust (DE, Target))), 
  (hop (DE); activate (DE))) 
  
Three snapshots of the system operation under this 
program are shown in Figs. 15-17. 

 
Figure 15: DE system operation, Snapshot 1. 

 
Figure 16: DE system operation, Snapshot 2. 

 
Figure 17: DE system operation, Snapshot 3. 

Boeing’s Advanced Relay Mirror System (ARMS) 
concept plans to entail a constellation of as many as 
two dozen orbiting mirrors that would allow a 
constant coverage of every corner of the globe. When 
activated, this would enable a directed energy 
response to critical trouble spots anywhere.   

We will show here, be the program below, how the 
shortest path tree (SPT) starting from any DE source 
and covering the whole set of distributed mirrors can 
be created at runtime with the use of the technology 
presented. This will enable us to make optimal 
delivery of the directed energy to any point of the 
globe. The distributed SPT creation process is shown 
in Fig. 18. 
 
nodal (Distance, Predecessor); 
frontal (Length, Range = 400);  
hop (DE);  
Distance = 0. Length = 0; 
repeat ( 
   hop (Range, all);  
   Length += between (WHERE, BACK);  
   or (Distance == nil, Distance > Length); 
   Distance = Length; Predecessor = BACK) 
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Figure 18: Dynamic shortest path tree through all RMs. 

In case the target is defined, the following program 
forms a path from the DE source to the target via the 
relay mirrors, using the SPT formed, with a 
subsequent activation of the DE source to impact the 
target, as depicted in Fig. 19. 
 
adjust (Seen (range), Predecessor); 
repeat ( 
   hop (Predecessor, first);  
   adjust (BACK, Predecessor)); 
activate (DE) 
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Figure 19: Energy delivery via the path found. 

9 ELECTRONIC WARFARE 

Electronic warfare (EW) is becoming one of the 
main technological challenges of this century. All 
existing and being developed electronic support, 
attack, and protection measures usually have a very 
limited scope and effect if used alone. But taken 
together they may provide a capability for 
fulfilling the rapidly growing needs. Traditional 
communication and cooperation between these 
systems may not be sufficient. They should 
comprise altogether a much more integral system 
of systems with global situation awareness and 
“global will”, which can be expressed and 
provided in WPL (Sapaty, 2007). 

One of the typical EW tasks is fighting 
malicious intrusions and viruses in computer 
networks. Being itself a super-virus on the 
implementation level, the technology proposed, via 
the embedded network of WPL interpreters, can 
simultaneously discover and analyze electronic 
viruses, with blocking their spread and inferring 
attack sources. For example, the following scenario 
can find all virus sources in parallel, as shown in 
Fig 20: 
 
nodal (Trace, Predecessor); 
sequence ( 
    (hop (all nodes);  
    nonempty (check general (viruses)); 
    repeat ( 
      increment (Trace);  
      nonempty (Predecessor = check special 
(viruses));  
      hop (Predecessor))), 
 output (  
   sort ( 
     hop (all nodes); empty (Predecessor);  
     nonempty (Trace); Trace & ADDRESS)))  
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Figure 20: Finding virus sources in parallel. 

10 AVIONICS  

Avionics, or aviation electronics, represents a 
substantial share of the cost of any modern flying 
devices.  
• Any avionics system, whether for a single aircraft 

or a group of them with manned or unmanned 
units, may be considered as a complex 
organization consisting of numerous components 
properly interacting with each other to pursue 
global goals. This organization can be effectively 
expressed in WPL on a variety of levels. 

• This organization can be made flexible enough to 
recover from indiscriminate damages and 
restructure at runtime. 

• The WP approach may offer real possibilities for a 
runtime recovery after damages, including 
reassembling of the whole system (or what 
remains of it) from any point. 
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Figure 21: Aircraft self-analysis by the WPL network. 
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Implanting communicating WPL interpreters into 
main components of an aircraft, as universal 
control modules U (see Fig. 21), may allow us to 
convert the whole distributed object into a parallel 
computer capable of solving a variety of complex 
problems at runtime, including aircraft’s safety and 
recovery (Sapaty, 2008). 

The following program, starting from any point, 
is collecting availability of vital mechanisms of a 
damaged aircraft, analyzing their completeness to 
operate as a system, with making proper decisions 
(which may include the alarm with emergent 
evacuation of the crew). 
 
nodal Available_Set =   
     repeat (  
          free (if CONTENT belongs_to      
                       (left_aileron, right_aileron, left_elevator,   
                        right_elevator, rudder, left_engine,  
                        right_engine,left_chassis,           
right_chassis, …)  
                             then CONTENT),  
          hop_first  all_neighbors); 
if sufficient Available_Set 
          then control_with Available_Set  
                 otherwise alarm 

11 DISTRIBUTED OBJECTS 
TRACKING 

Tracking mobile objects in distributed 
environments is an important task in a number of 
areas like air and road traffic, infrastructure 
protection, national and international crime, or 
missile defense. The example here relates to 
tracking aerial objects by a dynamic network of 
unmanned aerial vehicles, UAVs (Sapaty, 2008), 
with the following features to be taken into account. 
• Each UAV can observe only a limited part of 

space. 
• To keep the whole observation continuous, the 

object discovered should be handed over 
between neighboring UAVs during its 
movement, along with the data accumulated 
about it.  

• The model can catch each object and 
accompany it individually by the mobile 
intelligence, while propagating between the 
WPL interpreters in UAVs.  

• Many such objects can be picked up and chased 
in parallel by a dynamic UAV network. 

 
The following program, starting in all units, 
catches the object it sees and follows it wherever it 
goes, if it is not seen from this point any more (its 
visibility becomes lower than a given threshold).  

hop all_nodes; Frontal Threshold = 0.1;  
frontal Object =  
   select_max_visible (aerial, Threshold); 
repeat ( 
   loop (visibility (Object) > Threshold ); 
   choose_destination_with_max_value ( 
      hop all_neighbors.  
      visibility (Object) > Threshold))  
 
A snapshot of a possible situation in a distribute space 
is shown in Fig. 22. The information about the tracked 
objects can be accumulated by individual mobile 
intelligences (Sapaty, Corbin, Seidensticker, 1995), 
which can cooperate with each other, making 
individual or collective decisions about the further 
fate of the objects (e.g. classifying them as friendly or 
hostile).  
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Figure 22: Collective tracking of a mobile object. 

12 COLLECTIVE BEHAVIOR 

The higher-level, semantic WPL scenarios are well 
understandable by humans, who can perform jobs 
written in the language and delegate other jobs to 
other group members, establishing runtime relations 
with each other. These scenarios also represent fully 
formal descriptions that can be effectively interpreted 
by robots and their groups automatically.  

Both human and robotic suitability allow for a 
fully unified approach to organization of teams that 
can range from purely human to purely robotic. These 
teams can be open and emergent, and can operate in 
unpredictable environments, where team members can 
indiscriminately fail at any time but the mission 
scenario, collectively interpreted by the distributed 
group, can survive and fulfill objectives. The 
collective team behavior can be based on a loose 
organization like swarms, or can be strictly and 
hierarchically controlled. Different solutions in WPL 
throughout this organizational range are possible, 
including any combined ones (Sapaty, 2005).  
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With the initial distribution of units shown in 
Fig. 23, let us consider a collective swarm-like 
movement, where each unit randomly, within 
certain hop limits defining general direction, tries 
to move in new positions, keeping the established 
threshold distance to other units. 

 
Figure 23: Initial distribution of units. 

This can be done by the following program, which 
can start from any unit, manned or unmanned.  
 
nodal (Limits, Range, Shift); 
hop all_nodes; 
Limits = (dx (0, 8), dy (- 2, 5)); Range = 5; 
repeat ( 
   Shift = random (Limits );  
   if empty hop (Shift, Range) then move Shift) 
  
A snapshot of the group movement by this spatial 
program is depicted in Fig.24. 
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Figure 24: A swarm movement snapshot. 

To have more coordinated actions of the group, we 
may set up a distributed hierarchical infrastructure 
over it, to be used in command and control and in 
maintaining global awareness. As the group is 
distributed in space and distances between units 
can change, such an infrastructure should be 
preferably based on the current physical position of 
the units, with top of the hierarchy to be close to 
the group’s center, in order to optimize global 
coordination. We will consider here how the 

topologically central unit can be found at runtime, 
during the movement within a swarm, and how the C2 
hierarchy can be formed starting from this central unit. 
The following distributed program, starting from any 
unit, finds topologically central unit of the distributed 
swarm, which is shown in Fig. 25. 
 
frontal Aver =  
   average (hop all_nodes;  WHERE); 
nodal Center =  
   element ( 
      min ( 
         hop all_nodes;  
         distance (Aver, WHERE) & ADDRESS), 2) 
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Figure 25: Finding topologically central unit. 

Starting from the central unit found, the next program 
creates runtime hierarchical infrastructure with 
oriented links infra, as shown in Fig. 26. 
 
frontal Range = 20. 
   repeat ( 
      create_links (  
          + infra, first_come, nodes (Range))) 
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Figure 26: Hierarchical infrastructure built. 

This runtime hierarchy created may be effectively 
used for maintaining global awareness in the 
distributed space, collection and fusion of targets seen 
by individual units, spreading the set of collected 
targets back to all units, which may select the most 
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suitable ones for an individual impact. The 
following program, navigating the infrastructure 
created, follows this scenario, as shown in Fig. 27. 
 
repeat ( 
   if nonempty ( 
      frontal Seen = Repeat (  
                     Free (detect targets),  
                     Hop_links + infra)) then 
      repeat (  
         free (if TYPE == UAV then  
                      select_move_shoot Seen),    
         hop_links + infra)) 
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Figure 27: Hierarchical fusion and distribution of targets. 

As the whole group moves and distances between 
separate units may change in the swarm, the 
programs of finding the center and hierarchical 
infrastructure may be repeated with a certain 
regularity, which will help to maintain the group’s 
optimal spatial organization in a distributed 
environment. Any position in this dynamic 
hierarchy (the top one including) may happen to be 
occupied by any unit at any moment of time, 
regardless of whether it is manned or unmanned. 

Many more applications of this world 
processing paradigm (previously known as 
WAVE) can be found in (Sapaty, 1999, 2005), also 
(Sapaty, Morozov, Finkelstein, et al., 2007). 

13 CONCLUSIONS 

We have touched only some of the areas currently 
in active investigation for the WP technology 
being developed. The experience obtained allows 
us to claim the following. 
• The proposed technology converts any 

distributed system into a universal spatial 
computer capable of solving complex problems 
on itself and on the surrounding environment. 

• This system, for example, can be a single unit or a 
group (or army) of them, with individual units 
being manned or unmanned. 

• The whole system is driven by high-level 
scenarios setting how to behave as a whole and 
what to do, while omitting traditional 
implementation details which are effectively 
delegated to intelligent distributed interpretation 
system. 

• The system scenarios in the World Processing 
Language are very compact and can be created at 
runtime, on the fly, swiftly reacting on a rapidly 
changing environment and mission goals. 

• Any scenario can start from any available 
component and cover the system at runtime, 
during its evolution. 

• The approach may offer real possibilities for a 
runtime recovery after indiscriminate damages, 
including reassembling of the whole system (or 
what remains of it) from any point. 

• The technology can help dominate over other 
distributed system organizations, especially those 
explicitly based on communicating and interacting 
parts (agents). 
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EXTENDED ABSTRACT 

A significant research effort was conducted at Sony's 
Intelligence Dynamics Laboratory (SIDL), involving 
personnel from Georgia Tech, MIT, CMU, Osaka 
University, and SIDL, working towards the 
implementation of a theory of designed development 
for a humanoid robot. This research involves 
numerous insights gleaned from cognitive 
psychology (drawn from both new and old theories 
of behavior) and integrating these techniques into 
Sony's humanoid robot QRIO architecture with the 
long-term goal of providing highly satisfying 
longterm interaction and attachment formation by a 
human partner. Included are models of deliberative 
(willed) reasoning and its interfacing with a reactive 
(automatic) controller (Glasspool 00, Shallice and 
Burgess 96, Ulam and Arkin 07). In particular 
aspects of skill transference from planned to routine 
activity are incorporated (Cooper and Glasspool 01, 
Cooper and Shallice 97, Chernova and Arkin 07). In 
addition, a multi-method learning technique inspired 
by assimilation models of Piaget provides for 
runtime incorporation of disparate learned skills into 
the existing behavioral substrate (Takamuku and 
Arkin 07). Finally non-verbal communication 
mechanisms that overlay ongoing behavior 
performance and utilize both proxemics (spatial 
separation) and kinesics (body language) are 
described (Brooks and Arkin 07). All of the 
underlying models, their implementation and the 
results obtained on QRIO are presented. 
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SWARM INTELLIGENCE AND SWARM ROBOTICS 
The Swarm-Bot Experiment 

Marco Dorigo
IRIDIA, Université Libre de Bruxelles  

Belgium 

Abstract: Swarm intelligence is the discipline that deals with natural and artificial systems composed of many 
individuals that coordinate using decentralized control and self-organization. In particular, it focuses on the 
collective behaviors that result from the local interactions of the individuals with each other and with their 
environment. The characterizing property of a swarm intelligence system is its ability to act in a coordinated 
way without the presence of a coordinator or of an external controller. Swarm robotics could be defined as 
the application of swarm intelligence principles to the control of groups of robots.  
In this talk I will discuss results of Swarm-bots, an experiment in swarm robotics. A swarm-bot is an artifact 
composed of a swarm of assembled s-bots. The s-bots are mobile robots capable of connecting to, and 
disconnecting from, other s-bots. In the swarm-bot form, the s-bots are attached to each other and, when 
needed, become a single robotic system that can move and change its shape. S-bots have relatively simple 
sensors and motors and limited computational capabilities. A swarm-bot can solve problems that cannot be 
solved by s-bots alone. In the talk, I will shortly describe the s-bots hardware and the methodology we 
followed to develop algorithms for their control. Then I will focus on the capabilities of the swarm-bot 
robotic system by showing video recordings of some of the many experiments we performed to study 
coordinated movement, path formation, self-assembly, collective transport, shape formation, and other 
collective behaviors.. 
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Abstract: Robot-control designers have begun to exploit the properties of the human immune system in order to 
produce dynamic systems that can adapt to complex, varying, real-world tasks. Jerne’s idiotypic-network 
theory has proved the most popular artificial-immune-system (AIS) method for incorporation into 
behaviour-based robotics, since idiotypic selection produces highly adaptive responses. However, previous 
efforts have mostly focused on evolving the network connections and have often worked with a single, pre-
engineered set of behaviours, limiting variability. This paper describes a method for encoding behaviours as 
a variable set of attributes, and shows that when the encoding is used with a genetic algorithm (GA), 
multiple sets of diverse behaviours can develop naturally and rapidly, providing much greater scope for 
flexible behaviour-selection. The algorithm is tested extensively with a simulated e-puck robot that 
navigates around a maze by tracking colour. Results show that highly successful behaviour sets can be 
generated within about 25 minutes, and that much greater diversity can be obtained when multiple 
autonomous populations are used, rather than a single one. 

1 INTRODUCTION 

Short-term learning can be defined as the training 
that takes place over the lifetime of an individual, 
and long-term learning as that which evolves and 
develops as a species interacts with its environment 
and reproduces itself. The vertebrate immune system 
draws on both types since, at birth, an individual 
possesses a pool of antibodies that has evolved over 
the lifetime of the species; the repertoire also adapts 
and changes over the lifetime of the individual as the 
living body responds to invading antigens. Recently, 
researchers have been inspired by the learning and 
adaptive properties of the immune system when 
attempting to design effective robot-navigation 
systems. Many artificial-immune-system (AIS) 
methodologies adopt the analogy of antibodies as 
robot behaviours and antigens as environmental 
stimuli. Farmer’s computational model (Farmer et 
al., 1986) of Jerne’s idiotypic-network theory (Jerne, 
1974), which assumes this relation, has proved an 
extremely popular choice, since the antibody 
(behaviour) that best matches the invading antigen 
(current environment) is not necessarily selected for 
execution, producing a flexible and dynamic system. 

The idiotypic architecture has produced some 
encouraging results, but has generally suffered from 
the same problems as previous approaches, as most 
designs have used small numbers of pre-engineered 
behaviours, limiting the self-discovery and learning 
properties of the schemes. This research aims to 
solve the problem by encoding behaviours as a set of 
variable attributes and using a genetic-algorithm 
(GA) to obtain diverse sets of antibodies for seeding 
the AIS. Here, the first phase of the design is 
described, i.e. the long-term phase that seeks to 
produce the initial pool of antibodies. 

The long-term phase is carried out entirely in 
simulation so that it can execute as rapidly as 
possible by accelerating the simulations to 
maximum capacity. The population size is varied 
and, in addition, two different population models are 
considered, since it is imperative that an idiotypic 
system is able to select from a number of very 
diverse behaviours. In the first scheme there is only 
one population, but in the second, separate 
populations evolve in series but never interbreed. In 
each case the derived antibody-sets are scored in 
terms of diversity, solution quality, and how quickly 
they evolve. 
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The paper is arranged as follows. Section 2 
shows how the vertebrate immune system depends 
on both short-term and long-term learning, and 
discusses how AIS has been used as a model for 
robotic controllers. It also highlights some of the 
problems with previous approaches to AIS robot-
control and with evolutionary robotics in general. 
Section 3 describes the test environments and the 
problem used, and section 4 focuses on the 
architecture of the long-term phase including details 
of the GA. The experimental procedures are outlined 
in Section 5 and the results are presented and 
discussed in Section 6. Section 7 concludes the 
paper. 

2 BACKGROUND AND 
MOTIVATION 

Throughout the lifetime of an individual, the 
adaptive immune system learns to recognise 
antigens by building up high concentrations of 
antibodies that have proved useful in the past, and 
by eliminating those deemed redundant. This is a 
form of short-term learning. However, the antibody 
repertoire is not random at birth and the mechanism 
by which antibodies are replaced is not a random 
process. Antibodies are built from gene libraries that 
have evolved over the lifetime of the species. This 
demonstrates that the immune system depends on 
both short-term and long-term learning in order to 
achieve its goals. 

When using the immune system as inspiration 
for robot controllers, many researchers opt to 
implement an idiotypic network based on Farmer’s 
model of continuous antibody-concentration change. 
In this model the concentrations are not only 
dependent on the antigens, but also on the other 
antibodies present in the system, i.e. antibodies are 
suppressed and stimulated by each other as well as 
being stimulated by antigens. In theory this design 
permits great variability of robot behaviour since the 
antibodies model the different behaviours, and the 
complex dynamics of stimulation and suppression 
ensure that alternative antibodies are tried when the 
need arises (Whitbrook et al., 2007). However, past 
work in this area has mostly focused on how the 
antibodies in the network should be connected and, 
for simplicity, has used a single set of pre-
engineered behaviours for the antibodies, which 
limits the potential of the method. For example, 
Watanabe et al. (1998a, 1998b) use an idiotypic 
network to control a garbage-collecting robot, 

utilizing GAs to evolve their initial set of antibodies. 
The antibodies are composed of a precondition, a 
behaviour, and an idiotope part that defines antibody 
connection. However, the sets of possible 
behaviours and preconditions are fixed; the GA 
works simply by mixing and evolving different 
combinations with various parameters for the 
idiotope. Michelan and Von Zuben (2002) and 
Vargas et al. (2003) also use GAs to evolve the 
antibodies, but again only the idiotypic-network 
connections are derived. Krautmacher and Dilger 
(2004) apply the idiotypic method to robot 
navigation, but their emphasis is on the use of a 
variable set of antigens; they do not change or 
develop the initial set of handcrafted antibodies, as 
only the network links are evolved. Luh and Liu 
(2004) address target-finding using an idiotypic 
system, modelling their antibodies as steering 
directions. However, although many behaviours are 
technically possible since any angle can be selected, 
the method is limited because a behaviour is defined 
only as a steering angle and there is no scope for the 
development of more complex functions. Hart et al. 
(2003) update their network links dynamically using 
reinforcement learning, but use a skill hierarchy so 
that more complex tasks are achieved by building on 
basic ones, which are hand-designed at the start. 

It is clear that the idiotypic AIS methodology 
holds great promise for providing a system that can 
adapt to change, but its potential has never been 
fully explored because of the limits imposed on the 
fundamental behaviour-set. This research aims to 
widen the scope of the idiotypic network by 
providing a technique that rapidly evolves simple, 
distinct behaviours in simulation. The behaviours 
can then be passed to a real robot as a form of 
intelligent initialization, i.e. a starting set of 
behaviours would be available for each known 
antigen, from which the idiotypic selection-
mechanism could pick. 

In addition, long-term learning in simulation 
coupled with an idiotypic AIS in the real world 
represents a novel combination for robot-control 
systems, and provides distinct advantages, not only 
for AIS initialization, but also for evolutionary 
robotics.  In the past, much evolutionary work has 
been carried out serially on physical robots, which 
requires a long time for convergence and puts the 
robot and its environment at risk of damage. For 
example, Floreano and Mondada (1996) adopt this 
approach and report a convergence time of ten days. 
More recent evolutionary experiments with physical 
robots, for example Marocca and Floreano (2002), 
Hornby et al. (2000), and Zykov at al. (2004) have 

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

6



 

produced reliable and robust systems, but have not 
overcome the problems of potential damage and  
slow, impractical convergence times. Evolving in 
parallel with a number of robots, (for example 
Watson et al. 1999) reduces the time required, but 
can still be extremely prohibitive in terms of time 
and logistics. Simulated robots provide a definite 
advantage in terms of speed of convergence, but the 
trade-off is the huge difference between the 
simulated and real domains (Brooks, 1992).  

Systems that employ an evolutionary training 
period (long-term leaning phase) and some form of 
lifelong adaptation (short-term learning phase) have 
been used to try to address the problem of domain 
differences, for example by Nehmzow (2002). 
However, the long-term learning phase in 
Nehmzow’s work uses physical robots evolved in 
parallel, which means that the method is slow and 
restricted to multi-agent tasks. Floreano and Urzelai 
(2000) evolve an adaptable neural controller that 
transfers to different environments and platforms, 
but use a single physical robot for the long-term 
phase. Keymeulen et al. (1998) run their long-term 
and short-term learning phases simultaneously, as 
the physical robot maps its environment at the same 
time as carrying out its goal-seeking task, thus 
creating the simulated world. They report the rapid 
evolution of adaptable and fit controllers, but these 
results apply only to simple, structured environments 
where the robot can always detect the coloured 
target, and the obstacles are few. For example, they 
observe the development of obstacle avoidance in 
five minutes, but this applies to an environment with 
only one obstacle, and the results imply that the real 
robot was unable to avoid the obstacle prior to this. 
Furthermore, only eight different types of motion are 
possible in their system. Walker et al. (2006) use a 
GA in the simulated long-term phase and an 
evolutionary strategy (ES) on the physical robot. 
They note improved performance when the long-
term phase is implemented, and remark that the ES 
provides continued adaptation to the environment, 
but they deal with only five or 21 behaviour 
parameters in the GA, and do not state the duration 
of the long-term phase. 

The method described here aims to capitalize on 
the fast convergence speeds that a simulator can 
achieve, but will also address the domain 
compatibility issues by validating and, if necessary, 
modifying all simulation-derived behaviours in the 
real world. This will be achieved by transferring the 
behaviours to an adaptive AIS that runs on a real 
robot. The method is hence entirely practical for real 
world situations, in terms of delivering a short 

training-period, safe starting-behaviours, and a fully-
dynamic and adaptable system. 

3 TEST ENVIRONMENT AND 
PROBLEM 

The long-term phase requires accelerated 
simulations in order to produce the initial sets of 
antibodies as rapidly as possible. For this reason the 
Webots simulator (Michel, 2004) is selected as it is 
able to run simulations up to 600 times faster than 
real time, depending on computer power, graphics 
card, world design and the number and complexity 
of the robots used. The chosen robot is the e-puck 
(see Figure 1), since the Webots c++ environment 
natively supports it. It is a miniature mobile-robot 
equipped with a ring of eight noisy, nonlinear, infra-
red (IR) sensors that can detect the presence of 
objects up to a distance of about 0.1 m. It also has a 
small frontal camera that receives the raw RGB 
values of the images in its field-of-view. Blob-
finding software is created to translate this data into 
groups of like-coloured pixels (blobs). 

The test problem used here consists of a virtual 
e-puck that must navigate around a building with 
three rooms (see Figures 2 and 3) by tracking blue 
markers painted on the walls. These markers are 
intended to guide the robot through the doors, which 
close automatically once the robot has passed 
through. The course is completed once the robot has 
crossed the finish-line in the third room, and its 
performance is measured according to how quickly 
it can achieve this goal, and how many times it 
collides with the walls or obstacles placed in the 
rooms. Two different test environments are used; 
World 1 (see Figure 2) has fewer obstacles and no 
other robots. World 2 (see Figure 3) contains more 
obstacles, and there is also a dummy wandering-
robot in each room. 

 

Figure 1: A simulated e-puck robot. 
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Figure 2: World 1 showing e-puck start point. 

The simulations are run in fast mode (no 
graphics) with Webots version 5.1.10 using 
GNU/Linux 2.6.9 (CentOS distribution) with a 
Pentium 4 processor (clock speed 3.6 GHz).  The 
graphics card used is an NVIDIA GeForce 7600GS, 
which affords average simulation speeds of 
approximately 200-times real-time for World 1 and 
100-times real-time for World 2. The camera field-
of-view is set at 0.3 radians, the pixel width and 
height at 15 and 3 pixels respectively and the speed 
unit for the wheels is set to 0.00683 radians/s.  

4 SYSTEM ARCHITECTURE 

4.1 Antigens and Antibodies 

The antigens model the environmental information 
as perceived by the sensors. In this problem there are 
only two basic types of antigen, whether a door-
marker is visible (a “marker” type) and whether an 
obstacle is near (an “obstacle” type), the latter taking 
priority over the former. An obstacle is detected if 
the IR sensor with the maximum reading Imax has 
value Vmax equal to 250 or more. The IR sensors 
correspond to the quantity of reflected light, so 
higher readings mean closer obstacles. If no 
obstacles are detected then the perceived antigen is 
of type “marker” and there are two varieties, 
“marker seen” and “marker unseen”, depending on 
whether appropriate-coloured pixel-clusters have 
been recognized by the blob-finding software. If an 
obstacle is detected then the antigen is of type 
“obstacle”, i.e. the robot is no longer concerned with 
the status of the door-marker. The obstacle is classi- 

 
Figure 3: World 2 showing e-puck start-point, dummy-
robot start-point and dummy-robot repositioning points. 

fied in terms of both its distance from and its 
orientation toward the robot. The distance is “near” 
if Vmax is between 250 (about 0.03 m) and 2400 
(about 0.01 m), and “collision” if Vmax is 2400 or 
more. The orientation is “right” if Imax is sensor 0, 1 
or 2, “rear” if it is 3 or 4 and “left” if it is 5, 6 or 7 
(see Figure 1). There are thus eight possible 
antigens, which are coded 0–7, see Table 1. 

Table 1: System antigens. 

Antigen 
Code 

Antigen 
Type 

Name 

0 Marker Marker unseen 
1 Marker Marker seen 
2 Obstacle Obstacle near right 
3 Obstacle Obstacle near rear 
4 Obstacle Obstacle near left 
5 Obstacle Collision right 
6 Obstacle Collision rear 
7 Obstacle Collision left 

 
The behaviours that form the core of the 

antibodies are encoded using a structure that has the 
attributes, type T, speed S, frequency of turn F, angle 
of turn A, direction of turn D, frequency of right turn 
Rf, angle of right turn Ra, and cumulative 
reinforcement-learning score L. There are six types 
of behaviour; wandering using either a left or right 
turn, wandering using both left and right turns, 
turning forwards, turning on the spot, turning 
backwards, and tracking the door-markers. The 
fusion of these basic behaviour-types with a number 
of different attributes that can take many values 
means that millions of different behaviours are 
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Table 2: System antibody types. 

S 
Speed Units / s 

F 
% of time 

A 
% reduction in 

speed of one wheel 

D 
Either left 

or right 

Rf 
% of time 

Ra 
% reduction in 

right wheel-
speed 

No. Description 

MIN MAX MIN MAX MIN MAX 1 2 MIN MAX MIN MAX 
0 Wander single 50 800 10 90 10 110 L R - - - - 
1 Wander both 50 800 10 90 10 110 - - 10 90 10 110 
2 orward turn 50 800 - - 20 200 L R - - - - 
3 tatic turn 50 800 - - 100 100 L R - - - - 
4 Reverse turn 500 800 - - 20 200 L R - - - - 
5 Track markers 50 800 - - 0 30 - - - - - - 

possible. However, some behaviour types do not use 
a particular attribute and there are limits to the 
values that the attributes can take. These limits are 
carefully selected in order to strike a balance 
between reducing the size of the search space, which 
increases speed of convergence, and maintaining 
diversity, see Table 2.  

4.2 System Structure 

The control program uses the two-dimensional array 
of behaviours Bij, i = 0, …, x-1, j = 0, …, y-1, where 
x is the number of robots in the population (x ≥ 5) 
and y is the number of antigens, i.e. eight. When the 
program begins i is equal to zero, and the array is 
initialized to null. The infra-red sensors are read 
every 192 milliseconds and the camera is read every 
384 milliseconds, but only if no obstacles are found, 
as this increases computational efficiency. 

Once an antigen code is determined, a behaviour 
or antibody is created to combat it by randomly 
choosing a behaviour type and its attribute values. 
For example, the behaviour WANDER_SINGLE 
(605, 50, 90, LEFT, NULL, NULL) may be created. 
This behaviour consists of travelling forwards with a 
speed of 605 Speed Units/s, but turning left 50% of 
the time by reducing the speed of the left wheel by 
90%. If the antigen code is 7 then the S, F, A, D, Rf 
and Ra attributes of B07 take the values 605, 50, 90, 
LEFT, NULL, NULL respectively. The action is 
executed and the sensor values are read again to 
determine the next antigen code. If the antigen has 
been encountered before, then the behaviour 
assigned previously is used, otherwise a new 
behaviour is created. The algorithm proceeds in this 
manner, creating new behaviours for antigens that 
have not been seen before and reusing the 
behaviours allotted to those that have.  

However, the performance of the behaviours in 
dealing with the antigen they have been allocated to 

is constantly assessed using reinforcement learning 
(see section 4.4), so that poorly-matched behaviours 
can be replaced with newly-created ones when the 
need arises. Behaviours are also replaced if the 
antigen has not changed in any 60-second period, as 
this most likely means that the robot has not 
undergone any translational movement. The 
cumulative reinforcement-score of the previously 
used behaviour L is adjusted after every sensor 
reading, and if it falls below the threshold value of   
-14 then replacement of the behaviour occurs. The 
control code also records the number of collisions ci 
for each robot in the population. 

A separate supervisor-program is responsible for 
returning the virtual robot back to its start-point once 
it has passed the finish-line, for opening and closing 
the doors as necessary, and for repositioning the 
wandering dummy-robot, so that it is always in the 
same room as the mission robot. Another of the 
supervisor’s functions is to assess the time taken ti to 
complete the task. Each robot is given 1250 seconds 
to reach the end-point; those that fail receive a 1000-
second penalty if they did not pass through any 
doors. Reduced penalties of 750 or 500 seconds are 
awarded to failing robots that pass through one door 
or two doors respectively. When the whole 
population has completed the course, the relative-
fitness μi of each individual is calculated. Since high 
values in terms of both ti and ci should yield a low 
relative-fitness, the following formula is used: 
 

.
)()(

1
1

0

1∑
−

=

−++
= x

k
kkii

i

ctct
μ  

(1) 

The five fittest robots in the population are 
selected, and their mean tn, cn and absolute-fitness fn 
are calculated, where n represents the generation 
number, and  fn = tn + cn. In addition, the value of fn 
is compared with that of the previous generation fn-1 
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to assess rate-of-convergence. The genetic algorithm 
is complete when any of the four conditions shown 
in Table 3 are reached. These are selected in order to 
achieve fast convergence, but also to maintain a high 
solution quality. Once convergence is achieved the 
attribute values representing the behaviours of the 
five fittest robots are saved for seeding the AIS 
system. If there is no convergence then the GA 
proceeds as described in section 4.3.  

Table 3: Stopping criteria. 

 Criteria - World 1 Criteria - World 2 

1 
n > 0 AND tn < 400 AND 
cn < 60 AND |fn – f n-1| < 
0.1 

n > 0 AND tn < 600 AND 
cn < 90 AND |fn – f n-1| < 
0.2 

2 n > 30 n > 30 
3 tn < 225 AND cn < 35 tn < 400 AND cn < 45 

4 n > 15 AND |fn – f n-1| < 
0.1 

n > 15 AND |fn – f n-1| < 
0.2 

 
Note that when adopting the scenario of five 

separate populations that never interbreed, the five 
robots that are assessed for convergence are the 
single fittest from each of the autonomous 
populations. In this case, convergence is dependent 
upon the single best tn, cn and fn values. The final 
five robots that pass their behaviours to the AIS 
system are the single fittest from each population 
after convergence.  

4.3 The Genetic Algorithm 

Two different parent robots are selected through the 
roulette-wheel method and each of the x pairs 
interbreeds to create x child robots. This process is 
concerned with assigning behaviour attribute-values 
to each of the x new robots for each of the y antigens 
in the system. It can take the form of complete 
antibody replacement, attribute-value mutation, 
adoption of the attribute values of only one parent or 
crossover from both parents.  

Complete antibody replacement occurs according 
to the prescribed mutation rate ε. Here, a completely 
new random behaviour is assigned to the child robot 
for the particular antigen, i.e. both the parent 
behaviours are ignored.  

Crossover is used when there has been no 
complete replacement, and the method used depends 
on whether the parent behaviours are of the same 
type. If the types are different then the child adopts 
the complete set of attribute values of one parent 
only, which is selected at random. If the types are 
the same, then crossover can occur by taking the 
averages of the two parent values, by randomly 

selecting a parent value, or by taking an equal 
number from each parent according to a number of 
set patterns. In these cases, the type of crossover is 
determined randomly with equal probability. The 
purpose behind this approach is to attempt to 
replicate nature, where the offspring of the same two 
parents may differ considerably each time they 
reproduce.  

Mutation of an attribute value may also take 
place according to the mutation rate ε, provided that 
complete replacement has not already occurred. 
Here, the individual attribute-values (all except D) 
of a child robot may be increased or decreased by 
between 20% and 50%, but must remain within the 
prescribed limits shown in Table 2.  

4.4 Reinforcement Learning 

Reinforcement learning is used in order to accelerate 
the speed of the GA’s convergence. It can be 
thought of as microcosmic short-term learning 
within the long-term learning cycle. The 
reinforcement works by comparing the current and 
previous antibody codes, see Table 4. Ten points are 
awarded for every positive change in the 
environment, and ten are deducted for each negative 
change. For example, 20 points are awarded if the 
antigen code changes from an “obstacle” type to 
“marker seen”, because the robot has moved away 
from an obstacle as well as gaining or keeping sight 
of a door-marker.  

Table 4: Reinforcement scores. 

Antigen code 
Old  New  

Reinforcement status (score) 

0 0 Neutral (0) 
1 0 Penalize - Lost sight of marker (-10) 

2-7 0 Reward - Avoided obstacle (10) 
0 1 Reward - Found marker (10) 
1 1 Reward – Kept sight of marker  

(Score depends on orientation of 
marker with respect to robot) 

2-7 1 Reward - Avoided obstacle and gained 
or kept sight of marker (20) 

0 2-7 Neutral (0) 
1 2-7 Neutral (0) 

2-7 2-7 Reward or Penalize  
(Score depends on several factors) 

In the case where the antigen code remains at 1 (a 
door-marker is kept in sight), the score awarded 
depends upon how the orientation of the marker has 
moved with respect to the robot. In addition, when 
an obstacle is detected both in the current and 
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previous iteration, then the score awarded depends 
upon several factors, including changes in the 
position of Imax and in the reading Vmax, the current 
and previous distance-type (“collision” or “near”) 
and the tallies of consecutive “nears” and 
“collisions”.  

5 EXPERIMENTAL 
PROCEDURES 

5.1 General Procedures 

The GA is run in Worlds 1 and 2 using single 
populations of 25, 40, and 50 robots, and using five 
autonomous populations of five, eight, and ten. A 
mutation rate ε of 5% is used throughout, as 
previous trials have shown that this provides a good 
compromise between fast convergence, high 
diversity and good solution-quality. Solution quality 
is measured as q = (t + 8c)/2, as this allows equal 
weighting for the number of collisions. For each 
scenario, ten repeats are performed and the means of 
the program execution time τ, solution quality q, and 
diversity in type Zt and speed Zs are recorded. The 
mean solution-quality is also noted when 240 repeats 
are performed in each world using a hand-designed 
controller. This shows how well the GA-derived 
solutions compare with an engineered system and 
provides an indication of problem difficulty. Two–
tailed standard t-tests are conducted on the result 
sets, and differences are accepted as significant at 
the 99% level only.  

In World 2 the stopping criteria is relaxed in 
order to improve convergence speed, see Table 3. 
This is necessary since there are more obstacles and 
moving robots to navigate around, which means that 
completion time is affected. 

5.2 Measuring Diversity 

Diversity is measured using the type T and the speed 
S attributes of each of the final antibodies passed to 
the AIS system, since these are the only action-
controlling attributes that are common to all 
antibodies. The antibodies are arranged into y groups 
of five (y is the number of antigens) and each group 
is assessed by comparison of each member with the 
others, i.e. ten pair-wise comparisons are made in 
each group. A point is awarded for each comparison 
if the attribute values are different; if they are the 
same no points are awarded. For example, the set of 
behaviour types [1 3 4 4 1] has two pair-wise 

comparisons with the same value, so eight points are 
given. Table 5 summarizes possible attribute-value 
combinations and the result of conducting the pair-
wise comparisons on them. 

Table 5: Diversity scores. 

Expected: Attribute-
value status 

Points 
Frequency  

for T 
Score for 

T 
All five different 10 9.26 0.926 
One repeat of two 9 46.30 4.167 
Two repeats of two 8 23.15 1.852 
One repeat of three 7 15.43 1.080 
Two repeats, one 
of two, one of three 

6 3.86 0.231 

One repeat of four 4 1.93 0.077 
All five the same 0 0.08 0.000 
Total 100.00 8.333 

 
The y individual diversity-scores for each of T 

and S are summed and divided by σy to yield a 
diversity score for each attribute. Here σ is the 
expected diversity-score for a large number of 
randomly-selected sets of five antibodies. This is 
approximately 8.333 for T (see Table 5) and 10.000 
for S. It is lower for T since there are only six 
behaviours to select from, whereas the speed is 
selected from 751 possible values, so one would 
expect a random selection of five to yield a different 
value each time.   The adjustment effectively means 
that a random selection yields a diversity of 1 for 
both S and T.  The diversity calculation is given by: 
 

y

z
Z

y

i
i

σ

∑
== 1 , 

(2) 

where Z represents the overall diversity-score and z 
represents the individual score awarded to each 
antigen.  

6 RESULTS AND DISCUSSION 

Table 6 presents mean τ, q, Zt, and Zs values in 
World 1, and Table 7 summarises the significant 
difference levels when comparing single and 
multiple populations. The schemes that are 
compared use the same number of robots, for 
example a single population of 25 is compared with 
five populations of five. In addition, the smallest and 
largest population sizes are compared for both single 
and multiple populations.  
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Table 6: World 1 means. 

Pop. 
size 

τ (s) q Zt 
(%) 

Zs 
(%) 

25 417 220 40 86 
40 530 216 53 95 
50 811 191 49 90 
5 x 5 508 155 55 100 
5 x 8 590 146 54 100 
5 x 10 628 144 58 100 

Table 7: World 1 significant differences. 

Comparison τ (s) q Zt 
(%) 

Zs 
(%) 

25 5 x 5 77.40 99.94 99.90 99.99 
40 5 x 8 72.58 99.97 43.07 99.97 
50 5 x 10 97.13 99.80 98.36 99.96 
25 50 99.99 91.76 96.10 75.81 
5 x 5 5 x 10 88.41 58.13 60.40 00.00 

 
The tables show that there are no significant 

differences between controller run-times when 
comparing the single and multiple populations. Type 
diversity is consistently higher for the multiple 
populations, but only significantly higher when 
comparing a single population of 25 with five 
populations of five. However, solution quality and 
speed diversity are significantly better for the 
multiple populations in all three cases. Multiple 
populations always demonstrate a speed diversity of 
100%, indicating that the final-selected genes are 
completely unrelated to each other, as expected. In 
contrast, single-population speed-diversity never 
reaches 100% as there are always repeated genes in 
the final-selected robots. Evidence from previous 
experiments with single populations of five, ten and 
20 suggests that the level of gene duplication 
decreases as the single population size increases. 
This explains the lower Zt and Zs values for a 
population of 25 robots. However, when comparing 
the results from single populations of 25 with 50, the 
only significant difference is in the run-time, with 
25-robot populations running much faster. This is 
intuitive, since fewer robots must complete the 
course for every generation. There are no significant 
differences when comparing five-robot and ten-robot 
multiple populations. Run-times may be comparable 
here because the course has to be completed fewer 
times for the smaller population, but it requires more 
generations for convergence since there seems to be 
a reduced probability of producing successful robots. 

In all cases, mean type-diversity ratings never 
reach 100%, yet mean speed-diversity is always 
100% in the multiple populations, which shows 

there are no repeated genes. The reduced type-
diversity ratings must therefore occur because the 
types are not randomly selected but chosen in a more 
intelligent way. The relatively small number of types 
(six) means that intelligent selection reduces the type 
diversity, whereas speed diversity is unaffected 
because there are many potentially-good speeds to 
choose from and convergence is rapid. It is likely 
that both intelligent selection and repeated genes 
decrease the type-diversity scores for the single 
populations, but in the multiple populations, the 
phenomenon is caused by intelligent selection only. 

The hand-designed controller demonstrates a 
mean solution-quality of 336. (The scores from the 
49 robots that failed to complete the course are not 
counted.) This is significantly worse than all of the 
multiple populations, but not significantly different 
to the single populations, although single-population 
quality scores are considerably better. The multiple 
populations may have an advantage over the single 
populations in terms of solution quality because, for 
each population, they require a fast time and few 
collisions for only one member in order to meet the 
convergence criteria. The single-population case 
demands good mean-scores from five robots. 

Table 8 presents the significant difference levels 
when comparing the results from World 1 with those 
from World 2. There is a significant difference in 
run-time in every case, which is not surprising 
because the GAs in World 2 take, on average, 2.25 
times as long to converge. This is partly due to the 
World 2 simulations running only half as fast as 
those in World 1 (because there are two robots to 
control) and partly because the problem is harder to 
solve. There are also significant differences in 
solution quality for 50-robot single populations and 
all the multiple populations, with World 2 producing 
the lower-quality solutions. (The 25-robot and 30-
robot populations are almost significant.) This 
difference is due to the less-stringent convergence 
criteria in World 2. There are no significant 
differences in type diversity or speed diversity 
between the two worlds. 

Tables 9 and 10 summarise the same data as 
Tables 6 and 7, but for World 2. When comparing 
single with multiple populations, the results reveal a 
similar pattern to World 1 in terms of run-time, type 
diversity and speed diversity, i.e., there are no 
significant differences between run-times, although 
they are slightly higher for the multiple populations.  
Type diversity is consistently better for the multiple 
populations, but only significantly higher when 
comparing a single population of 25 with a five-
robot multiple population. Speed diversity is 

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

12



 

consistently significantly higher for the multiple 
populations, with all multiple populations producing 
100% diversity. However, unlike World 1, there are 
no significant differences in solution quality, 
although the figures for the multiple populations are 
better in each case.  

Table 8: World 1 compared with World 2. 

Pop. 
size τ (s) q Zt (%) Zs (%) 

25 99.99 97.61 50.34 11.19 
40 99.99 96.61 24.70 84.41 
50 99.93 99.97 80.09 87.67 
5 x 5 99.99 99.99 57.16 66.94 
5 x 8 100.00 99.99 14.38 0.00 
5 x 10 100.00 99.86 27.51 66.94 

Table 9: World 2 means. 

Pop. 
size τ (s) q Zt (%) Zs (%) 

25 972 314 37 85 
40 1292 266 51 89 
50 1414 250 56 94 
5 x 5 1211 258 58 100 
5 x 8 1325 225 55 100 
5 x 10 1498 208 57 100 

Table 10: World 2 significant differences. 

Comparison τ (s) q Zt 
(%) 

Zs 
(%) 

25 5 x 5 88.47 84.51 99.96 99.63 
40 5 x 8 20.91 94.09 61.19 99.28 
50 5 x 10 40.78 97.31 18.34 99.87 
25 50 98.79 90.17 99.50 93.43 
5 x 5 5 x 10 94.36 97.97 22.16 00.00 
 
When comparing the results from single 

populations of 25 robots with 50 robots, the only 
significant difference is in type diversity, with 50-
robot populations producing more diverse sets of 
behaviour type. Since type diversity is also 
significantly higher in the five-robot multiple 
populations, this suggests there may be a threshold 
single population size, below which single 
populations are significantly less diverse in 
behaviour-type than their multiple-population 
counterparts. There are no significant differences 
when comparing five-robot and ten-robot multiple 
populations, although the higher solution-quality for 
ten robots almost reaches significance. 

In World 2 the hand-designed controller 
produces a mean solution-quality of 623 (not 
counting the results from the 109 robots that failed 

to complete the course). The performance is 
significantly worse than the GA-derived solutions 
from both the single and multiple populations in 
World 2. 

7 CONCLUSIONS AND FUTURE 
WORK 

This paper has described a GA method for 
intelligently seeding an idiotypic-AIS robot control-
system, i.e. it has shown how to prepare an initial set 
of antibodies for each antigen in the environment. 
Experiments with static and dynamic worlds have 
produced solution-sets with significantly better mean 
solution-quality than a hand-designed controller, and 
the system has been able to deliver the starting 
antibodies within about ten minutes in the static 
world, and within about 25 minutes in the dynamic 
world. These are fast results compared with GAs 
that have used physical robots and reported 
convergence in terms of number of days rather than 
minutes. The method hence provides a practical 
training-period when considering real-world tasks. 

The resulting antibody sets have also been tested 
for quality and diversity, and it has been shown that 
significantly higher antibody diversity can be 
obtained when a number of autonomous populations 
are used, rather than a single one. For sets of five 
populations, the mean diversity of antibody speed is 
100%, and one can run the genetic algorithm without 
significantly increasing the convergence time or 
reducing solution quality. In fact, for simpler 
problems, multiple populations may help to improve 
solution quality. Results have also shown that the 
diversity ratings are not affected by the difficulty of 
the problem.  

The potential of the method to create high 
behaviour-diversity augurs well for the next stage of 
the research, which is transference to a real robot 
running an AIS. This part of the work will 
investigate how the idiotypic-selection process 
should choose between the available solutions, and 
how antibodies should be replaced within the system 
when they have not proved useful. The work will 
also examine how closely the simulated-world needs 
to resemble the real-world in order that the initial 
solutions are of benefit. 
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Abstract: Event sequences estimation is an important issue for fault diagnosis of DES, so far as fault events cannot be 
directly measured. This work is about event sequences estimation with Petri net models. Events are assumed 
to be represented with transitions and firing sequences are estimated from measurements of the marking 
variation. Estimation with and without measurement errors are discussed in n – dimensional vector space 
over alphabet Z3 = {-1, 0, 1}. Sufficient conditions and estimation algorithms are provided. Performance is 
evaluated and the efficiency of the approach is illustrated on two examples from manufacturing engineering. 

1 INTRODUCTION 

Modern technological processes include complex 
and large-scale systems, where faults in a single 
component have major effects on the availability and 
performances of the system as a whole. For example 
manufacturing systems consists of many different 
machines, robots and transportation tools all of 
which have to correctly satisfy their purpose in order 
to ensure and fulfil global objectives. In this context, 
a failure is any event that changes the behaviour of 
the system such that it does no longer satisfy its 
purpose (Rausand et al., 2004). Faults can be due to 
internal causes as to external ones, and are often 
classified into three subclasses: plant faults that 
change the dynamical input – output properties of 
the system, sensor faults that results in substantial 
errors during sensors reading, and actuator faults 
when the influence of the controller to the plant is 
disturbed. In order to limit the effects of the faults on 
the system, diagnosis is used to detect and isolate the 
failures. Diagnosis includes distinct stages: the fault 
detection decides whether or not a failure event has 
occurred; the fault isolation find the component that 
is faulty; the fault identification identifies the fault 
and estimates also its magnitude. Model-based and 
data-based methods have been investigated for 
diagnosis (Blanke et al., 2003).  

The motivations for the diagnosis of discrete 
event system (DES) are obvious as long as DES 
occur naturally in the engineering practice. Many 
actuators like switches, valves and so on, only jump 
between discrete states. Binary signals are mainly 

used with numerical systems and logical values 
“true” and “false” are often used as input and output 
signals. Alarm sensors that indicate that a physical 
quantity exceeds a prescribed bound are typical 
systems with only two logical states. Moreover, in 
several systems also the internal state is discrete 
valued. As an example, robot encoders are discrete 
valued even if the number of discrete state is large 
enough to produce smooth trajectories. At last, one 
must keep in mind that a given dynamical system 
can always be considered as a DES system or as a 
continuous variable system according to the purpose 
of the investigation. As long as supervision 
problems are considered, a rather broad view on the 
system behaviour can be adopted that is based on 
discrete signals. On the contrary, if signals have to 
remain in a narrow tolerance band, the following 
approaches do no longer fit and one has to adopt a 
continuous point of view (Blanke et al., 2003). 

The behaviour of DES is described by sequences 
of input and output events. In contrast to the 
continuous systems only abrupt changes of the 
signal values are considered with DES. In that case, 
the problem has been originally investigated with 
observation methods for automata developed in 
connection with the supervisory control theory 
(Ramadge et al., 1987). Concerning model-based 
methods automata (Sampath et al., 1995) or Petri 
nets (Ushio et al. 1998) models can be used. This 
article focus on diagnosis of DES modelled with 
Petri nets (PN) where failures are represented with 
some particular transitions. The problem is to detect 
and isolate the firing of the failure transitions in a 
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given firing sequence. The firings of the failure 
transitions are assumed to be unobservable and must 
be estimated according to complete or partial 
marking measurements that are eventually disturbed 
by measurement errors. As a consequence a method 
based on coding theory is proved to be suitable for 
sensor faults diagnosis. The article is divided into six 
sections. Section two is about Petri nets states. 
Section three states the diagnosis problem for DES 
and is about the usual state space methods for PN. 
Section four details the event estimation with coding 
theory that can be combined with state space 
approach. Both methods are presented in a 
framework in the conclusion. 

2 ORDINARY PETRI NETS 

An ordinary PN with n places and q transitions is 
defined as < P, T, Pre, Post > where P = {Pi} is a 
non-empty finite set of n places, T = {Tj} is a non-
empty finite set of q transitions, such that P ∩ T = 
∅. Pre: P × T → {0, 1} is the pre-incidence 
application and WPR = ( wPR

ij ) ∈ {0, 1}n × q with 
wPR

ij = Pre (Pi, Tj) is the pre-incidence matrix. Post: 
P × T → {0, 1} is the post-incidence application and 
WPO = ( wPO

ij ) ∈ {0, 1}n × q with wPO
ij = Post (Pi, Tj) 

is the post-incidence matrix. The PN incidence 
matrix W is defined as W = WPO – WPR ∈ Z3

n x q 
with Z3 ∈ {-1, 0, 1} and wi stands for the ith column 
of W (Askin et al., 1993; Cassandras et al., 1999; 
David et al., 1992). M = (mi) ∈ (Z+)n is defined as 
the marking vector and MI ∈ (Z+)n as the initial 
marking vector, with Z+ the set of non negative 
integer numbers. A firing sequence σ = Ti.Tj… Tk is 
defined as an ordered series of transitions that are 
successively fired from marking M to marking M’ 
(i.e. M [σ > M’) such that equation (1) is satisfied: 

} } }
σ → → → →L

j ki T TT

1 2: M M M M'  (1) 

A sequence σ can be represented by its 
characteristic vector (i.e. Parikh vector) X = (xj) ∈ 
(Z+)q where xj stands for the number of times Tj has 
occurred in sequence σ (David et al., 1992). 
Marking M’ resulting from marking M with the 
execution of sequence σ is given by (2) where X is 
the characteristic vector for sequence σ: 

ΔM = M’ - M = W.X (2) 
 

The reachability graph R(PN, MI) is the set of 
markings M such that a firing sequence σ exists 
from MI to M. A sequence σ is said to be executable 

for marking MI if there exists a couple of markings 
(M, M’) ∈ R(PN, MI)  such that M [σ > M’. 

3 DIAGNOSABILITY AND 
DIAGNOSER DESIGN FOR DES 

3.1 Problem Statement 

In the context of diagnosis, it is commonly assumed 
that no inspection of the process is possible. As a 
consequence the diagnosis is only based on available 
measurement data. Basically, the diagnosis problem 
for a dynamical system with input u, output y and 
subject to some faults f, is to detect and isolate the 
faults from a given sequence of input – output 
couples (U, Y) with: 

 

 U = (u(0), u(1),…,u(k)) 

 Y = (y(0), y(1),…,y(k)) 
(3) 

 

where k stands for time t = k.Δt, and Δt represents 
the sampling period of sensors. The main issues are 
(1) to decide the diagnosability of the faults; (2) to 
detect, isolate and identify the faults that are 
diagnosable. In case of model - based diagnosis, the 
input – output couples (U, Y ) are usualy compared 
with the behaviour of a reference model. Fault 
indicators like residuals are worked out from this 
comparison. It is often convenient to separe actuator, 
system and sensor faults. 

As long as DES are considered the inputs and 
faults are usualy considered as events and the 
outputs are related to the states of the DES. A 
reference model (automata, finite state machines, 
Petri nets, and so on) can be used for diagnosis 
purpose and sequences of estimated outputs obtained 
thanks to the model are compared with the measured 
outputs of the system. Indicators of the faults result 
from this comparison. According to the traces 
generated by the system, faults are : 

 

(1) strongly diagnosable if they result in immediate 
abnormal behaviours (no intermediate event is 
required for diagnosis); 

(2) weakly diagnosable if they result in abnormal 
behaviours after a finite number of intermediate 
events; 

(3) non diagnosable if no abnormal behaviour 
occurs whatever the future evolution of the 
system. 

Let us notice that the notion of strong or weak 
diagnosability for DES is related to the question of 
persistent excitation in temporal systems.  
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The figure 1 is an example of diagnosis with finite 
state machine. The system has 5 states {A, B, C, D, 
E}, 4 outputs {1, 2, 3, 4}, 5 inputs {a, b, c, f1, f2} (3 
normal events {a, b ,c} and 2 fault events {f1, f2}). 
The reference model (full lines only) and the system 
(full and dashed lines) evolve according to the figure 
1. Diagnosability analysis and diagnosers design 
result from the simulation with automata in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Example of diagnosis with finite state machine. 

If the state of the system is measured, then the 
faults f1 and f2 are both strongly diagnosable as long 
as the fault events lead to an immediate difference 
between system state (S) and estimated one (Sest) 
(table 1, grey cells). If only the output is measured 
then the fault f2 is strongly diagnosable but the fault 
f1 is weakly diagnosable in the sense that 
intermediate event “b” must occur so that the system 
output (O) and estimated output (Oest) become 
different. If state “E” results in output “1” instead of 
“4” then fault f2 is non diagnosable. 

3.2 Diagnosis with Petri Nets 

The previous approach can be applied to Petri net 
models with finite reachability graph to prove the 
diagnosability of the faults and to design diagnosers 
based on Petri net models. The basis idea is to 
investigate the indeterminate cycles in partial 
expansion of the reachability graph (Ushio et al., 
1998). The considered PN are live (i.e. for any Tj ∈ 
T, and for all M ∈ R(PN, MI) there exists a sequence 
σ executable from M that includes transition Tj) and 
safe (i.e. for all M ∈ R(PN, MI), M ∈ {0, 1}n ). Some 
places are assumed to be observable and other not, 
and transitions, that are associated with events, are 
usually assumed to be unobservable. A cycle is 
called “determined” if it contains at least one 
observable state that results with no ambiguity from 

a normal firing sequence, or from a firing sequence 
with a fault. The fault is diagnosable if and only if 
there is no indeterminate cycle in partial expansion 
of the reachability graph that correspond to the 
observable part of the system. For a diagnosable 
fault, the detection and isolation can be obtained 
according to the finite state machine that corresponds 
to partial expansion of the reachability graph. Let us 
notice that the method is different from the dignosis 
with finite state machines in the sense that 
knowledge of inputs is not required and that 
definition of outputs is restricted to marking 
projection. 
Let consider the system PN1 in figure 2 as an 
example. The reachability graph of PN1 is the finite 
state machine of figure 1. If the set of observable 
places is given by PO1 = {P1, P4, P5}, the observable 
part of the labelled reachability graph R(PN1, {T1}, 
(1, 0, 0, 0, 0)T, PO1) is worked out as in figure 3a. 
This diagnoser has an indetermined cycle so the 
system is not diagnosable (figure 3a, left cycle). If 
PO2 = {P1, P3}, the observable part of the labelled 
reachability graph R(PN1, {T1}, (1, 0, 0, 0, 0)T, PO2) 
is worked out as in figure 3b. This diagnoser has no 
indetermined cycle so the system is diagnosable. 
 
 
 

 
 
 
 
 
 
 
 
 

 
Figure 2: Example PN1 of Petri net. 

Let us mention that other approaches have been 
developped for diagnosis based on event 
detectability (Ramirez – Trevino et al., 2007) and 
structural properties (Lefebvre et al., 2007). All 
above mentioned approaches require complete or 
partial measurements of the marking vector. Thus, 
they are sensitive to measurement errors. As a 
consequence, it is important to detect and eventually 
correct the errors that disturb the measurements of 
marking variation in order to obtain an exact 
estimation of the occurrence of events. The next 
section concerns events estimation and can be 
introduced as a diagnosis method for sensor faults. 

 

A/1 

B/1

C/2

E/4 

D/3
b 

a b 

b f1 
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c 
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P3 
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P5 
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Table 1: Example of input sequence (I), state sequence (S), output sequence (O), estimated state sequence (Sest) and 
estimated output sequence (Oest) for the final state machine in figure 1 

I a b c a f2 b C f1 b c a b … 
S C E A C D E A B E A C E … 
O 2 4 1 2 3 4 1 1 4 1 2 4 … 
Sest C E A C C E A A A A C E … 
Oest 2 4 1 2 2 4 1 1 1 1 2 4 … 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 : Two partial expansions of the reachability graph 
for PN1 a) R(PN1, {T1}, (1, 0, 0, 0, 0)T, PO1) ; b)  R(PN1, 
{T1}, (1, 0, 0, 0, 0)T, PO2). 

4 SENSOR FAULTS DIAGNOSIS 
BASED ON CODING THEORY 

Event sequences estimation is an important issue for 
fault diagnosis of DES, so far as fault events cannot 
be directly measured. This section is about event 
sequences estimation with PN models. Events are 
assumed to be represented with transitions and firing 

sequences are estimated from measurements of the 
marking variation. Estimation with and without 
measurement errors can be discussed in n – 
dimensional vector space over alphabet Z3  = {-1, 0, 
1} (Lefebvre, 2008). The basis idea to correct 
measurement errors by projecting measurements in 
orthogonal subspace of Vect(W) where Vect(W) 
stands for the subspace generated by the columns of 
W. This method is inspired from linear coding theory 
(Van Lint, 1999) and extends the results presented 
for continuous PN in (Lefebvre et al., 2001). 

Our contribution can be compared to another 
method that incorporates redundancy into Petri nets 
to detect and identify faults (Li et al., 2004; Wu et 
al., 2002, 2005) and uses algebraic decoding 
techniques as the Berlekamp – Massey decoding 
(Berlekamp, 1984). The marking of the original PN 
is embedded into a redundant one and the diagnosis 
of faults is performed by mean of linear parity 
checks. In comparison with the method developed in 
(Wu et al., 2005), our approach does not require 
additive places, but is less efficient for faults 
correction.  

Let us assume that measurement ˆΔM of marking 
variation ΔM ∈ (Z3)n may be affected by additive 
error vector E ∈ (Z3)n: Δ = Δ +M̂ M E  where “+” 
stand for the sum endowed over Z3. Error vector will 
be characterized according to the Hamming distance 
d(W) of the considered PN that is defined with the 
Hamming distance of the columns of incidence 
matrix : 

 

= ≠i j 0 id(W) min{min{d(w ,w ),i j},min{d (w )}}  (4) 
where d(wi, wj) stands for the Hamming distance 
between columns wi and wj of matrix W and d0(wi) = 
d(wi, 0) stands for the weight of vector wi. 

It is assumed that error vector E verifies the 
following conditions:  

a) Pr(d0(E) = 0) > Pr(d0(E) = 1) > ... > Pr(d0(E) = n) 
where Pr(d0(E) = i) is the probability that weight 
of E equals i; 

b) An error in position i does not influence other 
positions; 

c) A symbol in error can be each of the remaining 
symbols with equal probability. 

(10000, N)

(00010, N)

(00001, N)(10000, F) 
(10000, N)

(00001, F) 
(00001, N)

(01000, F) 
(00100, N)
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(01000, F) 
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b) 
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A short estimation algorithm easy to use and to 

implement when state measurement is complete (i.e. 
all entries of ˆΔM  are measured), and error free (i.e. 
measurement equals actual marking variation ΔM), 
is based on the comparison of measurement with 
respect to columns of W and zero vector (this 
corresponds to the condition of event-detectability in 
case that all places are observable). When this 
measurement equals a single column of W, the 
algorithm decides that the corresponding transition 
fired. When it equals the zero vector, the algorithm 
decides that no transition fired.  

When measurement is perturbed by non zero error 
E, two problems must be mentioned :  
a) A miss estimation may occur when ˆΔM  is non 

zero and different from any columns of W. The 
estimation algorithm is not able to decide if a 
transition fired or not and which transition fired. 
As consequence the algorithm does not give any 
decision. 

b) A wrong estimation may occur when ˆΔM  does 
not equal actual marking variation ΔM but 
equals zero vector or another column of W. The 
estimation algorithm decides if a transition fired 
or not and which transition fired, but the decision 
is wrong due to the measurement error.  

 
To overcome these difficulties and to improve 

estimation, diagnosis can be reformulated as a linear 
problem in ((Z3)n, +, *), with the Smith 
transformation of W, where “+” and “*” stand for 
the sum and product endowed over Z3. The Smith 
transformation results from elementary operations 
(i.e. row or column permutations, linear 
combinations and external products), summed up in 
matrices P ∈ (Z3)n x n and Q ∈ (Z3) q x q

 such that: 
 

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

rI 0
P * W * Q

0 0
 (5) 

Ir is the identity matrix of dimension r x r, and r is 
the rank of matrix W. The Smith transformation 
leads to reduced incidence matrix W' : 

 
W' = (Ir 0) * Q-1 = (Ir 0) * P *W  

= F * W ∈ (Z3) r x q (6) 

 
Necessary and sufficient conditions for firing 

sequences estimation can be stated when 
measurement is error free and basic assumption in 
section 2.b is satisfied : columns of incidence matrix 
W' defined by equation (6) are distinct and non zero 
(Lefebvre, 2008). In case of measurement errors that 

satisfy assumptions a to c, sufficient conditions 
inspired from coding theory can be stated. These 
conditions are based on Hamming distance, cosets 
investigation, parity check matrices, and syndromes 
(Van Lint, 1999). Cosets characterise the structure of 
(Z3)n  according to the sum and product over Z3 (the 
coset C(u) of u is defined as C(u) = {x ∈ (Z3)n such 
that x = u + y with y ∈ Vect(W)}, for any vector u ∈ 
(Z3)n). Parity check matrices are introduced to work 
out syndromes that can be considered as the 
signatures of the faults in (Z3)n. Two conditions for 
firing sequences estimation are proposed (Lefebvre, 
2008):  
a) Columns of incidence matrix W are distinct, non 

zero and errors E that disturb satisfy d0(E) ≤ 
(d(W) – 1) / 2 (i.e. the number of disturbed 
entries of measurement is no larger than (d(W) – 
1) / 2).  

b) Columns of reduced incidence matrix W' are 
distinct and non zero, and considered errors E 
belong to distinct cosets different from C(0).  

 
Moreover, the use of the Smith transformation of 
incidence matrix is also helpful to define the parity 
check matrix HT = (0 In-r ) * P ∈ (Z3) (n-r) x n, and to 
work out the syndrome of marking variation 
measurements S( ˆΔM ) = HT * ˆΔM  and to compare 
it with the syndrome of errors S(E) = HT * E.  As a 
consequence the method leads to a less complex and 
more efficient diagnosis algorithm (algorithm b) in 
comparison with usual method based on Hamming 
distance (algorithm a) (Lefebvre, 2008).  

 
Algorithm a 
1. For each time k, measure M̂ (k) the current state 

of DES  
2. Compute ˆΔM  (k) = M̂ (k) – M̂ (k-1)  
3. Compute weight d0( ˆΔM  (k)). If d0( ˆΔM (k)) ≤ 

(d(W) - 1) / 2, then no event occurs between two 
consecutive state measurements. Go to step 6. 

4. Compute Hamming distance d( ˆΔM (k), wj) for 
each column wj of W. If d( ˆΔM (k), wj) ≤ (d(W) - 
1) / 2 then Tj fired. Go to step 6. 

5. If for all j = 1,...,q, d( ˆΔM (k), wj) > (d(W) - 1) / 2 
then measurement is too much disturbed by 
errors (i.e. d0(E) > (d(W) – 1) / 2) and no 
decision is provided (i.e. a miss estimation 
occurs). 

6. Wait until time k + 1. Go to step 1. 
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Algorithm b 
1. For each time k, measure M̂ (k) the current state 

of DES  
2. Compute ˆΔM (k) = M̂ (k) – M̂ (k-1)  
3. Compute HT * ˆΔM (k). If HT * ˆΔM (k) = 0 then 

measurement is not disturbed by errors: 
Δ = Δ ˆM(k) M(k) . Go to step 5.  

4. If syndrome HT* ˆΔM (k)≠0, compute coset leader 
E(k) and Δ = Δ −ˆM(k) M(k) E(k) . Go to step 5.  

5. Compute ΔM'(k) = F * ΔM(k). 
6. If ΔM'(k) = 0 then no event occurs between 2 

consecutive state measurements. Go to step 8. 
7. If ΔM'(k) = w'j then Tj fired. Go to step 8. 
8. Wait until time k + 1. Go to step 1. 

 
The correction capacity (i.e. number of error 

vectors that are corrected) of algorithm a is given by 
equation (7):  

 
−

=

⎛ ⎞
⎜ ⎟

−⎝ ⎠
∑

(d(W) 1)/2
i

i 1

n!2 .
i!(n i)!

 (7) 

 
and its complexity results from 2n.(q+1) scalar 
comparisons or operations whereas correction 
capacity of algorithm b equals 3n – r – 1, and its 
complexity results from r.(2n+q)+(n–r).(2n–1+3n-r) 
scalar comparisons or operations (Lefebvre, 2008). 
As a conclusion, algorithm b (with matrix W’) is 
more efficient than algorithm a (with matrix W) for 
PN with small rank r in comparison with the number 
of places, and for PN with few transitions in 
comparison with the number of places. Algorithm b 
will be also preferred for PN with a small Hamming 
distance. This result is not surprising as long as the 
correction capacity of algorithm a is directly related 
to the value of Hamming distance. The 
determination of reduced incidence matrix does not 
increase the complexity of algorithm b as long as this 
determination is work out off – line. 

5 APPLICATION 

Algebraic methods have been used for the diagnosis 
of manufacturing and robotic systems. In order to 
illustrate algebraic methods, let us consider PN2 in 
figure 4 with incidence matrix (8), that is a 
simplified model of a manufacturing workshop 
(Silva et al., 2004). The final product is composed of 
two different parts that are processed in two separate 
machines modelled by transitions T1 and T2, and 
stored in buffers P4 and P6, respectively. Then, they 
are assembled by the machine T3, and processed by 

T4 and T5. During the processing, several tools are 
needed, modelled by places P3, P5 and P7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Model PN2 of a manufacturing system. 

−⎛ ⎞
⎜ ⎟−⎜ ⎟
⎜ ⎟−
⎜ ⎟

−⎜ ⎟
⎜ ⎟−=
⎜ ⎟

−⎜ ⎟
⎜ ⎟−⎜ ⎟
⎜ ⎟−
⎜ ⎟⎜ ⎟−⎝ ⎠

1 0 0 0 1
0 1 0 0 1
0 0 1 0 1
1 0 1 0 0
1 0 1 0 0W

0 1 1 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1

 (8) 

 
PN2 has n = 9 places, q = 5 transitions, is of rank 

r = 4 and incidence matrix W has a Hamming 
distance d = 2. Matrices F and HT, worked out as in 
section 4, are given according to equations (9) and 
(10): 

 
⎛ ⎞
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0

F
0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 1 0

 (9) 

 

−⎛ ⎞
⎜ ⎟−⎜ ⎟
⎜ ⎟−=
⎜ ⎟

−⎜ ⎟
⎜ ⎟
⎝ ⎠

T

1 0 1 0 1 0 0 0 0
0 1 1 0 0 1 0 0 0
0 1 1 0 0 0 1 0 0H
1 0 1 1 0 0 0 0 0
0 0 1 0 0 0 0 1 1

 (10) 

 
PN2 has 243 cosets and each coset has 81 vectors. 

The table 2 gives the relationships between 
syndromes and coset leaders. Let us notice that the 
two last syndromes correspond to two different coset 
leaders. As a consequence not all errors of weight 1 
will be corrected by algorithms a and b (errors (0 0 0 
0 0 0 0 1 0)T and (0 0 0 0 0 0 0 0 1)T cannot be 
separated as errors (0 0 0 0 0 0 0 -1 0)T and (0 0 0 0 0 
0 0 0 -1)T ). 

P9T4 T5

P3

P6T2

P7

P4T1

T3P5 P8

P1

P2

P9T4 T5

P3

P6T2
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P4T1

T3P5 P8

P1

P2
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Table 2: Correspondence between syndromes and coset leaders for PN2. 

Syndromes Errors of weight 1 Syndromes Errors of weight 1 

(-1 0 0 1 0)T (1 0 0 0 0 0 0 0 0)T (1 0 0 0 0)T (0 0 0 0 1 0 0 0 0)T 

(1 0 0 -1 0)T (-1 0 0 0 0 0 0 0 0)T (-1 0 0 0 0)T (0 0 0 0 -1 0 0 0 0)T 

(0 1 -1 0 0)T (0 1 0 0 0 0 0 0 0)T (0 1 0 0 0)T (0 0 0 0 0 1 0 0 0)T 

(0 -1 1 0 0)T (0 -1 0 0 0 0 0 0 0)T (0 -1 0 0 0)T (0 0 0 0 0 -1 0 0 0)T 

(1 -1 1 -1 1)T (0 0 1 0 0 0 0 0 0)T (0 0 1 0 0)T (0 0 0 0 0 0 1 0 0)T 

(-1 1 -1 1 -1)T (0 0 -1 0 0 0 0 0 0)T (0 0 -1 0 0)T (0 0 0 0 0 0 -1 0 0)T 

(0 0 0 1 0)T (0 0 0 1 0 0 0 0 0)T (0 0 0 0 1)T (0 0 0 0 0 0 0 1 0)T 

(0 0 0 0 0 0 0 0 1)T 

(0 0 0 -1 0)T (0 0 0 -1 0 0 0 0 0)T (0 0 0 0 -1)T (0 0 0 0 0 0 0 -1 0)T 

(0 0 0 0 0 0 0 0 -1)T 
 
Simulations for on – line estimation of the 

transitions firing are provided with figure 5. In these 
simulations, a measurement error ratio of 0.1 is 
supposed to be associated to each place (i.e. a 
probability of 0.1 that the marking variation of each 
place is biased). Transitions are assumed to fire with 
stochastic firing periods (exponential distribution) of 
mean value equal to 1 TU. All simulations indicate 
that complexity of algorithm b is not a limitation for 
real time applications. For the example PN2, the 
total CPU time for algorithm b is less than 5 TU for 
a simulation of 100 TU with a sampling period of 0.1 
TU. This means that the average duration for each 
cycle of algorithm is approximatively 20 times less 
than the sampling period. The miss estimation rate 
for b is about 32% in comparison with a that has a 
rate of 60% and the wrong estimation rate is about 
8% for b in comparison with a that has a rate less 
than 1%. Let us mention that the large number of 
miss estimation (even if measurement is unbiased) is 
due to the small Hamming distance of W (d = 2). For 
this reason numerous unbiased measurements of the 
marking variation are considered as suspicious and 
not used for estimation. 

6 CONCLUSIONS 

The investigation of diagnosis methods for discrete 
event systems shows that Petri nets is efficient not 
only to model the considered systems but also to 
support the diagnosis methods. Several approaches 
can be used in order to check diagnosability, to 
select sensors and to work out diagnosers. As a 
conclusion it is important to notice the great effort, 

observed this last years to develop and improve 
diagnosis methods for DES. The use of the coding 
theory plays an important role in that development. 
As long as it is suitable to detect and correct 
measurement errors in the marking error variation. 
The main drawback is the strong dependence of the 
method to the algebraic properties of the incidence 
matrix.  

 
Figure 5: On – line firings estimation with algorithm b for 
the transitions T1 to T5 of PN2 (number of firings, full 
line: correct value; cross: estimated value; estimated value 
= -1 means miss estimation) in function of time (TU). 
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The method can be improved by incorporating 
additive places into Petri nets models. Taken into 
account the past sequence of events is another 
perspective to improve the efficiency of the method. 
But, the main challenge is, from our point of view, 
to take advantages from many important 
contributions that have been proposed for 
continuous systems. To build a bridge from 
continuous variable systems to DES theories 
remains one of the most promising issues for the 
next years. 
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Abstract: A new humanoid bipedal robot WABIAN-2R was developed to simulate human motion. WABAIN-2R is 
able to perform similar human-like walking motion. Moreover, the robot is able to perform walking motions 
with a passive walk-assist machine. However, walking with an active walk-assist machine is expected to be 
unstable. Conducting this experiment is highly risky and costly. Therefore, we had developed a dynamic 
simulator in order to test walking robot with walk-assist machine before conducting it in real simulation. 

1 INTRODUCTION 

With the rapid aging of society in recent times, the 
number of people with limb disabilities is increasing. 
According to the research by the Health, Labour and 
Welfare Ministry, Japan, there are around 1,749,000 
people with limb disabilities; this accounts for more 
than half of the total number of disabled people 
(3,245,000 handicapped people) (Health). The 
majority of these people suffer from lower-limb 
disabilities. Therefore, the demands for establishing 
a human walking model that can be adapted to 
clinical medical treatment are increasing. Moreover, 
this model is required for facilitating the 
development of rehabilitation and medical welfare 
instruments such as walking machines for assistance 
or training (Figure 1(a)). However, experiments that 
are carried out to estimate the effectiveness of such 
machines by the elderly or handicapped could result 
in serious bodily injury. 

Many research groups have been studying biped 
humanoid robots in order to realize the robots that 
can coexist with humans and perform a variety of 
tasks. For examples, a research group of HONDA 

has developed the humanoid robots—P2, P3, and 
ASIMO (Sakagami et. al, 2002).  

 

 
(a) by human           (b) by robot 

Figure 1: Walk-assist machine. 

The Japanese National Institute of Advanced 
Industrial Science and Technology (AIST) and 
Kawada Industries, Inc. have developed HRP-2P. 
The University of Tokyo developed H6 and H7, and 
the Technical University of Munich developed 
Johnnie. Waseda University developed the 
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WABIAN series that realized various walking 
motions by using moment compensation. Korea 
Advanced Institute of Science and Technology 
(KAIST) also developed a 41-DOF humanoid 
robot— KHR-2 (Omer et. al, 2005). 

The above mentioned human-size biped robots 
achieved dynamic walking. If these humanoid robots 
can use rehabilitation or welfare instruments as 
shown in Figure 1(b), they will be able to help in 
testing such instruments quantitatively. The main 
advantages of the human simulator can be 
considered to be as follows: (1) The measurement of 
the angle and the torque required at each joint can be 
measured easily and quantitatively as compared to 
the corresponding values in the case of a human 
measurement. (2) Experiments using such robots can 
help identify leg defects of a human from an 
engineering point of view. (3) A robot can replace 
humans as experimental subjects in various 
dangerous situations: experiments involving the 
possibility of falling, tests with incomplete prototype 
instruments, simulations of paralytic walks with 
temporarily locked joints. 

Such experiments require a humanoid robot that 
enables it to closely replicate a human. However, 
humans have more redundant DOFs than 
conventional biped humanoid robots; this feature 
enables them to achieve various motions. Therefore, 
a DOF configuration that is necessary to reproduce 
such motions is one of the very important issues in 
the development of a humanoid robot (Ogura et. al, 
2006). 

The Waseda Bipedal Humanoid Robot 
WABIAN-2R has been developed to simulate 
human motion. WABIAN-2R performed human-like 
walking motions (Figure 2). Moreover, WABIAN-
2R achieved to perform walking motion using walk-
assist machine. However, the walk-assist machine 
was freely rolling without activating its wheels 
motors. In this case, the robot faced the minimum 
resistance or disturbance case by the walk-assist 
machine. On the other hand, activating the walk-
assist machine may create a large disturbance for 
robot due to separate control for each of them. 
Conducting this experiment may be highly risky. 

As we develop humanoid robot to coexist in the 
human environment, we need to conduct many 
experiments such as robot walking on uneven 
surface, climbing the stairs, and robot interact with 
other machine and instruments. Doing any new type 
of experiment using WABIAN-2 might be risky. 

 

Figure 2: WABIAN-2R. 

Therefore, we need find a safer method for initial 
experimental testing. Using a dynamic simulation is 
useful method due to some reasons such as: (1) It is 
safer in terms of cost and risk. (2) It is easy to 
monitor and view motion outputs. (3) It can show 
the variation cased by any external disturbances. In 
this paper, a dynamic simulator is described, which 
is able to easily simulate any new type of walking. 
Using the dynamic simulator, we can monitor the 
motion performance and output all needed data that 
is useful for further development. This paper is 
aimed to simulate the walking motions of 
WABIAN-2 using walk-assist machine. 

2 DYNAMIC SIMULATION 

Dynamic simulation could be used to simulate the 
dynamic motion of a mechanical structured model. It 
can analyze the effects of the surrounding 
environment on the mechanisms and objects. In 
robotics researches, simulation software are used for 
robotic simulation. There are many software used 
for robotics simulation in different applications. 
Most of those software are for industrial robot 
applications. However, there are some software used 
for mobile robot simulation. For examples, 
RoboWorks, SD/FAST, OpenHRP, and Yobotics are 
used for mobile and legged robot simulation. 
Webots is high and advanced simulation software 
used in Robotics simulation. It is use for prototyping 
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and simulation of mobile robots. It has many 
advanced functions and techniques. Webots is very 
easy to use and implement. Therefore, we choose it 
as simulation software (Webots). 

2.1 Modeling 

In order to develop a dynamic simulation, we need 
to go through several steps. First is modeling where 
we set up the simulation environment and initial 
parameters. We set up a full structure of WABIAN-2, 
based on the specifications (size, shape, mass 
distribution, friction, .etc) of components of 
WABIAN-2 (Figure 3).  

 
Figure 3: Modeled WABIAN-2R in the simulation world. 

2.2 Controlling 

Second is controlling, which identifies simulation 
objects and controls the simulation procedures. The 
controller is some how similar to the WABIAN-2R 
control. It gets the input data from the CSV pattern 
file, and sets the position angle of each joint through 
inverse kinematics techniques. Moreover, the 
controller sets the simulate time step and the 
measurement of data.  

2.3 Running 

Lastly is the running of the simulation and checking 
the dynamic motion. We can view the simulation 

from different view sides which gives us a clear idea 
about the simulation performance. Moreover, most 
of the needed data could be measured through 
several functions.  

3 WALKING WITH WALKING 
ASSIST MACHINE 

WABIAN-2 performed some walking experiments 
using walking assist machine. The performance was 
conducted by leaning its arms on the walking assist 
machine holder. The walking assist machine moves 
passively without generating its own motion. The 
robot was able to walk and push the walking assist 
machine forward. The experiments were conducted 
with different walking styles and different heights of 
arm rest.  

The walking performance of WABIAN-2 using 
an active walking assist machine, expected to be 
unstable. The walk-assist machine has its own 
control system, not connected to WABIAN-2 control 
system. The walking assist machine moves with 
constant velocity in a forward direction, while the 
robot moves by setting its position. The robot arms 
may displace from its position on the arm rest of the 
machine which will case external forces on 
WABIAN-2. In order to stabilize the walking, the 
external force has to be minimized. 

 
Figure 4: WABIAN-2 with Walking Assist Machine. 
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3.1 Force Sensor 

The real walking assist machine is developed to 
sense the force applied by the load on the arm rest. 
A force sensor is attached on the top of the arm rest 
consisting of four displacement sensors. The 
displacement sensor is simply a spring mechanism. 
It senses forward and vertical forces and turns toque 
by determining relative displacements between the 
upper frame and the lower one (Figure 5). We can 
develop the system that can adjust the velocity of the 
walking assist machine in order to minimize the 
displacement.  

 
Figure 5: Force Sensor. 

3.2 Velocity Control 

There were some developments made on the 
walking assist machine control system to adjust its 
speed according to the force applied on the arm rest 
(Egawa et. al, 1999). The arm rest is designed to 
measure the force and torques applied by the user of 
the machine (Figure 6). The controller uses those 
measure data as an input data to set the velocity of 
each motor of the machine (Figure 7). The force fy 
and the turning moment m which applied by the arm 
of the user is calculated in the sensor by the 
following equations: 

mz = m + sx fy                            (1) 

 
Figure 6: Force and Moment Applied to Arm rest. 

 
Figure 7: Block Diagram for Control System. 

where mz is the moment measured by the sensor, sx 
the distance shifted from the arm position to the 
sensor position. The values for mz and fy are the 
input data for the controller that set the velocity of 
each wheel motor (Egawa et. al, 1999). 
In this study, we have introduced a new control 
system model that controls the velocity of the 
walking assist machine. The system adjusts the 
velocity according to the force measured by the 
force sensor. The new adjusted velocity is based on 
current velocity and the displacement with 
WABIAN-2. 
Developing the equations of the modeled system, we 
can have the following equation:  

  Fy = ma                                     (2) 
 
where m is the total mass of the walking assist 
machine, a is the acceleration, and Fy is the force 
measured by the spring. The force is the result of 
displacement of the spring mechanism, which can be 
expressed as   

  Fy = Cx          (3) 
where C is the spring constant and x is the amount of 
displacement. Substitute equation (3) in (2), we will 
have 

  a = (C/m) x          (4) 
 
the acceleration is the derivative of velocity. 
Approximately, it is equal to the difference in 
velocity over step, which could be express as 

 a(t) = (v (t + ∆t) – v (t)) / ∆t       (5) 
 
since we are dealing with discrete time, we can 
rearrange equation (5) to 

  a(k) = (v(k+1) – v(k)) / T        (6) 
 
where v(k) is the current velocity, v(k+1) is the next 
velocity, and T is the step time. Substitute equation 
(4) in (6), we will have 

  v (k+1) = (C T /m) x(k) + v(k)         (7) 
 
where x(k) refer to the displacement measured by 
the spring of the sensor. This equation represents the 
velocity control process in the system. 
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4 SIMULATION RESULT 

We test several types of motions performed by 
WABIAN-2. The simulator simulates the walking 
performance of conventional walking and stretch 
walking (Figure 8). Moreover, it simulates some 
other motions as the input pattern. The dynamic 
simulation has given us a simulation motion just like 
the real simulation. We monitor the simulation from 
different viewpoints. Moreover, we could measure 
some output data. 

 
Figure 8: Simulation of different type of walking. 

We conducted some simulation experiments of 
walking using the walking assist machine. The robot 
is able to walk stably with a passive walking assist 
machine just like the real experiment (Figure 9). But 
it was not possible to achieve the same result when 
we conducted the experiment using an active 
walking assist. As expected, the robot was affected 
by the external force produced by its contact with 
the walking assist machine. The robot became 
unstable during its walking, and in some 
experiments it fell down (Figure 10). 

  
Figure 9: Simulation of walking with walk-assist machine. 

 
Figure 10: Simulation of walking with active walking 
machine. 

By adding the force sensor to the simulated 
walking assist machine, we were able to measure the 
amount of external force acting on the robot. Using 
these measurements with the velocity control we had 
developed, the robot could walk with the active 
walking assist machine. The amount of holding 
torque we set to the walking assist machine wheels 
could increase from 0.5 N.m to 0.75 N.m by using 
this new velocity control in the control system of the 
dynamic simulator we had developed (Figure 11).  

 
Figure 11: Simulation of walking with the walking 
machine using velocity control. 

5 CONCLUSIONS AND FUTURE 
WORK 

This paper describes the simulation of walking by 
WABIAN-2R with the walking assist machine. The 
dynamic simulation is very important to check the 
motion of any new pattern generated. Using the 
dynamic simulation we can see the effect of the 
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walking assist on WABIAN-2R. As expected, the 
walking was unstable due to the effect of external 
forces created from the arm rest. By using the 
velocity control in the control system of the 
simulation, the robot is able to walk stably with the 
walking assist machine. 

In the near future, it is important to develop 
WABIAN-2R system to be stabilized during 
walking. The stabilization control will be based on 
Zero Moment Point. Moreover, it is necessary to 
develop the robot to interact with other objects and 
equipments. This will make the robot can interact 
with its surrounding environment.  
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abc@iai.uni-bonn.de

Keywords: People tracking, crossing targets, laser range scanners, vision, HSV colour space.

Abstract: Tracking multiple crossing people is a great challenge, since common algorithms tend to loose some of the
persons or to interchange their identities when they get close to each other and split up again. In several
consecutive papers it was possible to develop an algorithm using data from laser range scanners which is able
to track an arbitrary number of crossing people without any loss of track. In this paper we address the problem
of rediscovering the identities of the persons after a crossing. Therefore, a camera system is applied. An
infrared camera detects the people in the observation area and then a charge–coupled device camera is used to
extract the colour information about those people. For the representation of the colour information the HSV
colour space is applied using a histogram. Before the crossing the system learns the mean and the standard
deviation of the colour distribution of each person. After the crossing the system relocates the identities by
comparing the actually measured colour distributions withthe distributions learnt before the crossing. Thereby,
a Gaussian distribution of the colour values is assumed. Themost probably assignment of the identities is then
found using Munkres’ Hungarian algorithm. It is proven withdata from real world experiments that our
approach can reassign the identities of the tracked personsstable after a crossing.

1 INTRODUCTION AND
RELATED WORK

Multi-robot systems and service robots need to coop-
erate with each other and with humans in their envi-
ronments. For this reason, they have to know about
the locations and actions of the objects they want to
interact with. Target tracking deals with the state es-
timation of one or more objects. It is a well stud-
ied topic in the field of aerial surveillance using radar
devices (Bar-Shalom and Fortmann, 1988) and also
in the area of mobile robotics. Here, mainly laser
scanners are used for the purpose of people track-
ing (Prassler et al., 1999; Schulz et al., 2001; Fod
et al., 2002; Romera et al., 2004; Zhao and Shibasaki,
2005; Bellotto and Hu, 2007). Due to the high resolu-
tion of laser scanners, which mostly cover a 180 de-
gree field of view with 180 or 360 measurements, one
target is usually the source of multiple returns within
one laser scan. This conflicts with the assumption of
punctiform targets used in the field of radar tracking.

There, each target is the origin of exactly one mea-
surement. In contrast to that, using laser scanners, one
needs to be able to assign the obtained measurements
to extended targets.

A second important characteristic of tracking in
the field of mobile robotics is the occurrence of cross-
ing or interacting targets, for example two or more
persons getting close to each other, so that they can
no longer be distinguished by common tracking algo-
rithms (Fortmann et al., 1983; Kräußling et al., 2005;
Kräußling et al., 2007). In this article we present an
approach to deal with this particular problem. The
key idea of our approach is to adopt an algorithm for
tracking punctiform objects in clutter, known from the
radar community, for the purpose of reliably tracking
extended objects with laser scanners. Several differ-
ent methods for tracking punctiform crossing targets
in clutter, i.e. tracking in the presence of false alarm
measurements close to a target, have been developed
over the last decades:

1. the MHT (Multi Hypothesis Tracker) introduced
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by Reid in 1979 (Reid, 1979).

2. The JPDAF (Joint Probabilistic Data Association
Filter) introduced by Fortmann, Bar–Shalom and
Scheffe in 1983 (Fortmann et al., 1983).

These techniques can easily be extended to tracking
extended objects as well, but there are several reasons,
why such approaches are brittle:

• In most cases there are several measurements
from the same target.

• Interacting objects might be indistinguishable
over longer periods of time.

• Some of the objects might be occluded for some
time.

• The objects can carry out abrupt manoeuvres, es-
pecially when they are crossing their paths.

These difficulties are well known in the mobile
robotics community:

• Tracking moving objects whose trajectories cross
each other is a very general problem ... Problems
of this type cannot be eliminated even by more
sophisticated methods ... (Prassler et al., 1999).

• Tracks are lost when people walk too closely to-
gether ... (Schumitch et al., 2006).

Due to these reasons, we have developed methods for
tracking interacting people in laser data (Kräußling
et al., 2004b; Kräußling et al., 2005; Kräußling et al.,
2007). These methods have in common, that they
employ a variant of the well known Viterbi algo-
rithm (Viterbi, 1967; Forney Jr., 1973) in combina-
tion with geometrical properties of the people track-
ing problem, in order to achieve a high degree of ro-
bustness against track loss.

However, although the tracks are very rarely lost
by these algorithms, they tend to confuse the assign-
ment of the tracks to the individual persons being
tracked after a crossing of paths has occurred. This
happens because the distance measurements of the
laser scanners do not provide direct information about
the persons’ identities. For this reason, additional
cues are required, if we want to reliably distinguish
between persons. Possible cues are:

1. Different colours and surface-textures of the pairs
of trousers people wear might result in different
intensities of the reflected laser beams.

2. Ultrasound or infrared signals uniquely identify-
ing individuals, which are transmitted by spe-
cial active badges the people wear (Schulz et al.,
2003).

3. Different colours of the clothes people wear. This
information can be exploited for the identification
of the people using a camera network.

4. Differences in physiognomy like size and built of
persons. These differences can again be detected
using cameras (Schulz, 2006).

In this article we propose a technique to com-
bine Viterbi-based tracking with person identification
based on colour information. A calibrated setup con-
sisting of an infrared and a CCD camera is used to
learn colour histograms of the persons, while they
are well separated during tracking. This information
is then employed to correctly reassign person IDs to
tracks after interactions have occurred. The new as-
signments are determined using the Hungarian algo-
rithm, which computes the maximum likelihood as-
signment, based on the likelihood of colour observa-
tions. Our experiments show that this approach al-
lows to track several interacting humans without loss
of track and without accidental confusion of the track
assignments.

The remainder of this paper is organised as fol-
lows. In Section 2 the combined method for track-
ing multiple interacting persons is described. It con-
sists of the tracking method based on the Viterbi al-
gorithm and an identity assignment method based on
colour information. Section 3 presents experiments il-
lustrating the robustness of our approach against loss
of track as well as against errors in track assignment.
We conclude in Section 4.

2 THE METHOD

In order to reliably keep track of several interacting
persons, we have to solve two problems: the trajecto-
ries of the persons have to be estimated without loos-
ing track of the persons and we have to make sure, that
we can always assign the individual trajectories to the
correct person. We have developed the so called Clus-
ter Sorting algorithm (CSA) to solve the first problem
(Kräußling, 2006b). The CSA uses data from laser
range scanners to estimate the trajectories of objects
over time. The second problem is then solved by
additionally using colour histograms extracted from
camera images, in order to compute the most likely
assignment of the trajectories to the persons being
tracked. In the following, we will first explain the
CSA in detail. Afterwards we will describe how the
reassignment of tracks based on colour information
can be integrated into the approach.

The Cluster Sorting algorithm estimates multi-
ple trajectories using a hidden Gauß–Markov chain,
where the tracking process is carried out using
Kalman filters. Because laser range scanners re-
turn range measurements to any object in the sur-
rounding of the robot, the measurements originating
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from persons have to be discriminated from measure-
ments of static objects. The CSA computes valida-
tion gates (Bar-Shalom and Fortmann, 1988) for this
purpose, i.e. only measurements, which are close to
the currently estimated positions of persons are be-
ing considered; we call those measurements the se-
lected measurements. The distinction between mea-
surements of different persons is possible based on
the distance between selected measurements, as long
as persons do not get close to each other; otherwise,
persons share selected measurements. For this reason,
the CSA deals with the selected measurements in two
different ways:

(1) as long as the measurements of persons are
well separated, it computes for each person the un-
weighted mean of all the selected measurements of
that person. These means are then used to update the
Kalman filters for the individual trajectories of each
person; we call this procedure the Kalman Filter Al-
gorithm (KFA). It has been shown in (Kräußling et al.,
2005; Kräußling, 2006a) to be very fast and to provide
good information about the position of the targets, but
it cannot reproduce multi-modal probability distribu-
tions. Thus it is not able to handle multiple interacting
people.

(2) When persons have selected measurements in
common, the CSA no longer computes one single
track for each person, but it starts to compute indi-
vidual tracks for each selected measurement of each
person using a variant of the Viterbi algorithm. The
algorithm calculates for every old selected measure-
ment a separate position estimate and validation gate.
The new selected measurements are the ones which
lie in at least one of those gates; we call this al-
gorithm Viterbi-based algorithm (VBA); it has been
introduced in (Kräußling et al., 2004a). The algo-
rithm allows to represent multi-modal probability dis-
tributions to some extend, which is a major advan-
tage when dealing with multiple interacting targets.
The VBA is much more robust against track loss,
when compared to the KFA, because the VBA main-
tains several hypotheses about a persons position, one
hypothesis for each gating measurement. Common
tracking algorithms like the KFA, in contrast, make a
hard decision which measurement they use. In diffi-
cult situations, they tend to assign the same measure-
ment to several objects. Algorithms with a random
component like the SJPDAF (Schulz et al., 2001) oc-
casionally choose for each track the path of a differ-
ent person, so that no persons gets lost. But this be-
haviour is not stable (Kräußling and Schulz, 2006).

It remains to describe, how the CSA actually de-
cides when to switch between the KFA and the VBA.
The Cluster Sorting algorithm uses two classes of ob-

jects:

• single targets.

• clusters, which represent at least two interacting
persons, i.e. humans that are moving very close to
each other.

Single targets are tracked with the KFA, since there
is no need for representing multi-modal probability
distributions. Clusters are tracked with the VBA,
since multi-modal distributions have to be repre-
sented. This approach guarantees that none of the ob-
jects that are associated with the cluster is lost. This
fact is important especially when the objects split and
start to move separately again.

Three different events have to be regarded when
tracking multiple interacting people:

1. The merging of two single persons. This means
that two single targets get very close to each other.
This is the case, if at least one measurement is lo-
cated in the validation gates of both targets. Then
the algorithm stops to track the two single targets
with the KFA and starts tracking a cluster, which
contains both targets, using the VBA. Therefore,
it uses the measurements located in the validation
gates of at least one target.

2. The merging of a single human and a cluster. This
means that a single person and a cluster get very
close to each other. This happens, if at least one
measurement is located in the validation gates of
the person and the cluster. In this case the al-
gorithm stops to track the single human and the
cluster separately. Instead it starts tracking a com-
bined cluster. Therefore, it uses the measurements
located in the validation gates of either the single
target or the previously considered cluster or both.

3. The merging of two clusters. This means that two
clusters get very close to each other. This is the
case, if at least one measurement is located in the
validation gates of both clusters. If this is true, the
algorithm stops to track the two clusters and starts
tracking a combined cluster. Therefore, it uses the
measurements located in the validation gates of at
least one of the previously considered clusters.

Note, that whenever a merging takes place, the algo-
rithm remembers the humans which correspond to the
newly combined cluster.

For each tracked cluster, we also have to decide,
if it has split into single person tracks again. Whether
clusters are split depends on three conditions:

1. The position estimates corresponding to the mea-
surements in the validation gates are separated
into subclusters. For this purpose, we select the
first estimate, which then is associated with the
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first subcluster. For all other estimates associated
with the cluster, the Euclidean distance to the first
estimate is calculated. If this distance is below a
certain threshold, the estimate is associated with
the first subcluster. In our experiments, we set
the threshold to 150cm, which corresponds to the
maximum distance between the legs of a walking
person. We then have to consider the estimates,
for which the Euclidean distance to the first sub-
cluster exceeds this manually chosen threshold.
Using the same procedure we applied for build-
ing the first subcluster, we now construct sub-
clusters until all estimates are associated with one
of these smaller clusters. If the number of sub-
clusters equals the number of humans which were
merged into this cluster, the first condition for the
dispersion of the cluster is fulfilled. Then, we pro-
ceed with step 2.

2. We now check the pairwise distance between the
subclusters. If the distance is above a manually
chosen bound, we regard these clusters as sepa-
rated. We choose the value of that bound to be
300cm. The second condition is fulfilled, if the
number of pairs of separated subclusters equals
n(n−1)

2 . Thereby,n is the number of single per-
sons associated with the cluster. Hence, we are
checking if all subclusters are pairwise separated.

3. Above this, we can separate single subclusters
from the cluster to indicate them in the graphics.
This follows the same logic as in step 1. Note,
the algorithm is not able to determine, how many
targets are represented by a single subcluster.

If conditions 1 and 2 are met, then subclusters are
associated with then single targets therefrom tracked
by the KFA. When separating targets from clusters,
we cannot guarantee if the target association is the
same as before merging the targets into the cluster.
Thus, a possible solution to this problem, which uses
colour information will now be proposed.

To obtain the colour information of the persons, a
charge–coupled device camera (CCD camera) is used.
In order to recognise which parts of the picture of
the CCD camera belong to the persons, we employ
an infrared camera. The two cameras are mounted in
parallel on the robot, with only a small displacement;
this allows us to easily correlate infrared and CCD
images. The setup is shown in Figure 1. Since the
temperature of the persons is in a small, well defined
range, it is easy to identify the regions in the images
of the CCD camera which originate from humans.
Next, the persons which are detected by the camera
system have to be assigned to the persons which are
tracked by the laser scanners and the tracking algo-

Table 1: The values of the hue in the HSV colour space.

Hue red yellow green cyan blue magenta

Degrees 0 60 120 180 240 300

Figure 1: The robot equipped with the laser scanners and
the cameras.

rithm. For this purpose, we exploit the fact that the
camera system enumerates the persons in clockwise
direction. Therefore, we arrange the persons tracked
by the tracking algorithm in clockwise direction, too.

The colour information from the CCD camera is
represented using the HSV colour space (Gonzalez
and Woods, 1992), where H stands for hue, S for sat-
uration and V for value. In our experiments we only
used the hue, because it is fairly independent from
the illumination and a stable characteristic of the per-
sons. The hue values range from 0 to 360 degrees.
The mapping between the values of the hue and six
basic colours, we use for identification, is shown in
Table 1.

The colour characteristics are learnt during the ex-
periment before the crossings. We assume that the av-
erage relative frequencies of the hue for personi fol-
low a Gaussian distribution with meanµi and variance
Σi . Let µi,k andΣi,k be the learnt mean and the learnt
variance at time stepk and letyi,k be the measurement
corresponding to personi at time stepk,

µi,k =
∑k

j=1yi, j

k
, (1)

Σi,k =
∑k

j=1 (yi, j −µi,k)(yi, j −µi,k)
⊤

k−1
. (2)

This mean and this variance can be learnt on–line

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

32



without storing previous valuesyi,l , l < k, according
to

∆k+1 = µi,k+1−µi,k (3)

µi,k+1 =
k

k+1
µi,k +

yi,k+1

k+1
(4)

Σi,k+1 =
(yi,k+1−µi,k+1)(yi,k+1−µi,k+1)

⊤

k
+

+
k−1

k
Σi,k + ∆k+1∆⊤

k+1. (5)

As soon as the tracking algorithm detects a crossing,
the algorithm stops to learn the colour characteristics
and the actual valuesµi,k andΣi,k are assigned to the
persons as the characteristicsµi andΣi . As soon as
the tracking algorithm detects the end of the crossing,
the algorithm reassigns the identities to the persons. If
y j ,k is the measurement of the person that is assigned
to track j at time stepk, then the probabilitypi, j ,k, that
the trackj at time stepk belongs to the person, which
has been assigned the identityi before the crossing, is

pi, j ,k =
1

(det(2πΣi))
1/2

·

·exp

{

−
1
2

(

y j ,k−µi
)⊤ Σ−1

i

(

y j ,k−µi
)

}

. (6)

Because the colour measurements of different points
in time are independent, the probabilitypi, j ,k1:k2, that
the trackj from time stepk1 to time stepk2 originates
from personi is

pi, j ,k1:k2 =
k2

∏
k=k1

pi, j ,k. (7)

The tracksj, which are calculated by the tracking al-
gorithm, are usually interchanged during a crossing.
Thus, letm be the total number of persons associated
with the cluster being split and letσ be a permuta-
tion of the person IDs 1, . . . ,m. Then, the probability
that the IDs have been interchanged during the cross-
ing according to the permutationσ given the measure-
ments from time stepk1 to time stepk2 is

Πσ =
m

∏
l=1

pl ,σ(l),k1:k2
. (8)

The best reassignmentσ̂ of the tracksj to the learnt
personsi is the one, that maximises the probability
Πσ. To computeσ̂ we interpret the negative log-
likelihoods log

(

pi, j ,k1:k2

)

as the marginal assignment
costs of assigning trackj to personi after a cross-
ing. The negative log-likelihoods log(Πσ) then con-
stitute the assignment cost of a complete assignment
(permutation)σ. The minimum cost assignmentσ̂ is
then calculated using the well known Hungarian algo-
rithm (Munkres, 1957).
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Figure 2: Colour distributions of the three subjects.

3 EXPERIMENTS

We conducted experiments with three persons in a
real world scenario in our laboratory. The first per-
son was wearing a blue cardigan and a blue pair of
trousers. The second person was wearing a yellow
cardigan and blue pair of trousers. The third person
was wearing a red shirt and a red pair of trousers.

Figure 2 shows the corresponding colour distribu-
tions. The first subject has his maximum in the blue
domain, the second has it in the yellow domain and
the third in the red one. Thus, the measured colour
distributions show a good coincidence with the real
colours.

The experiments were accomplished with a B21
robot platform shown in Figure 1. On the top the
camera system is mounted. The left camera is the in-
frared camera and the right camera is the CCD cam-
era. There are two laser range scanners armed back to
back at the robot, so that there is a 360 degree field of
view.

The number of possible permutations of three ob-
jects is 3!= 6. Thus, we conducted six experiments,
for each permutation one experiment. We defined po-
sition 1 as the right upper part of the surveillance area,
position 2 as the left upper part of the surveillance
area and position 3 as the lower middle part. The
persons are indexed in the order they appear in the
surveillance area. In the six experiments the person
indexed 1 occupied position 1 before the crossing, the
person indexed 2 occupied position 2 and the person
indexed 3 occupied position 3. After the crossing they
occupied different positions corresponding to the six
possible permutations. The experiment for the per-
mutation 1237→ 123 is described in detail.

At first the three persons are occupying their start
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Figure 3: Three subjects before the crossing, permutation
123 7→ 123.

Figure 4: Formation of a cluster consisting of person 1 and
2, permutation 1237→ 123.

Figure 5: Formation of a cluster consisting of all three per-
sons, permutation 1237→ 123.

Figure 6: Disaggregation of the combined cluster into two
subclusters, permutation 1237→ 123.
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Figure 7: Three persons after the crossing, permutation
123 7→ 123.
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Figure 8: Three persons before the crossing, permutation
213 7→ 123.

positions and are indexed in the order of their appear-
ance in the surveillance area; this is illustrated in Fig-
ure 3. Within this figure, the numbers corresponding
to a person are drawn at the location computed by the
tracking algorithm. In Figure 4 the persons 1 and 2
interact and merge into a cluster. The clusters are rep-
resented by ellipses within the figure. In the next step
person 3 joins the other two and the algorithm merges
them into a single cluster as shown in Figure 5. Af-
ter some time, the group splits up into two subclusters
(see Figure 6), and finally the three persons walk on
their own again. This situation is illustrated in Fig-
ure 7. As can be seen, the algorithm tracks the three
persons without loss of track and reassigns the identi-
ties correctly after the interaction.

Next, we investigated the question, whether the
algorithm still works well, when the starting posi-
tions are interchanged. For this purpose we used the
permutation 2137→ 123, which means for instance,
that the initial position of person number 2 is posi-
tion number 1. Figures 8 and 9 show the starting and
the end positions respectively with the assigned iden-
tities. Obviously the identities are in this case also
reassigned correctly.

Finally, we examined the case, whether the algo-
rithm can deal with several consecutive permutations.
Therefore, we used the two consecutive permutations
123 7→ 213 and 2137→ 231. Figure 10 shows the ini-
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Figure 9: Three persons after the crossing, permutation
213 7→ 123.
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Figure 10: Three persons before the first crossing, permuta-
tion 123 7→ 213 7→ 231.
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Figure 11: Three persons after the first crossing, permuta-
tion 123 7→ 213 7→ 231.

tial positions. Figure 11 shows the reassigned iden-
tities after the first crossing and Figure 12 shows the
reassigned identities after the second crossing. It can
easily be recognised that the identities are reassigned
correctly after each crossing.
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Figure 12: Three persons after the second crossing, permu-
tation 1237→ 213 7→ 231.

4 CONCLUSIONS

In this article we investigated the problem of tracking
multiple interacting humans. There are two difficul-
ties, which have to be addressed to solve this chal-
lenging problem:

1. The robot should not loose track of a person and

2. the robot should always assign the correct identity
to the individual persons, especially after a group
of interacting persons split.

We proposed a hybrid approach to solve these two
problems, a laser-based tracking approach is applied
to keep track of the trajectories of persons, and colour
information about the persons’ clothes is employed to
disambiguate between the persons being tracked.

The proposed tracking algorithm reliably keeps
track of several persons, even in very difficult situa-
tions, like the crossing of tracks and interactions of
persons. Robustness against track loss is achieved
by applying a switching approach, where a simple
Kalman filter is used as long as tracks are well sep-
arated and a variant of the Viterbi algorithm, which
tracks individual laser measurements independently,
takes over as soon as persons get close to each other.
A clustering technique is then employed to assign the
measurement tracks to individual person tracks again,
when the persons split up again.

However, during the Viterbi phase, the assignment
of the persons identities to tracks is lost. For this rea-
son, we employ the camera information to correctly
reassign the persons IDs to the individual tracks af-
ter the crossing. The current implementation uses a
combination of an infrared and a CCD camera for this
purpose. The camera system provides the robot with
colour information about the tracked persons. The
most likely assignment of the identities is then found
by using the Hungarian algorithm.

Our experiments show that this approach is able
to reliably track multiple interacting persons without
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interchanging the individual tracks even in challeng-
ing situations. But of course there are still possibil-
ities for future research. The approach will run into
problems, if the colour distributions of the peoples’
clothes become too similar. This could be remedied
by additionally taking size and shape information into
account, like in (Schulz, 2006). In rare situations it is
also still possible that the tracking algorithm looses
track of an individual person, e.g. if a human moves
away while it is in the shadow of the other persons
during a crossing. This drawback could be overcome
by coordinating a team of robots in order to keep full
coverage of the scene.
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Abstract: This paper analyzes the comfort of wheelchair users when a sliding-mode trajectory-tracking controller is
used. The transmission of the horizontal (fore-and-aft) vibration to the head-neck complex (HNC) in the
seated human body may cause unacceptable discomfort and motion sickness. A double-inverted pendulum
model with two degrees of freedom is considered as a model forthe HNC. The user comfort is examined not
only in the time domain (using the fourth power vibration dose value), but also in the frequency domain (using
the cross-spectral density method). For measuring the acceleration of the wheelchair, along the trajectory, an
inertial measurement unit was used.

1 INTRODUCTION

Few studies have been performed addressing how dy-
namic acceleration affects wheelchair’s users. A bar-
rier to performing in-depth analysis during the pro-
cesses of wheelchair design and ride comfort is a lack
of wheelchair-acceleration data, measured over time,
that vary with the activity of the wheelchair user. Fur-
thermore, little is known about how this dynamic ac-
celeration affects user comfort. Most current litera-
ture focus on the vibration exposure of a seated oc-
cupant. To this end, standards have been developed
by the International Organization for Standardization
(ISO) to quantify how much exposure is allowable for
various frequencies of exposure. To standardize the
methods of data collection for whole-body vibration,
the ISO introduced the ISO-2631 (ISO-2631, 1997).
The boundaries in ISO-2631 are based on cumulative
root-mean-square (rms) amplitude over a single day,
specified for frequencies between 1 and 80 Hz.

The human body is a complex dynamic system,
the properties of which vary from moment to moment
and from one individual to another. From the results
of large amount of experimental data, various biome-
chanical models have been developed to describe the
human motion. These models can be grouped as
lumped or distributed parameter models. The lumped
parameter models consider the human body as sev-
eral rigid bodies, springs and dampers (Atapourfard

et al., 2002), (Atapourfard et al., 2004), (Gurses et al.,
2005). Some distributed models treat the spine as a
layered structure of rigid elements, representing the
vertebral bodies and deformable elements represent-
ing the intervertebral disc by the finite elements (Ki-
tazaki and Griffin, 1997).

The dynamic response of seated subjects exposed
to vibration has been widely assessed in terms of the
driving point impedance, apparent mass and transmis-
sibility (transmission of motion through the human
body). The transmission of the acceleration to the
head-neck complex (HNC) in the seated human body
may be the cause of discomfort and motion sickness
in wheelchairs. The seat back, by limiting the hor-
izontal and rotational motion of the trunk, increases
the transmission of the trunk horizontal acceleration
to the HNC. This may has considerable influence on
discomfort.

The present study focuses specifically on the in-
fluence of sliding-mode trajectory-tracking (SM-TT)
controller action on user comfort. The user com-
fort is examined not only in the time domain (using
the transmissibility parameter), but also in the fre-
quency domain. For measuring accelerations of the
wheelchair, a three-dimensional inertial sensor was
used. The analysis of user comfort is made in three
different situations: i) SM-TT control under odometry
navigation; ii) when the odometric data is fused with
absolute position data from magnetic markers (using
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an EKF-based fusion in the on-line pose estimation);
iii) SM-TT control with purposely-incorrectly-tuned
parameters.

2 CONTROL OF WHEELED
MOBILE ROBOTS

The application of sliding mode control strategies in
nonlinear systems has received considerable attention
in recent years (Yang and Kim, 1999), (Chwa, 2004),
(Chwa et al., 2006), (Solea and Nunes, 2007). A
well-studied example of a non-holonomic system is
a wheeled mobile robot (WMR) that is subject to the
rolling without slippingconstraint.

In trajectory-tracking, is an objective to control
the non-holonomic WMR to follow a desired path,
with a given orientation relatively to the path tan-
gent, even when disturbances exist. In the case of
trajectory-tracking the path is to be followed under
time constraints. The path has an associated velocity
profile, with each point of the trajectory embedding
spatiotemporal information that is to be satisfied by
the WMR along the path. By other words, path track-
ing is formulated as having the WMR following a vir-
tual target WMR which is assumed to move exactly
along the path with specified velocity profile.

2.1 Kinematic Model of a Unicycle-type
Mobile Robot

Let the pose of the mobile robot be defined by the
vector qr = [xr ,yr ,θr ]

T , where [xr ,yr ]
T denotes the

robot position on the plane andθr the heading angle
with respect to thex-axis. In addition,vr denotes the
translational velocity of the robot, andωr the angu-
lar velocity around the vertical axis. For a unicycle
WMR rolling on a horizontal plane without slipping,
the kinematic model can be expressed by:





ẋr
ẏr

θ̇r



 =





cosθr 0
sinθr 0
0 1



 ·

[

vr
ωr

]

(1)

which represents a non-linear system.
Controllability of the system (1) is easily checked

using the Lie algebra rank condition for nonlinear sys-
tems. However, the Taylor linearization of the system
about the origin is not controllable, thus excluding the
application of classical linear design approaches.

2.2 Trajectory Tracking Model

Without loss of generality, it can be assumed that
the desired trajectoryqd(t) = [xd(t),yd(t),θd(t)]T is

Table 1: ISO 2631-1 Standard.

Overall Acceleration Consequence
aw < 0.315m/s2 not uncomfortable
0.315< aw < 0.63m/s2 a little uncomfortable
0.5 < aw < 1m/s2 fairly uncomfortable
0.8 < aw < 1.6m/s2 uncomfortable
1.25< aw < 2.5m/s2 very uncomfortable
aw > 2.5m/s2 extremely

uncomfortable

generated by a virtual unicycle mobile robot. The
kinematic relationship between the virtual configura-
tion qd and the corresponding reference velocity in-
puts[vd,ωd]

T is similar to (1). From the error vector
(Solea and Nunes, 2007),




xe
ye
θe



 =





cosθd sinθd 0
−sinθd cosθd 0
0 0 1



 ·





xr −xd
yr −yd
θr −θd





(2)
we get the error dynamics:







ẋe =−vd +vr ·cosθe+ ωd ·ye
ẏe = vr ·sinθe−ωd ·xe

θ̇e = ωr −ωd

(3)

2.3 Trajectory Planner

A trajectory planner for human-transport robots must
generate smooth velocity profiles (linear and angu-
lar) with low associated accelerations. The trajec-
tory planning process can be divided into two sepa-
rate parts. First, a continuous collision-free path is
generated. In a second step, called trajectory gener-
ation, a velocity profile along the path is determined.
A method to generate a velocity profile, respecting
human body comfort, for any two-dimensional path
in static environments was proposed in (Solea and
Nunes, 2007).

Figures 1 - 3 show an example of a planned trajec-
tory using the method described in (Solea and Nunes,
2007) were the goal was to obtain an overall rms ac-
celeration in the range of ”not uncomfortable” (see
Table 1). The overall rms acceleration is defined as:

aw =
√

k2
x ·a2

wx+k2
y ·a2

wy+k2
z ·a2

wz (4)

whereawx, awy, awz, are the rms accelerations along
x, y, z axes respectively, andkx, ky, kz, are multiply-
ing factors. For a seated personkx = ky = 1.4, kz = 1.
For motion on the x-y plane,awz = 0. The local co-
ordinate system is chosen so that thex-axis is the lon-
gitudinal trajectory direction, andy-axis is the lateral
trajectory direction.
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Figure 1: Path example composed by thirteen path segments
calculated by the trajectory planner, from the fourteen way-
pointsA to N.
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Figure 2: Velocity and acceleration profiles for path de-
picted in Fig. 1.

The ISO 2631-1 standard (ISO-2631, 1997) (Ta-
ble 1) relates comfort with the overall rms accelera-
tion, acting on the human body.

Figure 1 shows the generated path, where the
larger circles represent the used fourteen waypoints
(A, B, ..., N). Each waypoint is defined by a position,
in meters, and an orientation, in radians. The gener-
ated velocity and acceleration profiles are shown in
Fig. 2. As can be observed in Fig.3, the rms overall
accelerations, in each path segment, are below the im-
posed acceleration constraint ofaw(i,i+1) < 0.31m/s2.

2.4 Sliding-mode Controller

The objective of SMC is the same as for classical
controllers, i.e., force the output states to follow the
desired input states. However, the SMC is a model-
based control strategy in which the controller struc-
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0.4

 

 Lateral r.m.s. accel. − a
wy

Longitudinal r.m.s. accel. − a
wx

Overal r.m.s. accel. − a
w

Figure 3: Acceleration rms values for each path segment
(AB, BC, ..., MN) of path depicted in Fig. 1.

ture and gains are designed based on the system
model.

Uncertainties which exist in real mobile robot ap-
plications degrade the control performance signifi-
cantly, and accordingly, need to be compensated. In
(Solea et al., 2006) a SM-TT controller for WMRs is
proposed, where trajectory tracking is achieved even
in the presence of large initial pose errors and distur-
bances.

Let us define the sliding surfaces= [s1 s2]
T as

s1 = ẋe+k1 ·xe,
s2 = ẏe+k2 ·ye+k0 ·sgn(ye) ·θe.

(5)

wherek0, k1, k2 are positive constant parameters,xe,
ye andθe are the trajectory-tracking errors defined in
(3). If s1 converges to zero, triviallyxe converges to
zero. If s2 converges to zero, in steady-state it be-
comes ˙ye = −k2 · ye− k0 · sgn(ye) ·θe. For ye < 0⇒
ẏe > 0 if only if k0 < k2 · |ye|/ |θe|. For ye > 0 ⇒
ẏe < 0 if only if k0 < k2 · |ye|/ |θe|. Finally, it can be
known from s2 that convergence ofye and ẏe leads
to convergence ofθe to zero. Using the reaching law
defined in (Gao and Hung, 1993)

ṡ=−Q ·s−P·sgn(s) (6)

Q = diag[q1,q2] , qi > 0,
P = diag[p1, p2] , pi > 0, i = 1,2
sgn(s) = [sgn(s1),sgn(s2)]

T

together with (5), and after some mathematical ma-
nipulation, we get the commands for trajectory-tra-
cking controller:

v̇c =
1

cosθe
(−q1s1− p1sgn(s1)−k1ẋe−

−yeω̇d− ẏeωd +vr θ̇esinθe+ v̇d).
(7)

ωc =
1

vrcosθe+k0sgn(ye)
(−q2s2− p2sgn(s2)−

−k2ẏe− v̇rsinθe+xeω̇d + ẋeωd)+ ωd.
(8)

The SM-TT architecture with a on-line robot’s
pose estimator, fusing odometry with absolute posi-
tion data, as described in (Lopes et al., 2007), is de-
picted in Fig. 4.
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Figure 4: SM-TT control architecture with a robot’s pose
estimator, fusing odometry and absolute position data.

RobChair has a two-level control architecture (see
Fig. 4). High-level control algorithms (including ref-
erence motion generation) are written inC and run
with a sampling time ofTs = 50 ms on a embedded
PC, which also provides a user interface with real-
time visualization and a simulation environment. The
PC communicates through a CAN bus with several
devices. Wheel velocity commands,

ωR =
vc + L

2 ·ωc

R
, ωL =

vc−
L
2 ·ωc

R
(9)

whereR is radius of the drive wheels andL the dis-
tance between drive wheels, are sent to the PI con-
trollers, and encoder measuresNR andNL are received
in the robot’s pose estimator for odometric computa-
tions.

The low-level control layer is in charge of the exe-
cution of the wheels velocity control. For each wheel,
a microcontroller implements a digital PI with a cycle
time of Tc = 5 ms. Two power amplifiers drive the
motors with PWM voltage.

3 HUMAN HEAD-NECK
COMPLEX MODEL AND
EVALUATION OF COMFORT

In general, comfort while riding depends not only on
the amplitude, but also on the frequency of wheelchair
vibrations and accelerations. Oscillations have influ-
ence on users comfort and may affect users health.
Moreover, natural frequency of the wheelchair and
human organ is strongly related with the user’s un-
comfort while riding.

3.1 Model of Head-neck Complex

A double-inverted pendulum model with two degrees-
of-freedom is considered for the HNC model (Fig. 5).

Figure 5: Human head-neck model.

One of the centers of rotation of the model was as-
sumed to be at C7-T1 (O1 in Fig. 5), and the other
at C0-C1 (O2 in Fig. 5) of the cervical spine. Two
lumped masses, indicating the mass of the neck and
the mass of the head, were considered in the model.
The center of mass of the neck was assumed to be
exactly at the mid-point of the two centers of rotation.
Moreover, the center of mass of the head was assumed
to be exactly over the center of mass of the neck and
the center of rotation (Fig. 5). The equation of motion
using generalized coordinates can be expressed as:

M(q)q̈+C(q, q̇)q̇+Kq+G(q) = Qq (10)

where:q =

[

θ1
θ2

]

, Qq = 0,

M(q) =

[

M11 M12
M21 M22

]

M11 = m1l21 +m2L2
1 +J1

M12 = m2L1l2cos(θ1−θ2)

M21 = m2L1l2cos(θ1−θ2)

M22 = m2l22 +J2

C(q, q̇) =

[

c1 +c2 C12
C21 c2

]

C12 = m2L1l2sin(θ1−θ2)θ̇2−c2,
C21 =−m2L1l2sin(θ1−θ2)θ̇1−c2,

K =

[

k1 +k2 −k2
−k2 k2

]

G(q) =

[

−(m2L1 +m1l1)ẍcos(θ1)
−m2l2ẍcos(θ2)

]

In our study, the user characteristic elements,
shown in Table 2 (from (Atapourfard et al., 2002)),
were used to model the dynamic behavior of the hu-
man HNC.
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Table 2: Characteristics of user’s elements.

Element Neck Head
Length of segmentLi [m] 0.080 0.138
Center of gravityl i [m] 0.040 0.069
Massmi [kg] 1.01 4.22
Moment of InertiaJi [kgm2] 0.0011 0.210
Spring constantki [Nm/rad] 14.04 10.29
Damping constantci [Nms/rad] 0.347 0.230

3.2 Time-domain Calculations

The fourth power vibration dose value (VDV) is pri-
marily a measurement procedure used to report the
relative severity of complex oscillation exposures, be-
ing preferred to other measures due to its use of the
duration and variability of the motion:

VDV =

{

∫ T

0
[aw(t)]4 ·dt

} 1
4

(11)

in units ofms−1.75, where the frequency-weighted ac-
celeration is defined byaw(t), andT is the duration
of an experiment. VDV was selected over the differ-
ence between the peak accelerations and acceleration
rms parameter. The problem with the peak-to-peak
value is that it only represents one instance in time,
rather than the entire signal. Furthermore, the peak-
to-peak parameter does not accurately represent oscil-
latory motion. The problem with the rms value is that
it is independent of the duration of the signal, and is
designed to describe oscillatory motions.

According to the EU Directive on mechanical vi-
bration (European-Parliament and the Council of the
European Union, 2002) the average limit value of
VDV is 9.1ms−1.75 and the upper limit is 21ms−1.75.

The transmissibility(Tr) is defined as the output
VDV divided by the inputVDV,

Tr =
VDVout put

VDVinput
(12)

The transmissibility defines the performance of
the wheelchair in terms of the amplification or at-
tenuation of the vibration that is transmitted to the
occupant. A value less than unity indicates that the
accelerations were attenuated by the combination of
wheelchair and human, whereas a value great than
unity indicates an amplification of accelerations by
the wheelchair-human system.

3.3 Frequency-domain Calculations

Given the input, wheelchair acceleration, and the out-
put, acceleration obtained from the HNC model, the

transfer function is usually calculated using the cross-
spectral density (CSD) method defined as:

HCSD( f ) =
CSDinput−out put( f )

PSDinput( f )
(13)

whereCSDinput−out put( f ) is the CSD of the input and
output, andPSDinput( f ) is the power spectral density
(PSD) of the input. The advantage of using the CSD
method is that the function generates the phase of the
response and also only includes data at the input and
output that are correlated, thus reducing the effects of
noise in the measurement system.

4 EXPERIMENTAL RESULTS

In order to validate the applicability of the sliding-
mode controller for trajectory-tracking, real experi-
ments have been performed using RobChair (intelli-
gent platform developed in ISR-UC (Pires and Nunes,
2002), (Lopes et al., 2007)). RobChair, shown in
Fig.6, has two differentially driven rear wheels and
two passive castor front wheels. There is also a fifth
rear wheel connected to the back of the wheelchair
with a damper used for stability. It is powered by two
12-V batteries (60 Ah) and reaches a maximum speed
of 7 Km/h. It has been equipped, in ISR-UC, with
several devices such as: two power driver modules,
which provide an independent control of each motor,
optical encoders, laser range finders, an inertial sen-
sor and a magnetic sensing ruler, developed at ISR-
UC, that is able to perform a robust detection of mag-
netic markers (Lopes et al., 2007). Figure 7 presents a
block diagram of the actual hardware control architec-
ture. The current implementation of the framework is
based on Linux as its underlying real-time operating
system. The component-based software selected for
the proposed software framework is GenoM (Genera-
tor of Modules) (Fleury et al., 1997), which is an en-
vironment for description and implementation of soft-
ware components.

An embedded PC is responsible for giving some
degree of intelligence to the robot. This computer is
connected to distributed devices through fieldbuses.
The platform is connected to external devices through
a wireless link. This connection allows the implemen-
tation of a distributed architecture, which exhibits the
possibility and capability to extend our single robot
to other perspectives, like multi-robot cooperation, its
integration in intelligent environments, etc.

All the distributed devices, connected through
CAN, use a base printed circuit board, containing
a microchip micro-controller (µC), as described in
(Maia, 2004). A custom communication protocol,
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Figure 6: RobChair platform.

Figure 7: RobChair hardware architecture.

based on the time-triggered protocol paradigm, was
designed and implemented. All events are synchro-
nized by a message, sent from a Synchronization
Micro-Controller Unit (Trigger Node, in Fig. 7), that
synchronizes the other Micro-Controller Units, and
defines the control loop time reference.

The odometric data provided by the wheel en-
coders is fused with the data from magnetic mark-
ers. The extended Kalman filter (EKF) was chosen for
the fusion process (Bento et al., 2005). This naviga-
tion technology, based on sensing magnetic markers,
is well suited when high precision navigation and ro-
bustness is required, and it can be used to complement
other navigation systems, such as GPS.

The inertial sensor RGA300CA-100 (Crossbow)
was used for measuring the wheelchair accelerations
in three orthogonal directions.

Experimental results of the SM-TT controller us-
ing the planned path presented in Fig 1, are shown
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Figure 8: Experimental sliding-mode trajectory-tracking
control using an EKF-based fusion in the on-line pose es-
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Figure 9: Desired (vd, ωd), command (vc, ωc) and real
(vr , ωr ) linear/angular velocities for SM-TT control under
magnetic-markers navigation (case B).

in Figs. 8- 10. Figure 9 shows desired, command
and real linear and angular velocities for SM-TT con-
trol under magnetic-markers navigation. Corrections
in the pose after each magnetic marker detection pro-
vokes an error signal that is efficiently dealt by the
SM-TT controller, and rapidly the tracking errors con-
verge to zero (see Fig. 10).

The analysis of user comfort is made in three dif-
ferent situations:

• case A: SM-TT control under odometry naviga-
tion;
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Table 3: Experimental Results.

Case No VDVx VDVx Tr RMS accel. Max. accel RMS accel. Max. accel
RobChair Head RobChair RobChair Head Head

I 2.9219 1.3826 0.4732 0.3287 1.5686 0.1656 0.7286
A II 2.7634 1.3429 0.4859 0.3191 1.4988 0.1589 0.7307

III 2.7177 1.2802 0.4710 0.3187 1.5590 0.1510 0.8210
average 2.8010 1.3352 0.4767 0.3222 1.5421 0.1585 0.7601

I 2.9481 1.4408 0.4887 0.3538 1.2853 0.1797 0.7100
B II 3.2946 1.5707 0.4767 0.3663 1.7635 0.1856 0.7988

III 3.0318 1.4860 0.4901 0.3629 1.4136 0.1828 0.7755
average 3.0915 1.4992 0.4852 0.3610 1.4875 0.1827 0.7614

C - 11.4623 5.4607 0.4764 1.5185 4.1708 0.7039 2.2210
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Figure 10: Longitudinal and lateral errors for SM-TT con-
trol under magnetic-markers navigation (case B).

• case B: SM-TT control under magnetic-markers
navigation (odomeric data is fused, using an EKF-
based fusion, with absolute position data from
magnetic markers detection);

• case C: SM-TT control with purposely-
incorrectly-tuned parameters.

The experimental data of all three cases are summa-
rized in Table 3. Three experimental trials were ex-
ecuted in casesA and B. The table shows the vi-
bration dose value (VDV), transmissibility (Tr ), root
mean square accelerations (RMS) and maximum val-
ues (Max). The results of columns ”RMS accel.
Robchair” and ”Max. accel. RobChair” concern the
acceleration results obtained by the inertial sensor;
and the ”RMS accel. Head” and ”Max. accel. Head”
were obtained from the model of head-neck complex
(10). The overall rms acceleration of head (along the
x axes) in casesA andB are in range of ”not uncom-
fortable”, but in caseC is in range of ”uncomfortable”
(see Table 1 and equation (4)).

Each experiment was made for the same trajec-
tory (see Fig. 1). The time domainVDV values ob-

0 2 4 6 8 10
−50

−40

−30

−20

−10

0

10

Frequency (Hz)

P
ow

er
/fr

eq
ue

nc
y 

(d
B

/H
z)

Cross PSD Estimate via Welch

C

A, B

Figure 11: Cross-spectal density functions for all experi-
ments.

tained in casesA andB are below the limit value of
9.1ms−1.75, only in caseC, VDV values are above that
limit. As can be observed from Table 3, the transmis-
sibility tends to be under unity, suggesting that the
vibrations are attenuated.

Figure 11 shows cross-spectral density values for
all experiments. The maximum ofHCSD magnitude
occurs in caseC, and the corresponding frequencies
are between 0.8− 1.8Hz. When the magnitude of
HCSD increases, the user comfort decreases.

5 CONCLUSIONS

Wheelchair is exposed to vibration coming not only
from a variety of different road surface but also
from the command of the wheelchair (manually -
using Joystick or automated - using different type
of controllers). The paper analyzes the comfort of
wheelchair users when a SM-TT controller is used.
The user comfort is examined not only in time domain
(using the fourth power VDV), but also in frequency
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domain (using the cross-spectral density method).
Outdoor experiments, using RobChair with SM-TT
controller were performed. The experimental tests
presented in this paper are representative of the av-
erage performance of the controllers. We had sum-
marized our acquired experience in general observa-
tions that can be useful guidelines for implementation
of the same control strategies in other type of mobile
robots.
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Abstract: Tracking is an important field in visual surveillance systems. Trackers have been applied traditionally in the
image, but a new concept of tracking has been used gradually, applying the tracking on the ground map of the
surrounding area. The purpose of this article is to compare both alternatives and prove that this new usage
makes possible to obtain a higher performance and a minimization of the projective effects. Moreover, it
provides the concept of multi-camera as a new tool for mobile object tracking in surveillance scenes, because
a common reference system can be defined without increasing complexity. An automatic camera re-calibration
procedure is also proposed, which avoids some practical limitations of the approach.

1 INTRODUCTION

Real-time object tracking is recently becoming more
and more important in the field of video analysis and
processing. Applications like traffic control, user-
computer interaction, on-line video processing and
production and video surveillance need reliable and
economically affordable video tracking tools. In the
last years this topic has received an increasing at-
tention by researchers. However, many of the key
problems are still unsolved. The surveillance track-
ing community in particular has studied target track-
ing techniques for a number of years, mainly in the
context of finding efficient methods to track missiles,
aircrafts etc. and tracking targets of unknown motion.
Their work has been used for a variety of applications.

There have been previous contributions in order
to improve such systems. Tissainayagam and Suter
(Tissainayagam and Suter, 2001) proposed a tracking
method in which a model switching was used. Other
authors, as Isler (Isler et al., 2005), use the technique
of multiple or distributed sensors, assigning sensors
to track targets so as to minimize the expected error in
the resulting estimation for target locations. In most
of the cases, the sensors used for these tasks are inher-
ently limited, and individually incapable of estimating
the target state, and they only can be used for a unique
task. This limitation disappears with the use of cam-
eras. In this way, Lee et al. (Lee et al., 2000) sug-
gested to establish a common coordinate frame and to

capture image signals from several cameras arranged
in a particular environment. This last idea is used in
this paper in order to demonstrate that this solution
contributes a better solution to the tracking problem.

We propose a simple tracker based on the Kalman
Filter. This tracker is used in two different ways (on
the image plane and on the ground plane), making
a comparative between both. Theoretically, the per-
spective effects must disappear in the second one, and
therefore, the tracking must involve better. This paper
shows this event such in laboratory conditions as in
real environments.

This paper is organized as follows: Section 2
briefly details the transformation between the image
and the ground. After that an automatic re-calibration
procedure that avoids some of the practical limitations
of the approach is proposed. Section 3 provides de-
tails of the tracking on the floor, showing the differ-
ent stages of the proposed tracking system: detection,
tracking, uncertainty transformation, and tuning. In
Section 4 we provide our results in a particular envi-
ronment (our laboratory) under stable conditions. Fi-
nally, some results for a more complex environment
(a football match) are shown also in section 4.

45



2 FROM IMAGE TO THE
GROUND

In order to transform the coordinates from the image
to the planar ground, a plane projection transforma-
tion is used. At the moment no distortion of the cam-
era lens is assumed. A point in the projective plane
is represented by three coordinates, p = (x1,x2,x3)T ,
which represents a ray through the origin in the 3D
space (Mundy and Zisserman, 1992). Only the di-
rection of the ray is relevant, so all points written as
λp = (λx1,λx2,λx3)T are equivalent. The classical
Cartesian coordinates of the point (x,y) can be ob-
tained intersecting the ray with a special plane per-
pendicular to x3 axis and located at unit distance along
x3. This is equivalent to scale p as, p = (x,y,1)T . Pro-
jected points in an image and real points in a planar
ground are both represented in this way.

A projective transformation between two projec-
tive planes (1 and 2) can be represented by a linear
transformation p2 = T21p1. If the transformation is
represented in Cartesian coordinates it results non-
linear. Since points and lines are dual in the projec-
tive plane, the transformation for the line coordinates
is also linear, being

(
T−1

21

)T
the corresponding trans-

formation matrix for lines.

2.1 Computing the Transformation to
Calibrate the Camera

Let it be pc = (xi,yi,1)T the coordinates of a point i
in the camera reference system. Let it be (xg

i ,y
g
i ) the

coordinates of the corresponding point in a reference
system of the planar ground obtained from the plane
of the building, and therefore let it be pg = (xg

i ,y
g
i ,1)

its homogeneous coordinates.

Figure 1: Diagram depicting the transformation of coordi-
nates from image to the ground.

We obtain the projective transformation Tgc up to
a non-zero scale factor, for points, pg = Tgcpc. For
each couple i of corresponding points, two homo-
geneous equations to compute the projective trans-
formation are considered. They can be written as,
(λix

g
i ,λiy

g
i ,λi)T = Tgc(xi,yi,1)T . Developing them in

function of the elements of the homography matrix,
we have(

xi yi 1 0 0 0 −xg
i xi −xg

i yi −xg
i

0 0 0 xi yi 1 −yg
i xi −yg

i yi −yg
i

)
t =
(

0
0

)

where t = (t11 t12 t13 t21 t22 t23 t31 t32 t33)T is a vector
with the elements of the homography matrix Tgc.

Using four pairs of corresponding points (no three
of them being collinear), we can construct a 8x9 ma-
trix M, where Mt = 0. Then, the solution t corre-
sponds with the eigenvector associated to the least
eigenvalue (in this case the null eigenvalue) of the
matrix MT M, which can be easily solved by singu-
lar value decomposition (svd) of matrix M. In order
to have a reliable transformation, more than the min-
imum number of point correspondences must be con-
sidered, solving in a similar way (Hartley and Zisser-
man, 2000).

It is known that a previous normalization of data
is suitable to avoid numerical computation problems
(Hartley, 1997). We have transformed the coordinates
of the points (in the image and in the ground) before
the computation of the homography to reference sys-
tems located in the centroid of the points and scaled
in such that the maximum distance of the points to its
centroid is 1. After computation of the homography,
it is inversely transformed by simple matrix compu-
tation to express the homography in the desired refer-
ence systems.

2.2 Automatic Camera Re-calibration

Once we have calibrated the camera using at least 4
pairs of corresponding points in the image and in the
ground, it cannot be moved, which is the main lim-
itation of this proposal. In practice, due for exam-
ple to the flexibility of the camera support, the ori-
entation of the camera changes. A little change of
orientation has a great influence in the image coor-
dinates of a point, and therefore invalidates previous
calibration. However if the camera is not changed in
position, or position change is small with respect to
the depth of the observed scene, the homography can
be re-calibrated automatically with high robustness
and without 3D computations. As camera position
changes suppose main reconfiguration of the surveil-
lance system, but orientation changes are usual, the
automatic re-calibration procedure presented below
eliminates the limitation in practice. Besides that, this
re-calibration procedure can also be used for changes
in zoom lens or motions in pan-tilt cameras demanded
by the user.

The re-calibration can be made using features ex-
tracted in the image like points and/or lines. We pro-
pose to do it using lines because they are plentiful in
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man made environments and have other advantages.
The straight lines have a simple mathematical repre-
sentation, they can be extracted more accurately than
points being also easier to match them and they can
be used in cases where there are partial occlusions.

After extracting the lines, automatic computa-
tion of correspondences and homographies is car-
ried out, as previously presented in (Guerrero and
Sagüés, 2003), which uses robust estimation tech-
niques. Thus, initially the extracted lines are matched
to the weighted nearest neighbor using brightness-
based and geometric-based image parameters.

With the coordinates of at least four pairs of cor-
responding lines we can obtain an homography that
transforms both images. As usually we have many
more than four line correspondences, an estimation
method can be used to process all of them, getting bet-
ter results. The least squares method assumes that all
the measures can be interpreted with the same model,
which makes it to be very sensitive to wrong corre-
spondences. The solution is to use robust estimation
techniques which detect the outliers in the computa-
tion. From the existing robust estimation methods,
we have chosen the least median of squares method
(Rousseeuw and Leroy, 1987).

In figure 2 we can see an example of two images
before and after an unexpected camera motion. The
automatic robust matching of lines that allows to com-
pute the camera re-calibration has been superimposed
to the images. The initial matching has about 20% of
wrong correspondences, but the robust computation
of the homography allows to reject wrong matches
and also to search more matches according to it in a
subsequent step. From the line correspondences the
homography to recalibrate the camera is accurately
obtained.

3 TRACKING ON THE GROUND

3.1 Detection and Tracking

A widely used technique for separating moving ob-
jects from their backgrounds is based on background
subtraction (Herrero et al., 2003). In this approach,
an image IB(x,y) of the background is stored before
the introduction of a foreground object. Then, given
an image I(x,y) from a sequence, feature detection of
moving objects are restricted to areas of I(x,y) where:

|I(x,y)− IB(x,y)|> σ (1)

where σ is a suitable chosen noise threshold.
But this approach exhibits poor results in most real

image sequences due to four main problems:

Figure 2: Two images of a football match before and after
an unexpected camera motion in a real application. The au-
tomatic robust line correspondences has been superimposed
to the images.

• Noise in the image.

• Gray level similarity between background and
moving objects, even if the color is different.

• Continuous or quick illumination changes in the
scene.

• Variation of the static objects in the background.

These problems can be partially solved by an appro-
priate selection of the threshold value. Some authors
(Durucan and Ebrahimi, 2001) (Fabrice Moscheni
and Kunt, 1998) have proposed a region-based motion
segmentation using adaptive thresholding, according
to illumination changes. In addition to this, morpho-
logical filters have to be used to eliminate noisy pix-
els and to fill the moving regions poorly segmented.
However, in spite of these improvements, the results
that can be found in real situations are far away from
a satisfactory solution.

To detect the moving objects, we present an ap-
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proach in motion detection, based on difference, in-
troducing two procedures, Neighborhood-Based De-
tection and Overlapping-Based Labelling, in order to
obtain a more robust segmentation in real scenes. The
first one uses a local convolution mask, instead of
a punctual one, to compute difference and obtain a
more reliable difference image. The second one uses
an overlapping criterion between two difference im-
age to classify blobs in two different types: static or
dynamic. This last characteristic makes a distinction
between moving objects and shadows or illumination
changes.

After the motion detection, a Kalman tracker
(Kalman, 1960) with a constant velocity model (Bar-
Shalom and Fortmann, 1988) is used for tracking, us-
ing the center of each detected object as measure data.
Internally, the tracker has a state with 4 elements: 2
for the position and 2 for the velocity.

The Kalman filter is divided in two main parts:
prediction and estimation. Between them, a match-
ing procedure associates the measures obtained in the
motion detection with the prediction of the tracking.
It select the nearest-neighbor if it is close enough in
function of the covariance of the innovation.

3.2 Uncertainty Transformation

The measure in the Kalman tracker is the position
(x,y) of the mobile object. The measure noise has
pixel units, but in order to do the tracking in the
ground, it must be transformed according to the ho-
mography to metric units. To transform the covari-
ance matrix from image to ground, as proposed in
(A. Criminisi and Zisserman, 1997), a transformation
in three steps is required: change to homogeneous co-
ordinates, transformation of coordinates from image
to ground and transformation to inhomogeneous co-
ordinates again.

Given a covariance matrix, which express the un-
certainty location in image coordinates:

Λ
2×2
xc =

(
σ2

x σxy
σxy σ2

y

)
(2)

the correspondent homogeneous one is obtained:

Λxc =
(

Λ2×2
x 0
0> 0

)
(3)

The change of homogeneous coordinates from im-
age to the ground is made with the homography ma-
trix Tgc. Therefore, the covariance matrix is trans-
formed as:

Λxg = TgcΛxc T>gc (4)

Once we have the uncertainty in the ground in ho-
mogeneous coordinates, we need to transform to non-

homogeneous coordinates in order to have the mea-
surement. We will use ∇ f as a first-order approxi-
mation of the relationship between homogeneous and
inhomogeneous coordinates. If Xg = (X ,Y,W )>

∇ f = 1/W 2
(

W 0 −X
0 W −Y

)
(5)

Therefore, the covariance matrix of the measure-
ments noise in ground coordinates is

Λ
2×2
xg = ∇ f Λxg∇ f> (6)

This transformation allows to have a noise model
which considers the influence of the perspective effect
when we made the tracking in the ground.

3.3 Tuning in Practice

The constant velocity model only can be considered
locally valid. In practice, there are velocity changes
that we model in the process noise. If we consider
that the goal have an acceleration which is modelled
as a white noise with zero mean and covariance qi, the
state noise matrix Qi for each coordinate i = xg,yg is
(Bar-Shalom and Fortmann, 1988):

Qi = qi ·

[
dt4

4
dt3

2
dt3

2 dt2

]
(7)

where dt is the time interval.
If we consider the tracker in the ground, the tun-

ing has a well known meaning, because
√

qi repre-
sents directly the acceleration of the mobile. On the
other hand, the classical tracker in the image needs
an empirical tuning in pixel units, that depends of the
perspective effect.

The measure noise matrix R is defined in the im-
age for both trackers and transformed to the ground
using the homography matrix for the tracker on the
ground, as seen in section 3.2.

4 EXPERIMENTS

4.1 Description

The objective of these experiments is to compare
the performance of a tracker on the ground versus a
tracker on the image. Two Kalman trackers will be
compared, using the same constant velocity model,
although each one may have a different, but equiva-
lent, tuning, since coordinates in the image and coor-
dinates in the ground represent different magnitudes.

The three first tests performed compare the preci-
sion of the predictions of both trackers in a sequence
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of 550 frames, recorded with a still camera located
in a corridor at 2.5 meters high. The target is a
remote-controlled car moving at nearly constant ve-
locity though a corridor, as it can be seen in fig. 3.

Figure 3: First image of the sequence (up) and building
plane (down) where the tests have been performed. The
remote-controlled car moves along the corridor in the tests,
as the arrow shows.

After obtaining the position of the car in each
frame, a tracker on the image has been applied. At
the same time, the homography previously calculated,
allows us to obtain the corresponding points in the
ground for each point in the image, making possi-
ble to track the same object with another independent
similar tracker on the ground.

To compare the performance of these two track-
ers, the mean difference between the prediction points
and their corresponding measures has been computed.
This difference is only taken into account if the
measure is considered to belong to the object being
tracked. Predictions from these two trackers are go-
ing to be compared at three levels: short, medium and
long-term.

4.2 Comparative Analysis

Test 1: The first test compares the precision of short-
term predictions. In the original sequence, the object
is moving away the camera, with occasional lateral
movements. The sequence will be tested also in re-
verse mode, starting from the last frame to the first,
making the target go towards the camera. Mean dis-
tances obtained between prediction and measures, de-
noted as dpm, are shown in table 1. All distances are
measured in the ground, using Euclidean distance.

Table 1: Mean distances in mm. between predictions and
measures for the image tracker and the ground tracker with
the sequence processed forwards and backwards.

dpm Image Ground
Forwards 54,90 18,89

Backwards 44,02 20,01

In this first test, a tracking on the ground has a
great advantage over a tracking on the image, since
the effect of the perspective deformation is avoided.
Distances between predictions and measures are rep-
resented in figure 4.

As it can be seen in figure 4, a tracker on the
ground obtains better results if the moving object is
near the camera, because the velocity of the object in
the image is more changeable. However, a tracker on
the image obtains opposite results, since only mea-
sure noise causes this error. In any case, even when
the moving object is far from the camera, the tracker
on the ground obtains better results.

It must be noticed that two kinds of source of noise
could be considered in the measure: one generated in
the detection and other caused by the errors in the ho-
mography. At the moment, this second noise source
has not been modelled, considering that its effect is
small, because all the trajectories are inside the points
used to compute the homography matrix in the cali-
bration phase.

Test 2: To compare the accuracy of medium-term
predictions, another test will be carried out, in the
same sequence, consisting in decimating the num-
ber of measures. After the decimation, we will have
550/ f measures, where f is the decimation factor.
The same values for Q and R are used. Mean dis-
tance dpm will be used again to measure the precision
in each case. Obtained results can be seen in table 2,
also in mm.

Mean distances grow as decimation factor in-
creases, since the movement of the object is not totally
predictable. The tracker on the image has an extra er-
ror originated by the deviation in velocity produced
by the perspective effect.
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Figure 4: Distance between prediction and measure with
tracking on the ground (dark line) and tracking on the image
(light line). (a) Target moving away the camera (b) Target
moving to the camera.

Table 2: Mean distances in mm. between prediction and
measure applying different grades of decimation.

f Image Ground
1 54,9 18,89
2 78,49 22,89
3 97,75 26,58
5 132,01 31,06
8 180,02 40,33

12 248,08 55,93

Test 3: To test the precision of long-time predic-
tions, a determined number of consecutive measures
will be erased for both trackers. Also the same values
of Q and R are used. This test evaluates the possibil-
ity of recovering the object after an occlusion.

Different numbers of measures have been erased
in each test, from 2 to 100. To measure the accuracy
of each tracker, the distance in the ground between
the measure and the prediction after the erased block
of measures has been used. The results can be seen in
figure 5.

Here the differences between both trackers are
higher. The ground tracker does not lost the measure

Figure 5: Distances obtained after erased blocks of mea-
sures of different lengths (in logarithmic scale).

even after an occlusion of about 100 frames, main-
taining short distances between prediction and mea-
sure. However, the image tracker easily lost the mea-
sure after an occlusion of about 10 frames, giving very
bad predictions.

4.3 Using in Practice

Once tested the superiority of the ground tracker
in the laboratory, it has been confirmed in real-life
videos of a football match . The test consists of a
video sequence, as the frame in figure 6.a, where two
football players are going to be tracked. Both play-
ers are running in parallel trajectories, but at different
distances from the camera. In this test, the necessity
of re-tuning of each trackers when trying to track dif-
ferent objects will be evaluated.

Both trackers will be configured with different
equivalent tunings for the distant player. Using the
homography, we can determine the relationship be-
tween a pixel in the image and the scale of the field
to tune both trackers in a equivalent way. The mea-
sure noise R is fixed, defined for the image tracker,
and translated using the homography matrix for the
ground tracker. This tuning will be used on the nearby
player to check its validity.

The results can be seen on figure 7. As the two
trajectories are not equivalent, and may have differ-
ent accelerations and noises, the results cannot be di-
rectly compared. In any case, the figure shows that the
number of matchings obtained for the distant player is
similar for the two trackers, while the ground tracker
obtains more matchings than the image tracker for the
nearby player using the same tuning.

Although the number of matchings always can be
increased with higher values of the the matrices R and
Q, the prediction error and the possibility of crossing
with other measures would increase as well. Hence,
the application for a ground tracker is more important
if multiple objects are attempted to be tracked.
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Figure 6: Frame of the video (up) and plane of the football
field (down) of the video used. The arrows represent the
direction of the players that have been used for the test.

Figure 7: Number of matchings for different state noises.
The two scales are equivalent for the position of the distant
player.

5 CONCLUSIONS

In this paper we compared a tracker on the image
versus a tracker on the ground. A plane projective
transformation allows to make the tracking in real co-
ordinates which facilitates the tuning of the tracker,
gives measures in real coordinates and allows to re-
late different cameras in a common reference system.
Experimental results from laboratory test and from

real environments proved empirically that the tracker
on the ground achieves better results. We have also
shown some preliminary results for the automatic re-
calibration of the camera which avoids some of the
practical limitations of the approach. The continua-
tion of this work will be focused to the usage of mul-
tiple cameras, having the plane of the surroundings as
a common reference for the tracking.
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Guerrero, J. and Sagüés, C. (2003). Robust line match-
ing and estimate of homographies simultaneously.
In IbPRIA, Pattern Recognition and Image Analysis,
LNCS 2652, 297–307.

Hartley, R. (1997). In defense of the eight-point algorithm.
In IEEE Trans. on Pattern Analysis and Machine In-
telligence, 19(6):580–593.

Hartley, R. and Zisserman, A. (2000). Multiple View Geom-
etry in Computer Vision. Cambridge University Press,
Cambridge.

Herrero, E., Orrite, C., and Senar, J. (2003). Detected
motion classification with a double-background and a
neighborhood-based difference. In Pattern Recogni-
tion Letters, 24:2079-2092.

Isler, V., Khanna, S., Spletzer, J., and Taylor, C. J. (2005).
Target tracking with distributed sensors: The focus of
attention problem. In Computer Vision and Image Un-
derstanding, 100, 225-247.

Kalman, R. E. (1960). New approach to linear filtering and
prediction problems. In Transactions of the ASME–
Journal of Basic Engineering, Volume 82, Series D,
35-45.

VISUAL TRACKING ON THE GROUND - A Comparative Analysis

51



Lee, L., Romano, R., and Stein, G. (August 2000). Mon-
itoring activities from multiple video streams: Estab-
lishing a common coordinate frame. In IEEE Trans-
actions on Pattern Analysis and Machine Intelligence,
22, n. 8.

Mundy, J. and Zisserman, A. (1992). Geometric Invariance
in Computer Vision. MIT Press, Boston.

Rousseeuw, P. and Leroy, A. (1987). Robust Regression and
Outlier Detection. John Wiley, New York.

Tissainayagam, P. and Suter, D. (2001). Visual tracking
with automatic motion model switching. In Pattern
Recognition, 34, 641-660.

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

52



PARAMETER TUNING OF ROUTING PROTOCOLS TO IMPROVE
THE PERFORMANCE OF MOBILE ROBOT TELEOPERATION VIA

WIRELESS AD-HOC NETWORKS

Florian Zeiger, Nikolaus Kraemer and Klaus Schilling
University of Wuerzburg, Department of Robotics and Telematics, Am Hubland, Wuerzburg, Germany

zeiger@informatik.uni-wuerzburg.de, kraemer@informatik.uni-wuerzburg.de, schi@informatik.uni-wuerzburg.de

Keywords: Networked robots, mobile robot teleoperation, mobile robot ad-hoc networks, wireless network, ad-hoc net-
work, wireless teleoperation, wireless remote control.

Abstract: Currently, the use of wireless networks is very common in the field of networked robotics and can be consid-
ered as a key issue for capable multi robot systems with a high grade of mobility. Nevertheless, this mobility
requests for special features of the communication infrastructure, which leads to the integration of mobile
robots into wireless ad-hoc networks. Since the late nineties, more than 80 ad-hoc routing protocols were
developed and nowadays some of them are implemented and ready to use in real world applications. A com-
parison of four ad-hoc routing protocols (AODV, DSR, OLSR, and BATMAN) showed some shortfalls of the
default parameter settings not allowing a reliable teleoperation of mobile robots while using AODV, OLSR,
or BATMAN. This work is focused on the parameter tuning of the routing protocols to use them in wireless
ad-hoc networks of mobile robots. The time required for route reestablishing, as well as the packet loss during
rerouting is investigated in hardware tests of a network with dynamic network topology consisting of mo-
bile robots. It could be demonstrated, that an appropriate parameter setting of OLSR and AODV allow the
teleoperation of mobile robots in outdoor environments via a wireless ad-hoc network.

1 INTRODUCTION

Currently, more and more research is done in the
field of teleoperation of mobile robot teams via wire-
less networks. As now a larger number of mobile
robots are developed which are capable to operate
in impassable or hazardous environments with little
or no communication infrastructure, the communica-
tion infrastructure is set up by the robots itself on de-
mand. Within these wireless ad-hoc networks, differ-
ent types of nodes might be present: human workers
or rescue personnel equipped with modern communi-
cation devices, mobile robots, or even some stationary
nodes. All of them are able to act as data source, data
sink, and communication relay and must support a dy-
namic network topology. In the field of networked
robotics, several approaches are using wireless ad-
hoc networks in many different areas of robot tele-
operation. Multi-robot exploration with robots using
wireless networks (Rooker and Birk, 2007) or a mo-
bile robot team connected via wireless network which
performed localization and control tasks (Das et al.,
2002). Also in the field of rescue robotics (Rooker
and Birk, 2005), or for integrating UAVs into IP based

ground networks (Zeiger et al., 2007), the use of wire-
less networks is quiet common nowadays.

An example for the network topology of these fu-
ture scenarios is given in Figure 1. The network con-
sists of several stationary nodes or ground stations
and several mobile nodes which can be ground ve-
hicles, aerial vehicles, or humans equipped with com-

Figure 1: Future scenario of a heterogeneous network of
mobile robots and human.
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munication devices. All these nodes are connected
by an ad-hoc wireless network which should guaran-
tee a transparent any-to-any communication. Never-
theless, wireless communication always implies un-
predictable communication delays, packet loss, or in
worst case the loss of the link which makes the provi-
sion of the required quality a challenging task (Hsieh
et al., 2006). To avoid the loss of communication,
research focused on a dynamic setup of the required
telecommunication infrastructure by placing relay
nodes on demand (Nguyen et al., 2004)(Pezeshkian
et al., 2007) or using mobile robots as relay nodes
(Nguyen et al., 2003)(Pezeshkian et al., 2006). These
approaches are using communication relays in wire-
less ad-hoc networks to setup communication net-
works with dynamic topologies. In these wireless net-
works no fixed infrastructure exists, and each mobile
node not only works as host but also as router for
data packets of other nodes. These dynamic topolo-
gies of wireless communication networks have ad-
vantages like providing direct and indirect any-to-
any communication of each network node, redundant
communication links in larger networks, no central
administration, and a distribution of the traffic load
in large networks. Of course, these advantages can
only be used with rather complex and special rout-
ing protocols providing each node the necessary in-
formation about the network topology. The nodes it-
self are working as routers and must store the routing
information of the complete network locally. In the
field of wireless telecommunication, more than 80 ad-
hoc routing protocols for wireless networks were de-
veloped (Johnson and Maltz, 1996)(Redi and Welsh,
1999)(Das et al., 2003)(Chakeres and Belding-Royer,
2004). Also some simulations for performance eval-
uations for larger scale telecommunication networks
were done in the past (Broch et al., 1998)(Das et al.,
2001)(Dyer and Boppana, 2001). (Johansson et al.,
1999) compared several ad-hoc routing protocols in a
simulation study and (Kiess and Mauve, 2007) gives
a survey of currently existing real-world implemen-
tations of ad-hoc routing protocols, including some
real-world scenario tests.

This work is based on the results of a former pub-
lication (Zeiger et al., 2008), which compares sev-
eral ad-hoc routing protocols with respect to mo-
bile robot teleoperation. The standard parameter set-
tings of the routing protocols AODV, OLSR, DSR,
and BATMAN were investigated. Unfortunately, only
DSR showed to be an appropriate solution for mo-
bile robot teleopreation and the performance other
three routing protocols had to be improved by pa-
rameter tuning. This work is focused on the pa-
rameter tuning of OLSR, AODV, and BATMAN.

The objective is an acceptable packet loss and time
for rerouting in a highly dynamic network topol-
ogy. Therefore, existing protocol implementations of
AODV and DSR (http://core.it.uu.se/core/index.php)
from Uppsala University and the University of
Basel, OLSR (http://www.olsr.org) and BATMAN
(https://www.open-mesh.net/batman) are used in real-
world test scenarios where mobile robots are teleop-
erated in an outdoor environment.

The presented work is structured as follows. in
Section 2, the used hardware and the real-world test
scenarios are described. Section 3 gives a brief sum-
mary of a comparison of AODV, DRS, OLSR, and
BATMAN with respect to mobile robot teleoperation
with standard parameter settings. The results of this
work – the parameter tuning of ad-hoc routing proto-
cols to enable mobile robot teleoperation via wireless
ad-hoc networks – are presented in Section 4. A con-
clusion is given in Section 5.

2 HARDWARE AND TEST SETUP

2.1 Hardware

For the performed tests, several mobile nodes were
used. One node is a PC for the operator. Up to 4
MERLIN robots (standard version) were used as sta-
tionary communication relay nodes, and one Outdoor
MERLIN was used (cf. Figure 2) (Eck et al., 2007).

Figure 2: The Teleoperated OutdoorMERLIN Robot.

All MERLIN robots have a C167 micro controller
for low-level operations and sensor data processing,
as well as a PC-104 for more complex and compu-
tationally more intensive tasks. The PC-104 uses a
Linux operating system and all nodes are equipped
with 802.11b standard WLAN equipment (Atheros
chip). More information on the MERLIN robots
is given at www7.informatik.uni-wuerzburg.de. For
steering the mobile robot, the operator’s PC is run-
ning an application which generates command pack-
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ets of a size between 6 and 22 bytes of payload. These
packets are sent via UDP over the wireless network to
the mobile robot. The onboard software of the mobile
robot generates a UDP packet stream of packets with
variable size containing the sensor data.

2.2 Test Setup

The scenario is set up in a way that the rerouting pro-
cedure will start with the mobile robot being at a cer-
tain location. Therefore, a large building is used as
obstacle (cf. Figure 3). Relay nodes are placed at the
corners of the building, such that they have always the
neighbor nodes at the next and previous corner of the
building within their communication range. As soon
as the mobile robot is moved out of the line-of-sight of
one node, the rerouting procedure is initialized. This
scenario represents a worst case in terms of link re-
dundancy, as only one route between operator PC and
mobile robot is available. Relevant measurement cat-
egories are the packet loss and the duration of a com-
munication drop-out during rerouting.

Figure 3: Test Setup.

3 AD-HOC ROUTING &
TELEOPERATION

3.1 Investigated Protocols

This work investigates the parameter settings for dif-
ferent ad-hoc routing protocols: Ad-hoc On-demand
Distance Vector (AODV), Dynamic Source Routing
(DSR), and Optimized Link State routing (OLSR).

AODV (Das et al., 2003) (Chakeres and Belding-
Royer, 2004) is a reactive routing protocol and de-
termines required routes on-demand. To discover a

route to an unknown destination, a Route Request
(RREQ) message is broadcasted. Each intermediate
node which is not the destination and without a route
to the destination receiving a RREQ broadcasts it fur-
ther. In case the RREQ is received more than once,
only the first reception will result in a broadcast. To
avoid uncontrolled dissemination of RREQs, each has
a certain time to live (TTL) after which it is discarded.
When the destination receives a RREQ message a
Route Reply (RREP) message is generated and sent
back to the source in unicast hop by hop fashion along
the route which was determined by the RREQ mes-
sage. After generating a RREP message, the RREQ
message is discarded at this node. As the RREP prop-
agates, each intermediate node creates a route to the
destination. After the source receives the RREP, it
records the route to the destination and begins sending
data. In case the source receives multiple RREPs, the
route with the shortest hop count is chosen. The status
of each route is maintained in the local routing table
and timers are used to determine link failures. In case
a certain node is part of an active route, Hello mes-
sages are used to obtain the route status. These Hello
messages are broadcasted periodically to all neigh-
bors. If a neighbor does not send a Hello message
within a specified time a link loss is detected and the
node is deleted from the routing table. In addition, a
Route Error message (RRER) is generated. More de-
tailed information on AODV is given in (Das et al.,
2003). In the test scenarios of this work, AODV-UU
version 0.9.5 from Uppsala University (Sweden) is
used (http://core.it.uu.se/core/index.php/AODV-UU).

DSR is also a reactive ad-hoc routing protocol
which works similar to AODV but without using
Hello messages for route maintenance. However,
it uses source routing (DARPA Internet Program,
1981). DSR does not use any periodic routing ad-
vertisement, link status sensing, or neighbor detection
packets, and does not rely on these functions from any
underlying protocols in the network. DSR is com-
posed of two main mechanisms that work together to
allow the discovery and maintenance of source routes
in the ad-hoc network. In case source node (S) wants
to send data to an unknown destination host (D), S
initiates the route discovery mechanism. S broadcasts
a route request message which identifies the source
and destination of the route discovery to all neigh-
bors. A route request also contains a record list-
ing the address of each intermediate node which for-
warded this particular copy of the route request. A
node which receives this route request without being
the destination looks up for a source route to the re-
quested destination in its own route cache. Without
any source route present in its route cache, the node
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appends its own address to the route record and broad-
casts the route request message. In case this request
message was received more than once, it is simply
discarded. As soon as the route request message ar-
rives at the desired destination D, a route reply mes-
sage to S is created which contains an accumulated
route record of the route request. After S receives
this route reply, it caches the corresponding route in
its route cache and S is ready to transmit data. Of
course, there exist mechanisms to omit flooding of
the network with route requests. A hop limit was in-
troduced and every time a route request is forwarded,
the hop limit is decremented by one. As soon as it
reaches zero, the request is discarded. Also mecha-
nisms for avoiding infinite recursion of route discov-
eries are implemented. A more detailed description
of this protocol is given in (Johnson and Maltz, 1996)
(Hu et al., 2004). The presented work uses DSR-
UU version 0.2 from Uppsala University (Sweden)
(http://core.it.uu.se/core/index.php/DSR-UU).

OLSR is a table-driven pro-active routing pro-
tocol for mobile ad-hoc networks. It uses hop-by-
hop routing (each node uses its local information
to route packets). OLSR minimizes the overhead
from flooding of control traffic by using only se-
lected nodes called Multipoint Relays (MPR) to
retransmit control messages. Each node in the net-
work selects a set of nodes in its neighborhood,
which may retransmit its messages. This set of se-
lected neighbor nodes is called the MPR set of that
node. The neighbors of node N which are not in
its MPR set, receive and process broadcast messages
but will never retransmit broadcast messages received
from node N. The MPR set is selected such, that
every node in the 2-hop neighborhood of N has a
link to the MPRs of N. OLSR continuously main-
tains routes to all destinations in the network by
distributing link and neighborhood information (pe-
riodically exchange Hello messages). These mes-
sages are also used for link sensing and for check-
ing the connectivity. More details on OLSR are
given in (Clausen, 2003). The scenario tests in the
present work are performed with OLSR version 0.5.3
(http://www.olsr.org/index.cgi?action=download).

BATMAN (Better approach to mobile ad-hoc net-
working) is a new approach to ad-hoc routing. Unlike
other algorithms that exist right now, BATMAN does
not calculate routes. It continuously detects and main-
tains the routes by receiving and broadcasting packets
from other nodes. Instead of discovering the complete
route to a destination node, BATMAN only identifies
the best single-hop neighbor and sends a message to
this neighbor. These messages contain the source ad-
dress, a sequence number, and a time-to-live (TTL)

value that is decremented by 1 every time before the
packet is broadcasted. A message with a TTL value of
zero is dropped. The sequence number of these mes-
sages is of particular importance for the BATMAN
algorithm. As a source numbers its messages, each
node knows whether a message is received the first
time or repeatedly. More details on BATMAN are
given in (B.A.T.M.A.N. (better approach to mobile
ad-hoc networking), 2007). In the test scenarios of
the presented work, BATMAN version 0.2 is used
(https://www.open-mesh.net/batman).

3.2 Rerouting Time and Packet Loss
with Standard Parameter Settings

In (Zeiger et al., 2008), four different ad-hoc rout-
ing protocols were investigated with respect to mobile
robot tele-operation. A mobile robot was commanded
in a test scenario which forced the routing proto-
cols to increase the number of participating nodes in
the communication link while the robot was moved
around an obstacle. The four compared ad-hoc rout-
ing protocols were all used with the standard parame-
ter settings and behaved quiet different. While it was

Table 1: Packet Loss & Times for Route Reestablishing
from (Zeiger et al., 2008).

Protocol
Packet loss
during test run

Time for re-routing
min. max.

AODV 29.2% 2.1s > 30s
OLSR 14.2% 10.1s > 30s
DSR 11.2% 2.4s 2.7s
BATMAN conn. lost – –

not possible to accomplish the scenario with BAT-
MAN, the other protocols at least allowed a teleoper-
ation of the mobile robot – often with only very lim-
ited performance. AODV was originally designed for
highly dynamic networks. Routes are established on
demand. In some cases this rerouting took only a very
short time (cf. Table 1), but sometimes, the communi-
cation drop-out duration was longer than 30 seconds.
This is by far too long for the telecommand of a mo-
bile robot. Compared to AODV, the minimum of the
required re-routing time, OLSR is slower. Rarely, also
communication drop outs were observed. With only
half of the packet loss, OLSR showed a slightly better
performance as AODV. Although OLSR worked more
reliable than BATMAN or AODV, the observed mini-
mum time for re-routing of 10.1 seconds is quiet high
with respect to teleoperation and will not be appro-
priate for any kind of control via this network. DSR
showed to be the most reliable and the fastest proto-
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col which was tested. A packet loss of about 11% and
a re-routing time between 2.4 and 2.7 seconds make
this protocol suitable for reliable telecommand of a
mobile robot. With respect to the test scenario, it was
expected that DSR performs best, as only one node
(the robot) is mobile and all other nodes are stationary.
Here, DSR discovers the topology quiet fast and only
the changes due to the robots movement result in rout-
ing messages. The used test scenario also represents
a worst case in the means of route redundancy due
to the availability of only one possible route between
controller and mobile robot. This could be the rea-
son for the relatively poor performance of AODV and
OLSR. Originally, these protocols were developed to
handle much larger networks with higher node mo-
bility and a higher grade of meshing as in the cur-
rent test scenario. Nevertheless, the presented test
scenario is quiet typical with respect to teleoperation.
In Table 1, also the average packet loss during route
reestablishing is given. Again DSR showed the best
performance (11.2% packet loss) compared to OLSR
(14.2% packet loss) and AODV (29.2% packet loss).
BATMAN was not able to establish a new route via
additional relay nodes.
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Figure 4: Example for OLSR round trip times for scenario
1 with default parameter setting.

Figure 4 displays an example of the round trip
times for test scenario 1 and shows a clear communi-
cation drop out between 40 and 50 seconds test time.
In Figure 5 the behavior of DSR in the same scenario
is showed. Here, the communication drop-outs were
significantly shorter. The compared ad-hoc routing
protocols followed different principles (e.g. proactive
vs. reactive) and were designed by different inspira-
tions and for different application areas. Thus, they
have also different parameters with different default
settings, too. Nevertheless, this investigation showed
that a better performance is required for mobile robot
teleoperation. Based on these experiments, protocol
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Figure 5: Example for DSR round trip times for scenario 1
with default parameter setting.

parameters are identified and tuned in order to in-
crease the quality of the communication. The results
are presented in the following sections.

4 PARAMETER TUNING

4.1 Variable Protocol Parameters

This section summarizes the default parameter set-
tings of the investigated ad-hoc routing protocols
OLSR (cf. Table 2), AODV, and BATMAN. In
(Zeiger et al., 2008), these settings were chosen as a
trade-off between generated routing overhead and fast
topology discovery. Unfortunately, these parameter
settings for OLSR, AODV, and BATMAN showed to
be not suitable to use these ad-hoc routing protocols
for mobile robot tele-operation.

Table 2: Variable parameters for OLSR.

Name: Default Value
Willingness dyn. calc.
LinkQualityLevel 2
LinkQualityWinSize 10
Pollrate 0.05 sec
TcRedundancy 0
HelloInterval 2 sec
HelloValidity 6.0 sec
TCInterval 5 sec
TCValidity 15.0 sec

For AODV, relevant parameters are ”force gratu-
itous”, ”local repair”, and ”no wait on reboot ” which
are disabled by default. The BATMAN protocol of-
fers less possibilities for parameter changes. In the
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following sections, ”originator interval” will be used
for optimization. By default, ”originator interval” is
set to 1000 milliseconds.

4.2 OLSR

To increase the performance of OLRS in order to use
it for mobile robot teleoperation, the four parameters
were changed as shown in Table 3. As the param-
eter settings are interdependent, some simple rules
must be followed as not all combinations of values are
useful. The hello- and tc-intevals have to be smaller
than half the corresponding validity times. Of course,
the traffic for routing will be increased due to more
hello and tc-messages but will not cause decrease the
throughput significantly.

Table 3: Tuned parameters for OLSR.

Name: Default Value: New Value:
HelloInterval 2 sec 0.5 sec
HelloValidity 6 sec 1.5 sec
TcInterval 5 sec 2.5 sec
TcValidityTime 15 sec. 5.0 sec

The rerouting time was reduced from more than
10.1 to an average value of 5.96 seconds (with a
minimum of 5.2 and a maximum of 7.4) for includ-
ing the first relay node into the communication link.
The packet loss during rerouting was reduced from
14.2% to 4%. Figure 6 shows an example of the be-
havoir of the round trip time during a rerouting pro-
cess with OLSR. As the rerouting is initiated at 32.4
seconds, a short communication drop out occurred
until the link is reestablished at 37.2 seconds simu-
lation time. Thus, the OLSR performance could be
increased but still, the observed performance of DSR
during the comparison in (Zeiger et al., 2008) could
not be reached.

4.3 BATMAN

As already mentioned, the number of variable param-
eters for BATMAN is very small. A suitable parame-
ter to be tuned is the ”originator interval”, which is the
time to wait sending one message and before the bat-
man daemon sends the next message (default value is
1000 milliseconds). In (Zeiger et al., 2008), all BAT-
MAN test runs ended up in a communication loss.
Now, the value for ”originator interval” is decreased
which should result in a faster response on topology
changes by the routing protocol. Figure 7 shows an
Example of a test run with ”originator interval” set to
125 ms. Of course, this setting increases the routing
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Figure 6: Example for OLSR round trip times for scenario 1
with HelloInterval=0.5, HelloValidity=1.5, TCInterval=2.5
and TCValidity=5.0.

overhead but as a result, BATMAN now can handle
the rerouting without losing the communication. Dur-
ing the tests, the average rerouting duration is 7.78
seconds with a packet loss of 8%. This parameter set-
ting significantly improved the performance of BAT-
MAN but still, the duration of the rerouting procedure
takes too long to be used for mobile robot teleopera-
tion.
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Figure 7: Example for BATMAN with ”originator interval”
set to 125 ms.

4.4 AODV

For AODV, it is possible to tune several parameters.
The performed tests showed, that only an combined
change of several parameters might have the oppor-
tunity to show a positive effect with respect to tele-
operation. Unfortunately, it was not possible to find
a suitable parameter setting – all combinations made
the protocol behaving very unstable. For example, en-
abling ”force gratuitous”, ”local repair”, ”no wait on
reboot”, and setting ”treat node as neighbor” to 2 (cf.
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Figure 8) lead to many communication losses.
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Figure 8: Example for AODV with ”force gratuitous”, ”lo-
cal repair”, and ”no wait on reboot” enabled and ”treat node
as neighbor” = 2.

5 CONCLUSIONS

This work uses results of a comparison of four ad-hoc
routing protocols as a basis where the default param-
eter setting showed to be not appropriate for mobile
robot teleoperation. Here, results of a study for pa-
rameter tuning of real implementations of the ad-hoc
routing protocols OLSR, AODV, and BATMAN are
presented. Real hardware tests of a mobile robots
teleoperation scenarios were performed and the be-
havior of the communication link was analyzed with
respect to mobile robot teleoperation. It is shown,
that a tuning of a combination of relevant parame-
ters for OLSR can improve its performance. Also the
reduction of originator interval” of BATMAN results
in a more reliable network than experienced with the
default parameter settings. For AODV, sometimes a
better reaction in terms of required time for rerout-
ing could be observed. The evaluated protocol im-
plementations are suitable for some teleoperation ap-
proaches – e.g. systems with local autonomy func-
tions to ensure a defined behavior of the mobile robot
during the rerouting times. Nevertheless, the behav-
ior of all tested ad-hoc routing implementations was
less than expected. The previously mentioned simula-
tion results showed much shorter rerouting times (in a
magnitude of some milliseconds). These short rerout-
ing times were never observed in the presented real
hardware tests. Future work will now be focused on a
detailed analysis of the differences between the simu-
lation studies and the effects described in this work to
further improvement the usability of AODV, OLSR,
DSR, and BATMAN for mobile robot teleopertation
or remote control approaches via wireless multi-hop

networks. In addition, the required interaction be-
tween applications (e.g. teleoperation interfaces or
control algorithms) and the network status via the
lower protocol layers must be analyzed.
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Abstract: This paper proposes a field application of a high-level Reinforcement Learning (RL) control system for solving
the action selection problem of an autonomous robot in cabletracking task. The learning system is charac-
terized by using a Direct Policy Search method for learning the internal state/action mapping. Policy only
algorithms may suffer from long convergence times when dealing with real robotics. In order to speed up the
process, the learning phase has been carried out in a simulated environment and, in a second step, the policy
has been transferred and tested successfully on a real robot. Future steps plan to continue the learning process
on-line while on the real robot while performing the mentioned task. We demonstrate its feasibility with real
experiments on the underwater robotICTINEUAUV.

1 INTRODUCTION

Reinforcement Learning (RL) is a widely used
methodology in robot learning (Sutton and Barto,
1998). In RL, an agent tries to maximize a scalar
evaluation obtained as a result of its interaction with
the environment. The goal of a RL system is to find
an optimal policy to map the state of the environ-
ment to an action which in turn will maximize the ac-
cumulated future rewards. The agent interacts with
a new, undiscovered environment selecting actions
computed as the best for each state, receiving a nu-
merical reward for every decision. The rewards are
used to teach the agent and in the end the robot learns
which action it must take at each state, achieving an
optimal or sub-optimal policy (state-action mapping).

The dominant approach over the last decade has
been to apply reinforcement learning using the value
function approach. Although value function method-
ologies have worked well in many applications, they
have several limitations. The considerable amount of
computational requirements that increase time con-
sumption and the lack of generalization among con-
tinuous variables represent the two main disadvan-
tages of ”value” RL algorithms. Over the past few
years, studies have shown that approximating a pol-

icy can be easier than working with value functions,
and better results can be obtained (Sutton et al., 2000)
(Anderson, 2000). Informally, it is intuitively sim-
pler to determinehow to actinstead ofvalue of act-
ing (Aberdeen, 2003). So, rather than approximat-
ing a value function, new methodologies approximate
a policy using an independent function approxima-
tor with its own parameters, trying to maximize the
future expected reward. Only a few but promising
practical applications of policy gradient algorithms
have appeared, this paper emphasizes the work pre-
sented in (Bagnell and Schneider, 2001), where an
autonomous helicopter learns to fly using an off-line
model-based policy search method. Also important is
the work presented in (Rosenstein and Barto, 2001)
where a simple “biologically motivated” policy gra-
dient method is used to teach a robot in a weightlift-
ing task. More recent is the work done in (Kohl and
Stone, 2004) where a simplified policy gradient algo-
rithm is implemented to optimize the gait of Sony’s
AIBO quadrupedal robot.

All these recent applications share a common
drawback, gradient estimators used in these algo-
rithms may have a large variance (Marbach and Tsit-
siklis, 2000)(Konda and Tsitsiklis, 2003) what means
that policy gradient methods learn much more slower

61



than RL algorithms using a value function (Sutton
et al., 2000) and they can converge to local optima of
the expected reward (Meuleau et al., 2001), making
them less suitable for on-line learning in real appli-
cations. In order to decrease convergence times and
avoid local optimas, newest applications combine pol-
icy gradient algorithms with other methodologies, it
is worth to mention the work done in (Tedrake et al.,
2004) and (Matsubara et al., 2005), where a biped
robot is trained to walk by means of a “hybrid” RL al-
gorithm that combines policy search with value func-
tion methods.

One form of robot learning, commonly called
teachingor learning by exampletechniques, offers a
good proposal for speeding up gradient methods. In
those ones, the agent learns to perform a task by an-
alyzing or “watching” the task being performed by a
human or control code. The advantages of teaching
are various. Teaching can direct the learner to ex-
plore the promising part of search space which con-
tains the goal states. This is a very important aspect
when dealing with large state-spaces whose explo-
ration may be infeasible. Also, local maxima dead
ends can be avoided with example learning techniques
(Lin, 1992). Differing fromsupervised learning, bad
examples or “bad lessons” will also help the agent to
learn a good policy, so the teacher can also select bad
actions during the teaching period. The idea of pro-
viding high-level information and then use machine
learning to improve the policy has been successfully
used in (Smart, 2002) where a mobile robot learns
to perform a corridor following task with the supply
of example trajectories. In (Atkenson et al., 1997)
the agent learns a reward function from demonstra-
tion and a task model by attempting to perform the
task. Finally, cite the work done in (Hammer et al.,
2006) concerning an outdoor mobile robot that learns
to avoid collisions by observing a human driver oper-
ate the vehicle.

This paper proposes a reinforcement learning ap-
plication where the underwater vehicleICT INEUAUV

carries out a visual based cable tracking task using a
direct gradient algorithm to represent the policy. An
initial example policy is first computed by means of
computer simulation where a model of the vehicle
simulates the cable following task. Once the simu-
lated results are accurate enough, in a second phase,
the policy is transferred to the vehicle and executed in
a real test. A third step will be mentioned as a future
work, where the learning procedure continues on-line
while the robot performs the task, with the objective
of improving the initial example policy as a result of
the interaction with the real environment. This pa-
per is structured as follows. In Section 2 the learning

Supply policy

Environment

rtst
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Learning
Algorithm

Supply policy

Environment

rtst
�

t
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�� ��
Figure 1: Learning phases.

procedure and the policy gradient algorithm are de-
tailed. Section 3 describes all the elements that affect
our problem: the underwater robot, the vision system,
the simulated model and the controller. Details and
results of the simulation process and the real test are
given in Section 4 and finally, conclusions and the fu-
ture work to be done are included in Section 5.

2 LEARNING PROCEDURE

The introduction of prior knowledge in a gradient de-
scent methodology can dramatically decrease the con-
vergence time of the algorithm. This advantage is
even more important when dealing with real systems,
where timing is a key factor. Such learning systems
divide its procedure into two phases or steps as shown
in Fig. 1. In the first phase of learning (see Fig. 1(a))
the robot is being controlled by a supply policy while
performing the task; during this phase, the agent ex-
tracts all useful information. In a second step, once
it is considered that the agent has enough knowledge
to build a “secure” policy, it takes control of the robot
and the learning process continues, see Fig. 1(b).

In human teaching, the pilot applies its policy to
solve the problem while the agent is passively watch-
ing the states, actions and rewards that the human
is generating. During this phase, the human will
drive the learning algorithm through “hot spots” of the
state-space, in other words, the human will expose the
agent to those areas of the state-space where the re-
wards are high, not with the aim of learning a human
control itself but to generate a positive dataset to feed
the learning algorithm. All this information is used by
the RL system to compute an initial policy. Once it is
considered that the agent’s policy is good enough, the
learning procedure will switch to the second phase,
continuing to improve the policy as it would be in a
standard RL implementation. But the supply policy
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mentioned before can be represented by a human, by
another robot or even a coded control policy. The pro-
posal presented here takes advantage of learning by
simulation as an initial startup for the learner. The
objective is to transfer an initial policy, learned in a
simulated environment, to a real robot and test the be-
havior of the learned policy in real conditions. First,
the learning task will be performed in simulation with
the aim of a model of the robot. Once the learning
process is considered to be finished, the policy will be
transferred toICT INEUAUV in order to test it in the
real world. The Baxter and Bartlett approach (Baxter
and Bartlett, 1999) is the gradient descent method se-
lected to carry out the simulated learning correspond-
ing to phase one. Next subsection gives details about
the algorithm.

2.1 The Gradient Descent Algorithm

The Baxter and Bartlett’s algorithm is a policy search
methodology with the aim of obtaining a parameter-
ized policy that converges to an optimal by computing
approximations of the gradient of the averaged reward
from a single path of a controlled POMDP. The con-
vergence of the method is proven with probability 1,
and one of the most attractive features is that it can be
implemented on-line. In a previous work (El-Fakdi
et al., 2006), the same algorithm was used in a sim-
ulation task achieving good results. The algorithm’s
procedure is summarized in Algorithm 1. The algo-
rithm works as follows: having initialized the param-
eters vectorθ0, the initial statei0 and the eligibility
tracez0 = 0, the learning procedure will be iteratedT
times. At every iteration, the parameters’ eligibilityzt
will be updated according to the policy gradient ap-
proximation. The discount factorβ ∈ [0,1) increases
or decreases the agent’s memory of past actions. The
immediate reward receivedr(it+1), and the learning
rateα allows us to finally compute the new vector of
parametersθt+1. The current policy is directly mod-
ified by the new parameters becoming a new policy
to be followed by the next iteration, getting closer to
a final policy that represents a correct solution of the
problem.

The algorithm is designed to work on-line. The
function approximator adopted to define our policy
is an artificial neural network (ANN) whose weights
represent the policy parameters to be updated at ev-
ery iteration step (see Fig. 2). As input, the network
receives an observation of the state and, as output,
a soft-max distribution evaluates each possible fu-
ture state exponentiating the real-valued ANN outputs
{o1, ...,on}, beingn the number of neurons of the out-
put layer (Aberdeen, 2003). After applying the soft-

max function, the outputs of the neural network give
a weightingξ j ∈ (0,1) to each of the possible control
actions. The probability of theith control action is
then given by:

Pri =
exp(oi)

∑n
a=1exp(oa)

(1)

wheren is the number of neurons at the output layer.
Actions have been labeled with the associated control
action and chosen at random from this probability dis-
tribution, driving the learner to a new state with its
associated reward.

Once the action has been selected, the error at
the output layer is used to compute the local gradi-
ents of the rest of the network. The whole expres-
sion is implemented similarly to error back propaga-
tion (Haykin, 1999). The old network parameters are
updated following expression 3.(e) of Algorithm 1:

Algorithm 1: Baxter and Bartlett’s OLPOMDP
algorithm.

1. Initialize:
T > 0
Initial parameter valuesθ0 ∈ RK

Initial statei0
2. Setz0 = 0 (z0 ∈ RK)
3. f or t = 0 toT do:

(a) Observe stateyt
(b) Generate control actionut according to current
policy µ(θ,yt)
(c) Observe the reward obtainedr(it+1)

(d) Setzt+1 = βzt +
∇µut (θ,yt)
µut (θ,yt)

(e) Setθt+1 = θt +αt r(it+1)zt+1
4. end f or

θt+1 = θt + αr(it+1)zt+1 (2)

The vector of parametersθt represents the network
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Figure 2: Schema of the ANN architecture adopted.
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weights to be updated,r(it+1) is the reward given to
the learner at every time step,zt+1describes the es-
timated gradients mentioned before and, at last, we
haveα as the learning rate of the algorithm.

3 CASE TO STUDY: CABLE
TRACKING

This section is going to describe the different ele-
ments that take place into our problem: first, a brief
description of the underwater robotICT INEUAUV

and its model used in simulation is given. The sec-
tion will also present the problem of underwater ca-
ble tracking and, finally, a description of the neural-
network controller designed for both, the simulation
and the real phases is detailed.

3.1 ICTINEUAUV

The underwater vehicleICT INEUAUV was originally
designed to compete in the SAUC-E competition that
took place in London during the summer of 2006
(Ribas et al., 2007). Since then, the robot has been
used as a research platform for different underwa-
ter inspection projects which include dams, harbors,
shallow waters and cable/pipeline inspection.

The main design principle ofICTINEUAUV was
to adopt a cheap structure simple to maintain and up-
grade. For these reasons, the robot has been designed
as an open frame vehicle. With a weight of 52 Kg,
the robot has a complete sensor suite including an
imaging sonar, a DVL, a compass, a pressure gauge,
a temperature sensor, a DGPS unit and two cameras:
a color one facing forward direction and a B/W cam-
era with downward orientation. Hardware and batter-
ies are enclosed into two cylindrical hulls designed to
withstand pressures of 11 atmospheres. The weight
is mainly located at the bottom of the vehicle, ensur-
ing the stability in bothpitchandroll degrees of free-
dom. Its five thrusters will allowICT INEUAUV to be
operated in the remaining degrees of freedom (surge,
sway, heaveandyaw) achieving maximum speeds of
3 knots (see Fig. 3).

The mathematical model ofICT INEUAUV used
during the simulated learning phase has been obtained
by means of parameter identification methods (Ridao
et al., 2004). The whole model has been uncoupled
and reduced to emulate a robot with only two degrees
of freedom (DOF), X movement and rotation respect
Z axis.

Figure 3: The autonomous underwater vehicle
ICTINEUAUV.

3.2 The Cable Tracking Vision System

The downward-looking B/W camera installed on
ICT INEUAUV will be used for the vision algorithm
to track the cable. It provides a large underwater field
of view (about 57◦ in width by 43◦ in height). This
kind of sensor will not provide us with absolute lo-
calization information but will give us relative data
about position and orientation of the cable respect to
our vehicle: if we are too close/far or if we should
move to the left/right in order to center the object in
our image. The vision-based algorithm used to locate
the cable was first proposed in (Ortiz et al., 2002) and
later improved in (Antich and Ortiz, 2003). It exploits
the fact that artificial objects present in natural envi-
ronments usually have distinguishing features; in the
case of the cable, given its rigidity and shape, strong
alignments can be expected near its sides. The algo-
rithm will evaluate the polar coordinatesρ andΘ of
the straight line corresponding to the detected cable in
the image plane (see Fig. 4).

Once the cable has been located and the polar co-
ordinates of the corresponding line obtained, as the
cable is not a thin line but a large rectangle, we will
also compute the cartesian coordinates (xg,yg) (see
Fig. 4) of the object’s centroid with respect to the im-
age plane by means of (3).

ρ = xcos(Θ)+ysin(Θ) (3)

wherex andy correspond to the position of any point
of the line in the image plane. The computed parame-
tersΘ, xg andyg together with its derivatives will con-
form the observed state input of the neural-network
controller. For the simulated phase, a downward-
looking camera model has been used to emulate the
vision system of the vehicle.
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3.3 The Neural-network Controller

A one-hidden-layer neural-network with 6 input
nodes, 3 hidden nodes and 5 output nodes was used
to generate a stochastic policy. As can be seen in
Fig. 5 the inputs to the network correspond to the
normalized state vector computed in the previous

section s = {θ,xg,yg,
δθ
δt ,

δxg
δt ,

δyg
δt }. Each hidden

and output layer has the usual additional bias term.
The activation function used for the neurons of
the hidden layer is the hyperbolic tangent type,
while the output layer nodes are linear. The five
output neurons represent the possible five con-
trol actions (see Fig. 6). The discrete action set
A = {a1,a2,a3,a4,a5} has been considered where
A1 = (Surge,Yaw),A2 = (Surge,−Yaw),A3 =
(−Surge,Yaw),A4 = (−Surge,−Yaw),A5 =
(Surge,0). Each action corresponds to a combi-
nation of a constant scalar value ofSurgeforce (X
movement) andYawforce (rotation respectZ axis).

As explained in Section 2.1, the outputs have been
exponentiated and normalized to produce a probabil-
ity distribution. Control actions are selected at ran-
dom from this distribution.

4 RESULTS

4.1 1rst Phase: Simulated Learning

The model of the underwater robotICT INEUAUV

navigates a two dimensional world at 1 meter height
above the seafloor. The simulated cable is placed at
the bottom in a fixed circular position. The controller

X

Y

xg

field of view

camera 
coordinate
frame

yg

Θ

ρ

Figure 4: Coordinates of the target cable with respect
ICT INEUAUV.
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Figure 5: The ANN used by the controller.

has been trained in an episodic task. An episode ends
either every 15 seconds (150 iterations) or when the
robot misses the cable in the image plane, whatever
comes first. When the episode ends, the robot position
is reset to a random position and orientation around
the cable’s location, assuring any location of the ca-
ble within the image plane at the beginning of each
episode. According to the values of the state param-
eters{θ,xg,yg}, a scalar immediate reward is given
each iteration step. Three values were used: -10, -1
and 0. In order to maintain the cable centered in the
image plane, the positive rewardr = 0 is given when
the position of the centroid(xg,yg) is around the cen-
ter of the image(xg± 0.15,yg± 0.15) and the angle
θ is close to 90◦ (90◦ ± 15◦), a r = −1 is given in
any other location within the image plane. The re-
ward value of -10 is given when the vehicles misses
the target and the episode ends.

The number of episodes to be done has been set to
2.000. For every episode, the total amount of reward
perceived is calculated. Figure 7 represents the per-
formance of the neural-network robot controller as a
function of the number of episodes when trained us-
ing Baxter and Bartlett’s algorithm on the controller
detailed in Section 3.3. The experiment has been re-
peated in 100 independent runs, and the results here
presented are a mean over these runs. The learning

Figure 6:ICT INEUAUV discrete action set.
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Figure 7: Performance of the neural-network robot con-
troller as a function of the number of episodes. Performance
estimates were generated by simulating 2.000 episodes.
Process repeated in 100 independent runs. The results are a
mean of these runs. Fixedα = 0.001, andβ = 0.98.

rate was set toα = 0.001 and the discount factorβ =
0.98. In Figure 8 we can observe a state/action map-
ping of a trained controller,yg and the state deriva-

tives δθ
δt ,

δxg
δt ,

δyg
δt have been fixed in order to represent

a comprehensive graph. Figure 9 represents the tra-
jectory of a trained robot controller.
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4.2 2nd Phase: Learned Policy Transfer.
Real Test

Once the learning process is considered to be finished,
the weights of the trained ANN representing the pol-
icy are transferred toICT INEUAUV and its perfor-
mance tested in a real environment. The robot’s con-

troller is the same one used in simulation. The experi-
mental setup can be seen in Fig. 10 where the detected
cable is shown while the vehicle performs a test inside
the pool. Fig. 11 represents real trajectories of theθ
angle of the image plane while the vehicle performs
different trials to center the cable in the image.

5 CONCLUSIONS AND FUTURE
WORK

This paper proposes a field application of a high-
level Reinforcement Learning (RL) control system
for solving the action selection problem of an au-
tonomous robot in cable tracking task. The learn-
ing system is characterized by using a direct policy
search algorithm for robot control based on Baxter
and Bartlett’s direct-gradient algorithm. The policy
is represented by a neural network whose weights are
the policy parameters. In order to speed up the pro-
cess, the learning phase has been carried out in a sim-
ulated environment and then transferred and tested
successfully on the real robotICTINEUAUV.

Results of this work show a good performance of
the learned policy. Convergence times of the simu-
lation process were not too long if we take into ac-
count the reduced dimensions of the ANN used in the
simulation. Although it is not a hard task to learn in
simulation, continue the learning autonomously in a
real situation represents a challenge due to the nature
of underwater environments. Future steps are focused
on improving the initial policy by means of on-line
learning processes and comparing the results obtained
with human pilots tracking trajectories.

Figure 9: Behavior of a trained robot controller, results of
the simulated cable tracking task after learning period is
completed.
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Figure 10: ICTINEUAUV in the test pool. Small bottom-
right image: Detected cable.
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Figure 11: Real measured trajectories of theθ angle of the
image plane while attempting to center the cable.
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Abstract: A video stream is still one of the most important data sources for the user while remote-operating a mobile
robot. Human operators have comprehensive capabilities to interpret the displayed image information, but
therefore, some constraints must be fulfilled. Constant frame rates and delays below a certain threshold are a
minimum requirement to use video for teleoperation. Modern multi-hop networks often use WLAN to set up
ad-hoc networks of mobile nodes with each node acting as traffic source, sink, or router. Considering these
networks, routes between sources and destinations might be established via several relay nodes. Thus, the
utilization of intermediate nodes which are part of a route influences the overall route performance, whereas
sender and receiver have no direct feedback of the overall route status. In case video is transmitted via wireless
ad-hoc networks in a teleoperation scenario, the displayed video-stream for the operator might have variable
frame rates, very high packet loss, and packet inter-arrival times which are not appropriate for mobile robot
teleoperation. This work presents an approach using a feedback generated by the network to adapt the image
quality to present communication constraints. Thus, according to the current network status, the best possible
video image is provided to the operator while keeping constant frame rates and low packet loss.

1 INTRODUCTION

In the meantime, mobile robots are planned to be
used or even already used in many civil applica-
tions like surveillance or search and rescue to sup-
port and relieve the humans in place. Often, wire-
less communication is chosen to distribute and share
information between the humans and robots in the
team. This includes the transmissions of sensor
data from the robots, observations from the humans,
commands, and plans to the different team entities
from the human coordinators. In many cases IEEE
802.11 wireless LAN is used as underlying tech-
nology for the wireless network interconnecting the
team. Nowadays modern telecommunication equip-
ment with small power consumption and interfaces
for easy integration is available. This even allows an
affordable system of wireless ad-hoc networks of mo-
bile robots and human team members. These wire-
less ad-hoc networks offer a lot of advantages in con-
trast to static wireless network configurations, but
also raise a lot of new challenges in the system de-
sign. In (Hu and Johnson, 2002) a live audio and

video data transmission via a multi-hop wireless net-
work is demonstrated. In addition, several systems
of rovers with autonomous functionalities (Parker,
1994), groups of unmanned aerial vehicles (Ollero
et al., 2004), as well as heterogeneous multi robot
systems were proposed. Rooker and Birk presented
multi-robot exploration with robots using wireless
networks (Rooker and Birk, 2007). For ground based
systems Chung (Chung et al., 2002) presented a test
bed for a network of mobile robots. In the field of
rescue robotics (Rooker and Birk, 2005) or for inte-
grating UAVs into IP based ground networks (Zeiger
et al., 2007) the use of wireless networks is quite
common nowadays. With respect to unmanned aerial
vehicles (UAVs), (Ollero et al., 2003) presented a
system using an access point running in WLAN in-
frastructure mode onboard the UAV. (Vidal et al.,
2002) presented a system for communication between
a ground station and a UAV using WLAN in com-
bination with a high-gain antenna and radio modem.
The University of Pennsylvania presented a mobile
robot team connected via wireless network which
performed localization and control tasks (Das et al.,
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2002). Currently, wireless ad-hoc networks for mo-
bile robots are a challenging and interesting scientific
topic and scenarios connecting several mobile robots,
humans in place (e.g. search and rescue applications),
and stationary network nodes (e.g. communication re-
lay nodes) are evaluated and analyzed (cf. Figure 1).

Figure 1: Future scenario of a heterogeneous network of
mobile robots and human personnel.

Special ad-hoc routing protocols like AODV (Das
et al., 2003)(Chakeres and Belding-Royer, 2004),
DSR (Johnson and Maltz, 1996), or OLSR (Clausen,
2003) allow communication also in a highly dynamic
network topology which increases the capabilities and
the ease of use of mobile robots. These networks
allow any-to-any communication between all nodes
inside the network on a logical layer. Nevertheless,
the radio link always implies the potential danger of
a complete communication drop-out and the unpre-
dictable loss of packets with a variable packet loss
probability. Also the delay of packets delivered via
the same route by hop-by-hop fashion can be variable.
The same also applies for the bandwidth – e.g. IEEE
802.11 WLAN usually reduces its bandwidth as the
link quality decreases.

The dynamic characteristics of WLAN and es-
pecially if it is used together with ad-hoc routing
protocols has special drawbacks if direct teleopera-
tion should be implemented over these communica-
tion links. Although there was a lot of progress in the
area of autonomy for mobile robots, still many appli-
cations need the direct teleoperation of mobile robots,
which requires in many cases reliable and high band-
width links for video streams from the robots. For
low-bandwidth conditions and very defined environ-
ments, e.g. in tele-education, also virtual representa-
tions can be used to provide the necessary information
for direct teleoperation (Sauer et al., 2005). For the
more dynamic scenarios, (e.g. in search and rescue)
where the application of wireless ad-hoc networks is

very desirable, direct teleoperation with high band-
widths is mostly required. These needs for high band-
width result from the fact, that the video feedback still
delivers the most and richest information from the re-
mote environment to the operator. This detailed infor-
mation from the remote site is needed to increase and
maintain the situation awareness and common ground
between robot and human operator as basis for any
future decisions and commands done by the human
operator. (Murphy and Burke, 2005) showed that this
situation awareness is even more important than any
autonomy or assistance function implemented in the
robot. Dependent on the human teleoperation task
different characteristics of the video stream are im-
portant. If a navigation task is considered, the most
important parameters are a high frame rate, low num-
ber of frame losses, and a constant inter-arrival time
between to frames. Compared to these parameters the
quality and resolution of the video stream is less im-
portant for navigation. On the other hand if the human
has a search task (e.g. identify objects in a delivered
video stream), the quality and resolution has a higher
importance than the frame rate. Here, the proposed
mechanism for the video-stream adaptation according
to the load status of the route is designed for navigat-
ing a mobile robot with direct teleoperation.

The presented mechanism allows a variable image
quality of the video stream for the operator. The qual-
ity is adjusted automatically to the current state of the
wireless multi-hop network and respectively the avail-
able bandwidth of the used route by using a feedback
of the network status. As above mentioned, the state
of each single node of a route has a strong influence
on the quality of the used link in terms of bandwidth,
delay, and packet loss. To increase the performance
of mobile robot teleoperation, the available frame rate
at the operator PC should be almost constant. In or-
der to adjust the image quality according to the link,
an active feedback mechanism is implemented at the
application layer of each node. Thus, a feedback of
the network is available for the video stream source
which can be used to adapt the image quality. The
proposed mechanism requires only little resources, is
portable and easy to implement, and provides the op-
erator the highest possible video quality for mobile
robot teleoperation which can be guaranteed for the
current network state. As it supports no traffic classes
as it is known from wired IP networks, it should not be
considered as a quality of service (QoS) mechanism.
Anyway, available quality of service (QoS) mecha-
nisms – e.g. integrated services (IntServ) or differen-
tiated services (DiffServ) – are currently not applica-
ble in ad-hoc networks of mobile robots due to very
specific hardware requirements and the special solu-
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tions which are currently available for network ser-
vice providers.

The remainder of this work is structured as fol-
lows. In Section 2, the investigated scenario is de-
scribed and a short definition of the problem is given.
Section 4 presents the implementation of the network
feedback mechanism and the adaptation of the video
stream in detail. The next Section gives an overview
of the mobile robot, the communication, and video
hardware which is used in the test scenarios. Section
5 defines the test scenarios of real hardware tests and
gives the results. Finally, a conclusion is given in Sec-
tion 6.

2 PROBLEM DEFINITION AND
SCENARIO

2.1 Problem Definition

In the above mentioned scenarios, the available
throughput of a route via a wireless multi-hop net-
work is a highly dynamic parameter which depends
on many environmental influences and affects the
quality of the application significantly. The through-
put of a wireless node can be decreased due to dif-
ferent reasons. In case intermediate nodes of a route
are also part of a route which has to transport other
bandwidth intensive flows, the available bandwidth
must be shared between all present routes via this
node, which will reduce the available bandwidth for
the video link. Furthermore, also a decreasing link
quality will reduce the bandwidth and increase the
packet loss probability. If the network is not react-
ing to traffic overload at a specific node, this will lead
to unpredictable packet loss at this point and delays at
the different receivers. For the teleoperation scenario
the effect will be that the video stream will get ran-
domly stuck, because packets get lost. Most probably
the operator will get confused and will stop the robot.

2.2 Test Scenario Additional Traffic

To set up the scenario where a node is used for more
than one bandwidth intensive traffic flow, four nodes
are used (cf. Figure 2). All nodes are located such
that they are in direct communication range. During
the tests, defined additional UDP traffic will be gener-
ated between node 3 and node 4 while the investigated
video stream is transmitted via UDP from the mobile
robot to the user’s PC via node 3. The generated UDP
traffic is used to reach certain load levels at interme-
diate node 3. As in this scenario, node 3 and node 4

are in communication range to all other nodes which
will also cause interferences at the physical layer.

Figure 2: The test setup for additional traffic.

To provide best repeatability of the tests, all nodes
are stationary. Only the additional traffic between
node 3 and node 4 will be varied according to a de-
fined profile. Measured categories are the packet loss
and the packet inter-arrival times. These categories
are measured while the amount of additionally gen-
erated traffic is increased. As reference test, video
transmissions of constant target quality are used and
compared to the packet loss of the transmission with
adaptive quality.

3 HARDWARE

The proposed mechanism was tested in a real outdoor
environment with a wireless ad-hoc network of four
nodes. One is the PC of the operator, one is an Out-
door MERLIN (cf. Figure 3) (Eck et al., 2007), and
two intermediate nodes are MERLIN robots (indoor
version). More details on the scenario are shown in
Figure 2 and a detailed description of the test setup
is given in Section 2. Figure 4 shows the detailed
system setup. All MERLIN robots have a C167 mi-
crocontroller for low-level operations and sensor data
processing, as well as a PC-104 for more complex
and computationally more intensive tasks. The PC-
104 uses a Linux operating system and all nodes are
equipped with 802.11b standard WLAN equipment
(Atheros chip).

To grab the video from an analog camera (ap-
prox. 65 degree field of view) an Axis video server
is used. It can grab the video from up to four cam-
eras with a resolution of 768x576 pixels. Dependent
on the configuration and connected clients, a frame
rate of up to 25 images per second can be provided
either as MJPEG or MPEG4 over a TCP/IP connec-
tion. For the described tests the PC-104 is connected
over a cross-link cable to the Ethernet interface of the
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Figure 3: The Teleoperated OutdoorMERLIN Robot.

video server. As nothing else is connected to this Eth-
ernet interface of the PC-104 it can be exclusively
used for the video traffic. For the presented tests four
MJPEG video streams with full resolution are estab-
lished with four different compression rates. MJPEG
as video compression was selected, as MPEG4 com-
pression takes a significant longer time on the Axis
server what causes a significant delay in the video
stream. Secondly a loss of a packet during transmis-
sion of MPEG4 streams to the robot might lead to
longer set of distorted images because compared to
MJPEG not all frames of the stream contain the full
image information needed. In case of the investigated
scenario, the MJPEG frames are transmitted via UDP
protocol.

4 NETWORK FEEDBACK AND
ADAPTIVE VIDEO QUALITY

The proposed mechanism mainly consists of two
parts: the network feedback, and the adaptive adjust-
ment of the video quality. The mechanism is used for
a simple admission control of the video source and in-
tends to provide the best possible video image quality
considering the current state of the link. The objective
is an efficient use of the available bandwidth without
overloading the route with video traffic to the opera-
tor. Thus, it is not used to increase the link quality
directly but uses the available resources most efficient
and reliable for the operators’ video stream.

4.1 Network Feedback

The network feedback is responsible to transmit the
status of a node to the video source. Therefore, nodes
of the network host a small client program at the ap-
plication layer. This client application is listening in
promiscuous mode at layer 3 of the ISO/OSI model
(IP-layer) and measures the utilization of the wireless
link. All kinds of traffic are monitored: incoming and

outgoing packets, packets for forwarding, and packets
with other nodes in range as destination – basically all
traffic causing the radio link of this node to be busy.
The network feedback client sends very small UDP
packets with an adjustable frequency (in the test setup
10 Hz) and 8 bytes as payload to the video-source if it
is a used hop in the video stream route between video-
source and receiving node. This payload is used to
indicate the status of the corresponding node, either
“normal operation” or “overload situation”. In the be-
ginning, each node is in the “normal operation” mode.
As soon as a certain utilization of the supported band-
width is exceeded, the status of this node switches
to “overload situation”. Important parameters for the
network feedback clients are the feedback frequency
f and the threshold for status determination d. In case
f is too high, too much feedback traffic is generated
which degrades the performance of the network. Even
these packets are very small, too many small packets
with a high sending frequency will have a very bad
effect on 802.11b WLAN and will significantly de-
crease the throughput. Thus, the generated feedback
traffic should be limited depending on the interpreta-
tion rate of the video adjustment mechanism and the
selected load window for the wireless nodes. Often
it is also not necessary to run a feedback client on
each network node. For setting parameter d, it should
be considered, that d specifies the percentage of the
nominal bandwidth (e.g. for 802.11b this would be 11
Mbit/sec) which can be used without switching to the
“overload situation” state. The feedback clients mea-
sures packets on layer 3, where the maximum avail-
able bandwidth corresponds to the “goodput” of the
wireless link which is about 75% of the nominal link
bandwidth (e.g. for 802.11b this would be 75% of 11
Mbit/sec).

As the proposed mechanism is used within a net-
work where a link failure can occur at any time, the
measurement and signaling mechanism must be ac-
tive. Thus, link failures and link reestablishing can
be monitored reliably. As the mechanism for video
quality adaptation performs best with a feedback fre-
quency of f = 10 Hz (according to the presented sce-
nario), the generated measurement traffic has a band-
width of less than 0.003 Mbit/sec per measurement
node. To set parameter d, the goodput” of about 7 to
7.5 Mbit/sec (for an 11 Mbit/sec WLAN link) must be
considered. In order to allow a reaction on potential
overload situations while providing the user a video
stream with a bandwidth of 1 to 1.5 Mbit/sec for the
best quality, d is set to 50.
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Figure 4: System setup.

4.2 Adaptive Video Quality

The Video Quality in the presented system is adapted
according to current state of the ad-hoc route for the
video transfer. The adaption mechanism receives all
status packages from the nodes between two received
frames from the image source, interprets these pack-
ages and selects the quality for the next frames with
a combination of previous status data and the cur-
rent state. Do reduce oscillating behavior in quality
switching near the selected load limit of the nodes a
kind of inertia mechanism for the adaptation process
was integrated. The implemented inertia mechanism
guarantees not to change the image quality whenever
a status of a node changes. It is possible to set a
certain number (cf. Algorithm 1, min/max of iner-
tia counter) of receiving same successive route load
states until the quality is changed. Algorithm 1 shows
this mechanism how the quality for the next frame is
selected according to the received network status mes-
sages.

In the current test setup, four different video qual-
ities are used at a frame rate of 11 frames per second
each. Table 1 shows the average size of one image for
the corresponding image quality level.

A higher number of different quality scales would
also be possible. In the current test setup a minimum
of −3 and a maximum of 3 are selected for the iner-
tia counter. With this value the mechanism reacts in
the worst case after six frames with subsequent over-
load states and in average after three frames. This
keeps the load caused by the video traffic on the dif-
ferent nodes in a certain defined window around the
selected threshold for overload state. In combina-
tion with parameter d of the above described feedback
mechanism, the quality adjustment intervenes as soon
as a node exceeds a radio link utilization of more than

Algorithm 1: Video quality adaptation.
Input: video streams of different quality;

load status messages

initialization;
foreach frame of current selected quality do

if one of the nodes overloaded then
increment inertia counter by one;

else
decrement inertia counter by one;

end
reset node states;
send video frame;
if inertia counter above max then

select lower quality if possible;
set inertia counter to zero;

else
if inertia counter below min then

select higher quality if possible;
set inertia counter to zero;

end
end

end

Table 1: Average size of one image per quality level.

Quality minimum low medium high
Size (kbytes) 15 26 34 47

approx. 78% (≈ 50% of nominal bandwidth). This
prevents the node from reaching a utilization of 100%
of the available maximum throughput which would
result in a high packet loss rate due to an increasing
number of packet collisions.
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5 TEST AND RESULTS

In a first step, a reference scenario was set up and
measured. Therefore, no network feedback mecha-
nism is used and a mobile robot generates a video
stream which is sent to the PC of the operator as it
is displayed in Figure 2. Between node 4 and node 3,
additional traffic is generated during the different test
phases according to Table 2 to reach a defined load at
intermediate node 3.

Table 2: Generated additional traffic.

Phase generated additional traffic (Mbit/sec)
1 0
2 3,2
3 4
4 4,8
5 5,6
6 6,4
7 7,2
8 8
9 8,8

The results of this reference test are shown in Fig-
ure 5. The x-axis shows the test time in milliseconds.
The left y-axis describes the received frame rate in
frames per second (fps) and the right y-axis displays
the received video data rate in bytes per second (bps)
at the receiving node (operator’s PC).
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Figure 5: Framerate and Traffic without Network Feedback.

The test started with no additional traffic being
generated. Successively, more and more additional
traffic is generated by switching to the next phase each
20 seconds according to Table 2. After 200 seconds
of test time, the additionally generated traffic is re-
duced by switching back one phase each 10 seconds.
In the beginning of the test – during phase 1 up to the

end of phase 3 – the received frame rate is about 11
fps. After switching to phase 4 at about 60 seconds,
the received video frame rate decreases significantly.
The received frame rate between 100 and 200 seconds
drops to 2− 3 fps while node 3 is overloaded. After
the additionally generated traffic is reduced, the re-
ceived frame rate recovered to 11 fps. Increasing the
additional traffic forces node 3 to an overload situa-
tion. As the bandwidth used by the video stream can-
not be adapted to the new situation, a packet loss of
the video data is inevitable which is shown in Figure
6. The y-axis shows the number of lost packets vs.
the test time on the x-axis.
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Figure 6: Packet Loss without Network Feedback.

Another measured category is the frame inter-
arrival time of the video stream. This is a quite sen-
sitive aspect, as a large jitter (variance of the frame
inter-arrival time) is very irritating for the operator
due to a very unsteady motion of the video image.
Without additional traffic, the frame inter-arrival time
is smaller than 100 ms with a variance close to 0 (cf.
Figure 7) what corresponds to the average frame rate
of 11 fps. After 60 seconds and an additionally gen-
erated traffic of 4.8 Mbit/sec, the frame inter arrival
time increases to more than 400 ms with a variance
of more than 10000 which indicates an unacceptable
video for the operator.

The same test setup is used again – now with the
network feedback and adaptive quality mechanism
(cf. Section 4), which should improve the observed
behavior. In Figure 8, the frame rate and the video
data rate is shown while using an adaptive video qual-
ity together with the network feedback mechanism.
In the beginning, without additional traffic, the mo-
bile robot generates a video stream of about 450000
bytes/sec. During the test, the additionally generated
traffic is increased similar to the test described above.
The implemented mechanism takes care that the video
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Figure 7: Frame Inter Arrival Time without Network Feed-
back.

source reduces its generated video traffic to about
300000 as soon as phase 3 (with an additional load
of 4 Mbit/sec) is entered. Increasing the additional
load at node 3 to more than 4.8 Mbit/sec results again
in a reduction of the video traffic (180000 bytes/sec).
During the complete test run, the frame rate stays al-
most constantly at 11 fps as the adaptive video band-
width reduction avoids the loss of video traffic. Also
the frame inter arrival time stays constantly below 100
ms with a jitter of almost 0 (cf. Figure 9).
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Figure 8: Framerate and Traffic with Network Feedback.

6 CONCLUSIONS

In this work, a mechanism for providing a video
stream over a dynamic multi-hop route with an adap-
tive quality for mobile robot teleoperation is pro-
posed. The mechanism uses a feedback from the net-
work which is generated at dedicated nodes and ad-
justs the image quality to the current communication
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Figure 9: Frame Inter Arrival Time with Network Feedback.

link status. The proper functionality of this adaptive
quality mechanism is tested in teleoperation scenarios
with real hardware under different network load situ-
ations. In situations with a very high link load due
to additional other network traffic, usually the packet
loss rate and the packet inter-arrival time is affected in
a way that reliable and proper teleoperation is not pos-
sible anymore. By adjusting the image quality of the
video stream it is possible to provide a stable video
frame rate for the operator. In fact, the remaining
bandwidth for the video stream is used efficiently in
terms of providing a video with a stable frame rate
suitable for mobile robot teleoperation.
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Abstract: In this paper we present an experimental test bed for the development and evaluation of control systems for 
unmanned helicopters. The test bed consists of a small unmanned helicopter, mounted on a flying stand that 
permits all possible movements but prevents the helicopter from damaging or crashing. A fuzzy controller is 
developed in MATLAB and tested in the helicopter using the test bed. The controller is able to perform 
hovering and altitude control. Experimental results are presented for various test cases. 

1 INTRODUCTION 

Unmanned helicopters are the most flexible flying 
machines among the variety of UAVs (Unmanned 
Aerial Vehicles), since they have the ability to take 
off and land vertically as well as to perform 
aggressive maneuvers and hovering, which gives 
them the advantage of effective observation from 
various positions. These advantages along with the 
continuous development of robotic vehicles’ 
technology have led to the use of unmanned 
helicopters in many applications, both civil and 
military, such as surveillance, traffic management, 
land management, border patrol, and search and 
rescue missions. As a result, there has been 
remarkable growth in the market of unmanned 
helicopters (aka VTOL UAVs for Vertical Take-Off 
and Landing UAVs), which nowadays includes 
vehicles of various types, sizes and operational 
capabilities (Spanoudakis et al., 2003). During the 
last years, small scale (about 1500 mm in length) 
helicopters are preferred for development and 
experimentation due to their low cost and 
expendability. 

Although small scale unmanned helicopters offer 
as experimentation platforms the advantages of low 
cost and easy operation, the development of 
autonomous navigation systems for such vehicles is 
a difficult and dangerous procedure that may 
increase this overall cost, since except from the 
equipment needed (helicopter, sensors, telemetry 
systems etc) one should add the cost of crashes and 
damages that may occur during experimentation. 

Since helicopters are very unstable and difficult to 
control, experimentation on real vehicles often result 
in damaging accidents. For this reason, the 
development of an autonomous navigation controller 
begins with numerous tests in a software-based 
simulation environment. In this environment, 
controllers are evaluated for their ability to control 
efficiently the helicopter. If the simulation results 
are encouraging, the controller may be tested on the 
real vehicle. 

The simulation procedure has drawbacks as well. 
At first, the simulation environment cannot imitate 
helicopter’s navigation in detail with all possible 
environmental disturbances. Therefore, a controller 
that seems to work satisfactorily in the simulation 
may be insufficient for the navigation of the real 
vehicle in a real environment. Moreover, 
independently of any simulation evaluation, 
first/initial tests with a real vehicle generally are the 
most dangerous, since a lot of unexpected problems 
may arise at this time. As a result, it would be 
desirable to test the controller on a real vehicle but 
in a safe environment, without having the danger of 
crashing and destroying the equipment or harm 
people that monitor the flight. 

In the past years, there have been proposed ways 
of testing controllers on a real vehicle safely. 
Normally there is a mechanical construction where a 
real helicopter (or a simplified model of it) can fly 
indoors without crashing or harming the humans 
involved in the experimentation. 

In the literature we meet constructions that 
simulate a real helicopter. In (Tanaka, Ohtake, and 
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Wang, 2004), a custom helicopter-like construction 
whose degrees of freedom are reduced, is used for 
the design and evaluation of a flight stabilization 
controller. In (Andrievsky, Peaucelle, and Fradkov, 
2007), a mechanical construction is used to emulate 
the flying behavior of a helicopter. The experimental 
setup consists of a base on which a long arm is 
mounted that carries the helicopter body. Two 
motors with propellers mounted on the helicopter 
body can generate the force that causes the 
helicopter body to lift off the ground. A similar test 
bed is also used in (Kutay et al., 2005). 

Further in the literature, we meet systems that use 
real helicopters for the experiments. In (Dzul, 
Lozano, and Castillo, 2004) and (Mancini et al., 
2007), a mechanical construction holds the 
helicopter in a stable position allowing only small 
and safe movements. Using mechanical limitations, 
the helicopter is able to move in only one or two 
axes and within limits. As a result the helicopter 
cannot take any dangerous orientation or collide to 
the ground. 

The drawback of the work presented in the above 
references, is that either a helicopter emulation 
construction is used, or a real helicopter with 
reduced degrees of freedom. In both cases, the 
developed controller partially covers the control of 
the vehicle in one or two axes and it is not sufficient 
to fully control a helicopter in real conditions. The 
motivation of this paper is the construction of a 
laboratory test bed where small helicopters can be 
safely (for both humans and the equipment involved) 
used indoors for experimental validation without 
limitations in helicopter’s movement. Indoor flying 
gives the ability for continuous tests regardless of 
weather conditions. Moreover, the suggested setup 
minimizes the need for experienced helicopter pilots 
within the research group. Flying small helicopters 
requires pilot training which stems research efforts 
towards autonomous helicopter flights. 

In this paper we propose a fuzzy controller for the 
altitude and hovering control of an unmanned 
helicopter. The controller is developed using the 
proposed test bed and is able to stabilize the 
helicopter in desired positions (each position is 
defined by horizontal and vertical coordinates). 
Except from hovering at a desired altitude, the tasks 
of autonomous take-off and landing are also 
considered here. 

In the literature there is previous work on the 
autonomous altitude control of unmanned 
helicopters. Usually altitude control is a part of an 
autonomous navigation controller (Shin et al., 2005), 
(Kim and Shim, 2003), where a subsystem dedicated 

to altitude control cooperates with other subsystems 
in order to navigate the helicopter. In (Kim et al., 
2004) an adaptive approach is proposed for altitude 
control for an unmanned helicopter which utilizes 
rotor RPM to track altitude commands. Significant 
work has been done also in the field of autonomous 
landing problem for unmanned helicopters 
(Sapiralli, Sukhatme, and Montgomery, 2002), 
(Merz, Duranti, and Conte, 2006). 

This paper is organised as follows. In Section 2 
we present the experimental test bed that we use in 
order to develop the controller. Main parts and 
systems of the test bed are presented as well as the 
way this test bed works. In Section 3 we present a 
fuzzy controller able to control the altitude of the 
helicopter and perform hovering at a stable desired 
position. In Section 4, experimental results are 
presented and remarked. At last, a conclusion is 
derived as well as future work on the subject is 
suggested. 

2 EXPERIMENTAL TEST BED 

The laboratory test bed consists of three basic 
elements; a customized flying stand, a customized 
helicopter and a ground control station (Figure 1). 
 

Helicopter with Avionics

Flying Stand

Control Station

 
Figure 1: View of the experimental test bed. 

2.1 Helicopter Flying Stand 

Helicopter flying stand is a mechanical construction 
able to hold the helicopter, allowing full movements 
(6 degrees of freedom) while protecting it from 
damaging and crashing. It is a customized 
construction based on a commercially available 
flying stand that it is used by inexperienced pilots 
for flight training. 

The stand allows the helicopter move naturally 
without any constraint around a 2.1m diameter circle 
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(Figure 6), flying forwards, backwards or sideways. 
A gas strut is used to counterbalance the weight of 
the stand. As a result the helicopter does not lift any 
extra weight. In Figure 2, rotations as well as the 
Euler angles of the helicopter are presented. 

Since the test bed will be used for indoor 
experiments, a positioning system must be 
developed in order to know helicopter’s position 
during testing. To avoid high cost indoor positioning 
and localization systems, we utilize the rotary 
movement of the central shaft of the stand. The 
stand and consequently the helicopter move around a 
circle (planar rotation at Figure 2, Figure 6) with a 
rotation angle which may easily be monitored. For 
this reason, we put a rotation encoder on the central 
shaft of the stand (Figure 3). The encoder initializes 
its position to zero and then gives signed numbers 
that denote the current position relative to the initial 
position. Positive numbers denote rotation to the left 
while negative numbers denote rotation to the right 
side. The rotation encoder gives the planar position 
of the helicopter at each time instant. 

 

Roll

Pitch

Planar 
Rotation

Elevation 
Rotation

Yaw

 
Figure 2: Euler angles and rotation axes. 

Moreover, we need to know the altitude in which 
the helicopter flies. The flying stand gives the ability 
to the helicopter to fly at a maximum height of 
60cm. An infrared sensor is used to monitor the 
actual value of altitude. The sensor is mounted at the 
lower part of the bracket that holds the helicopter, as 
it is shown in Figure 3. The accuracy of the altitude 
readings is less than 1cm, which is far better than the 
accuracy of outdoor altimeters or GPS. 

Rotation 
Sensor

Altitude

Altitude Sensor  
Figure 3: Positioning sensors. 

2.2 Helicopter and Avionics 

The VTOL that we use in our test bed is a 
customization of a 50-size (1200 mm length, 405 
mm height, 1350 mm main rotor diameter) 
commercially available electric powered RC 
helicopter. An important characteristic of this 
helicopter is that it has electric motor so there is no 
need for fuel gas, and therefore it does not produce 
any exhaust gasses during its operation, which is 
important for indoor testing. This helicopter has 
been heavily customized in order to be ready for 
experimental use. In what follows we describe the 
additional equipment and avionics we have put on 
board. 

2.2.1 Inertial Measurement Unit (IMU) 

This unit gives the orientation of the helicopter. The 
unit consists of 3D gyroscopes, accelerometers and 
magnetometers and outputs the 3 Euler angles (roll, 
pitch and yaw). The IMU used is the commercial 
MTi model of Xsens Motion Technologies. For the 
communication between IMU and control station a 
USB-serial data and power cable is used. 

2.2.2 Digital Switch 

This is the interface that manages the switching from 
manual to autonomous flight. Manual flight is 
controlled remotely by a human operator, while 
autonomous flight is supervised by a Central 
Processing Unit (CPU). Switching between manual 
and autonomous flight is an important operation 
because it allows the human tester to regain manual 
control at any time instant during experimentation, 
which is very useful in case of failure or insufficient 
controller behaviour. 
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2.2.3 Servo Driver/Controller 

RC servos are the actuators used to control the 
motion of the helicopter. In manual operation, the 
onboard receiver forwards the transmitter commands 
to servos by sending appropriate PWM signals. In 
order to send such signals from the control station to 
the servos, a servo driver is needed. For that reason a 
PIC microcontroller is used, which translates control 
signals from the ground station to RC PWM servo 
signals and drives the servos. Further, the PIC reads 
the input from the localization system (x-y position, 
altitude) and transmits it to the control station. 

2.2.4 Communication System 

A wireless communication system has been 
established between the control station and the PIC 
microcontroller. Having 2 receiver/transmitter units 
(one on the helicopter and one on the ground station) 
and by using the Bluetooth protocol, we obtain two-
way communication between the serial port of the 
PIC and the serial port of the control station. 

2.2.5 Power System 

The electric helicopter has high power consumption. 
During hovering, the electric motor needs about 50A 
current of 25V. Normally in these helicopters, LiPo 
batteries are used that have high capacity and the 
ability to sustain big currents. With this consumption 
and with a high capacity LiPo battery, the helicopter 
can perform hovering for about 15 minutes. To 
overcome this limitation in the duration of 
experiments, the test bed is provided with constant 
power supply of 24V that gives continuous current 
to the helicopter. 

2.3 Ground Control Station 

Since our test bed works indoor and we can have all 
the signals through wireless communication (expect 
from the IMU), there is no need to put any processor 
unit onboard. For this reason we use portable CPU 
which serves as the “control station”. Because of this 
solution, the helicopter has fewer payloads to lift, 
while the control station has increased processing 
power able to run control algorithms at high speeds. 

In Figure 4 a block diagram presents the 
connections of the equipment and the data 
transmission through these connections, for each 
subsystem (flying stand, helicopter and control 
station). 

 

 
Figure 4: System Architecture. 

3 ALTITUDE & HOVERING 
CONTROL 

The controller developed and tested in the test bed is 
a fuzzy controller for altitude and hovering control. 
The objective of the controller is to hold stable the 
helicopter at a predefined horizontal position and 
altitude. 
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Figure 5: Hovering and Altitude Fuzzy controller. 

3.1 Fuzzy Controller 

A fuzzy controller of the Mamdani type has been 
designed and implemented (Figure 5) in the 
MATLAB environment. The objective of this 
controller is to keep the helicopter “hovering” at 
predefined positions subject to wind and other 
disturbances. 

As shown in Figure 5, the inputs of the fuzzy 
controller are the roll and pitch angles of the 
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helicopter at every time instant, as well as the 
position error, the change of position error and the 
altitude error. In Figure 6 we show the 
representation of the position error input, which is 
defined as the difference between the current 
horizontal position and the target horizontal position. 

 

Position Error
Target

1.05m

 
Figure 6: Position error representation. 

As position error represents how far the 
helicopter is from the target point, the change of 
position error represents the way that position error 
changes and if the helicopter reaches the target point 
or moves away from it. The altitude error is also 
calculated as the difference between the current and 
the target altitude. The outputs of the controller are 
the change of the roll and pitch angles (aileron and 
elevator variables respectively), as well as the 
change in the throttle of the helicopter. 

Roll angle is given by the IMU in real time. 
Although the flying stand permits roll angles from    
-30o to 30o, the flight control system takes as input 
degrees from -90o to 90o. The linguistic variables 
that represent the roll angle are: left big (LB), left 
(L), zero (ZERO), right (R), right big (RB), and their 
membership functions are shown in Figure 7. 

The second input variable is the pitch angle of the 
helicopter. The linguistic variables for this input are: 
back big (BB), back (B), zero (ZERO), front (F), 
front big (FB), with membership functions also 
presented in Figure 7. 

The third input variable is the position error, 
which is defined as the difference between the 
current and the desirable position. Since for safety 
reasons we do not want the stand to rotate out of its 
limits (-180o to 180o which corresponds to -30 to 30 
in odometer units) we set the range of the position 
error variable to be between -30 to 30 (in odometer 
units). The linguistic variables for these inputs are: 
negative big (NB), negative (N), zero (ZERO), 
positive (P), positive big (PB) (Figure 7). 
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Figure 7: Membership functions for input variables. 

The next input in the fuzzy controller is the 
change of position error. While position error shows 
how far the helicopter is from the desire position, 
change of position error shows how fast the vehicle 
is moving towards or away from the desired point. 
This input is defined as the difference (in odometer 
units) between the previous position error and the 
current position error, and it is represented by the 
linguistic variables: negative (N), zero (ZERO), 
positive (P) (Figure 7). 

The last input is the altitude error input. This 
input represents the difference in cm between actual 
and desired altitude by counting if the helicopter is 
placed lower or higher than the desired position. The 
linguistic variables for this input are: lower (L), 
desired (D), higher (H) (Figure 7). 

The outputs of the fuzzy controller are the 
changes of roll and pitch angles (Aileron and 
Elevator movements respectively) and Throttle 
change. The membership functions of aileron, 
elevator and throttle, are presented in Figure 8. The 
linguistic variables for aileron are left big (LB), left 
(L), left small (LS), zero (ZERO), right small (RS), 
right (R) and right big (RB). The linguistic variables 
for elevator are back big (BB), back (B), zero 
(ZERO), front (F) and front big (FB). Both aileron 
and elevator output values are presented in control 
signal units. 
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Figure 8: Membership functions for output variables. 

The linguistic variables for throttle change are 
negative (N), zero (ZERO) and positive (P). The 
values of throttle output are also presented in control 
signal units. Negative output reduces throttle of the 
helicopter while positive output increases it. 

It should be noted that in order to simplify the 
experimentation the yaw angle of the helicopter was 
set to zero. This is due to the fact that the yaw angle 
(tail movements) is usually stabilized in these 
helicopters by a gyro mechanism. 

3.2 Control Rules 

The control objective in the experiments performed 
was the stabilization of helicopter at a certain point 
(defined by horizontal and vertical target 
coordinates). The transition between the states of the 
controller is presented in Figure 9, while in Figure 
10 the pseudo-code that describes the control 
scheme is shown. After take-off, the controller has 
as a target to hover the helicopter. Then checks 
actual horizontal position and drives the helicopter 
to the desired one. The next step is checking of 
actual altitude in order to drive the helicopter to the 
desired one. After some iterations where the 
helicopter hovers in the target point, the controller 
lands it. 

For the implementation of this scheme, three sets 
(rule bases) of fuzzy IF-THEN rules were used. The 
one was responsible for the control of the pitch 
angle. The target was to keep the pitch angle always 
close to zero as this is what needs to be done when 
the helicopter hovers. This was achieved with simple 
rules of the form: <IF Pitch is X THEN Elevator is 
Y>, where X, Y represent the membership function of 
pitch and elevator, respectively. 

The second rule base contains rules of the form: 
<IF Roll is A AND position error is B AND change 
of position error is C THEN aileron is D>. These 
rules lead the helicopter towards the desired point as 
they tend to minimize the distance between the 
helicopter’s horizontal position at each moment and 
the desired one. This is a typical PD-like fuzzy 
controller with one extra input: the roll angle. 

The third rule base is responsible for handling 
the throttle of the helicopter. The policy we follow 
here is that the changes in the throttle of the 
helicopter occur only when the helicopter is in stable 
hovering attitude on the desired horizontal position 
(roll and pitch angles are close to zero, change of 
position error is close to zero) or when the altitude 
becomes higher than a top safety limit. The rules of 
this rule base have the form <IF Roll is A AND 
position error is B AND change of position error is 
C AND Altitude is D THEN throttle is E>. 

TAKE-OFF
AND

LANDING

HOVERINGHORIZONTAL 
TARGET

VERTICAL 
TARGET

ATTITUDE
NOT STABLEATTITUDE

STABLE

TARGET 
REACHED

TARGET 
REACHED

TARGET
NOT REACHED

TAKE-OFF

LANDING

TARGET
NOT REACHED

 
Figure 9: Controller state transition. 

If attitude is not stable 
Stabilize helicopter to hovering 

Else 
If current horizontal position is not the 
desired 

Drive helicopter to the desired 
horizontal position 

Else 
If Current Altitude is not the desired 

Change throttle in order to reach 
target altitude 

 Else 
Hovering 

 End IF 
End If 

End If 
Figure 10: Pseudo code of the hovering controller. 
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4 EXPERIMENTAL RESULTS 

Experimental results for two test cases may be seen 
in Figures 11 and 12. In these figures Roll and Pitch 
values are measured in degrees, while Position 
Error and Change of Position Error are measured in 
odometer units (here, 1 odometer unit corresponds to 
6 degrees) and Altitude is measured in centimetres. 
Elevator, Aileron and Throttle values are measured 
in control signals (values that PIC accepts as input 
and automatically translates into servo signals). The 
initial altitude of the helicopter (when the flying 
stand is on the ground) is 10cm, since in this altitude 
the infrared sensor is mounted to the stand. 
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Figure 11: Experimental results for test case 1. 

In test case 1 (Figure 11) the ability of the 
controller to perform autonomous take-off and keep 
the helicopter in a hovering state, is evaluated. The 
helicopter is placed on the desired horizontal 
position by the human operator and then the 
autopilot takes over with a target altitude of about 22 
cm. As it can be seen in Figure 11, the controller 

keeps roll and pitch angles close to zero and 
gradually increases throttle in order to increase the 
altitude and reach the target one. When the target 
altitude is reached few oscillations around the target 
horizontal position occur but the controller manages 
to hold the helicopter in hovering in the desired 
position. In the beginning, it is clear that position 
error tends to be a small positive number, which 
means that the helicopter always drifts to the left of 
the desired position. This is explained by the 
position of the test bed area which is close to the 
walls of the building. Air flow from the main rotor 
of the helicopter circles through the walls and return 
as a disturbance to the helicopter. This air flow gives 
a small drift to helicopter to the left. The developed 
controller seems to recognize this disturbance and 
make corrections in order to hold stable the 
helicopter in the desired position. 
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Figure 12: Experimental results for test case 2. 

In Figure 12 we present the results of test case 2. 
In this test, the initial position of the helicopter is 
different from the desired one and the controller 
objective is to drive the helicopter to the desired 
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position and then land it autonomously. The 
helicopter is placed manually to a random position 
and then the fuzzy autopilot gains control of the 
helicopter. As one may see in the Position Error plot 
of Figure 12, the helicopter moves manually from its 
initial position to a random position. At time instant 
50, the autopilot gains control of the vehicle. The 
target of the autopilot is to move the helicopter to 
the initial position and in 20 cm altitude. It is clear 
that the autopilot drives the helicopter to the target 
point by moving it to the desired horizontal position 
at first and then by raising the altitude until the 
targeted one has been reached. After a few iterations 
that the target position has been reached, the 
controller reduces the throttle and lands the 
helicopter. Small oscillations occur while the 
autopilot tries to keep the helicopter in stable 
position. It is also clear, as in test case 1, that we 
face the air disturbance that causes small drift in the 
helicopter in this test case too. 

5 CONCLUSIONS 

In this paper we presented a fuzzy controller for 
hovering and altitude control of a small-scale 
helicopter. The controller was developed and tested 
on a custom made laboratory experimental test bed, 
where tests on unmanned helicopters can be 
performed with safety. The test bed works indoors, 
is independent of power supply and can be used for 
continuous tests. The development of the controller 
is done on a real helicopter and not in simulation, so 
we can have direct and reliable results. The 
experimental results show that this setup works well. 
Experimental results from the evaluation of the 
altitude fuzzy controller were presented. 

Future work, involves development of other kinds 
of controllers which will be tested and evaluated on 
the test bed. This work will lead to a comparison of 
controllers based on their efficiency and ability to 
control successfully an unmanned helicopter. 
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Abstract: Synchronization of distributed clocks is a critical task in many real time applications over Ethernet. The 
Ethernet protocol, due to its non-deterministic nature, is not suitable for real-time applications with very 
strict synchronicity requirements. However, the limit is continuously being pushed outwards by current 
research. The Precision Time Protocol (PTP), delivered by the IEEE 1588 standard, provides high 
synchronization accuracy and has been adopted in many real time applications in the areas of industrial 
automation, measurement & control, communications etc. This paper will discuss several issues aimed at 
improving the synchronization performance. 

1 INTRODUCTION 

Ethernet (IEEE 1997), due to its cheap cabling and 
infrastructure costs, high bandwidth, efficient 
switching technology and better interoperability, has 
been adopted in various areas to provide the basic 
networking solution. Many Ethernet-based 
applications require the networked clocks to be 
precisely synchronized. Typical examples include 
base station synchronization for handover or 
interference cancellation in telecommunication 
networks (Nieminen 2007), distribution of 
audio/video streams over Ethernet based networks 
(IEEE 2007a), and motion control in industrial 
Ethernet (Chen 2005). Standard Network Time 
Protocol (NTP) (Mills 1989, 1994) synchronization 
over Ethernet provides synchronization accuracy at 
the millisecond level, which is appropriate for 
processes that are not time critical. However, in 
many applications, for example base station 
synchronization or motion control, where only sub-
microsecond level synchronization errors are 
allowed, a more accurate synchronization solution is 
needed. The Precision Time Protocol (PTP) of the 

IEEE 1588 standard (IEEE 2002) published in 2002, 
is a promising Ethernet synchronization protocol, in 
which messages carrying precise timing information, 
obtained by hardware time stamping in the physical 
layer, are propagated in the network to synchronize 
the slave clocks to a master clock. 

Factors that affect the synchronization quality 
achievable by PTP include the stability of 
oscillators, the resolution of message time stamping, 
the frequency of synchronization message 
transmission, and the propagation delay variation 
caused by the jitter in the intermediate elements. The 
synchronization error can be reduced by carefully 
studying the sources that contribute to the error, by 
choosing the most suitable implementation of PTP 
for a specific application and by designing efficient 
synchronization algorithms that make use of all 
available information provided by the PTP protocol.  

Some work has been done to enhance the 
performance of IEEE 1588 taking the mentioned 
factors into consideration. The authors of 
(Jasperneite 2004) introduced the transparent clock 
(TC) concept to replace the so-called boundary clock 
(BC). BCs adjust their own clock to the master clock 
and then serve as master clocks for the next network 
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segment. Cascaded control loops are generated, 
which might lead to instabilities and deviation of the 
distributed clocks. Using TCs, intermediate bridges 
are treated as network components with known 
delay, which is compensated in the carried timing 
information. By doing this the synchronization at the 
time client is not dependent on the control loop 
design in the intermediate bridges. Hence 
performance is improved. The TC concept has been 
adopted in the new draft of IEEE 1588 published in 
2007, and is used in this paper. In (Na 2007) we 
analyzed the influence of jitters and frequency drift 
and made suggestions for designing the parameters 
for higher synchronization accuracy. This study was 
extended in (Na 2008), where an algorithm to reduce 
the error was introduced. 

In this paper, we discuss how to efficiently use 
the PTP messages to improve the synchronization 
performance, i.e. convergence speed and error. 
Problems arise when there is non-negligible 
frequency drift. In this case, clocks should first be 
syntonized, i.e. their frequency difference should be 
estimated and appropriate control applied to remove 
it. We study and compare different syntonization 
methods, and propose an improved solution for the 
syntonization and synchronization. Appropriate 
simulation results verify our analytic study. 

The paper is organized as follows: Section 2 
introduces the system model and briefly describes 
the PTP protocol. Section 3 introduces two methods 
for syntonization, master and peer frequency ratio 
estimation. In Section 4 we compare these methods 
and propose a synchronization algorithm which is 
based on both methods in section 5. Simulation 
results are presented in Section 6.   

2 SYSTEM MODEL  

Fig. 1 illustrates the time synchronization in a 
system with cascaded bridges. 1+N elements are 
connected in a line topology. The first element is the 
time server, also called (grand)master, which 
provides the reference time to the other N elements, 
called slave elements, via time-aware bridges (TCs). 
The master element periodically sends Sync 
messages which carry the counter state of the master 
clock stamped at the time of transmission. The 
interval between two consecutive Sync messages is 
T . The ith Sync message, generated by the master 
element at time it , consecutively passes through all 
slave elements. Quantities, certain or uncertain, 
linked with the Sync message transmitted by the 

master at time it  are labelled by the superscript i . 
We call the propagation time between the nth slave 
and its preceding element line delay and denote by 

i
nLD  (also known as peer-to-peer delay in PTP). 

 

 
(a) Network topology 

 
(b) System parameters 

Figure 1: System Model. 

The message will be forwarded to slave element 
1+n  via a time-aware bridge after the  bridge delay 
i
nBD . We define i

nLB  to be the sum of line delay 
plus bridge delay of Sync message i  at slave n . As 
the line delays and bridge delays are not necessarily 
constant in time, we define 1, −−= i

n
i
n

ni
LB LBLBδ  to be 

the difference between the true LB value at slave n  
that affected Sync messages i and 1−i . All the 
delays we have mentioned up to now are defined in 
the absolute time. A delay D measured by a local 
clock takes the form fD ⋅ where f is the clock 
frequency (this product is replaced by an integral in 
the case of frequency drift). 

The transparent clock synchronization protocol is 
depicted in Figure 2.   

slave n-1 slave n slave n+1

Sync message i i
nS

Sync message i 1
1

−
+

i
nS

i
nBD

i
nLD

Follow_up i

slave n-1 slave n

Pdelay_request

Pdelay_response

j
outreqnS _,

j
inreqnS _,1−

j
outrespnS _,1−

j
inrespnS _,

Line delay estimation Propagation of Sync messages  
Figure 2: Illustration of PTP with transparent clocks. 

The PTP has a master/slave structure. Timing 
information is packaged in special telegrams and 
propagated along the network. The synchronization 
relies on two processes, the delay estimation process 
and the timing propagation process. The delay 
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estimation process relies on 4 time-stamps, 
j

outreqnS _, , j
inreqnS _,1− , j

outrespnS _,1−  and j
inrespnS _, : 

slave n  sends a delay request message to slave 
1−n  (which is the master in the case of slave 1) and 

records its time of departure (1st). Slave 1−n  (or 
master) replies with a delay response message which 
reports the time-stamps of receiving the delay 
request message and sending the delay response 
message (2nd and 3rd). 

Slave n  records the time it receives the response 
message (4th). If slave n  and 1−n  have the same 
clock frequency or the frequency drift is negligible, 
the line delay can be calculated by: 

( ) ( )
2

)(ˆ _,1_,1_,_,
j

inreqn
j

outrespn
j

outreqn
j

inrespnj
n

SSSS
LDS −− −−−

=  (1) 

where )(ˆ LDS j
n is the jth estimated line delay using 

slave n ’s local clock (and equal uplink and 
downlink line delays are assumed).  The true line 
delay, measured in slave n ’s local clock ticks, is 

nS
j

n
j

n fLDLDS ⋅=)(  for constant frequency. 
In the timing propagation process each slave 

propagates the timing information of the master and 
uses that information to adjust its own clock. The 
master sends out a Sync message which contains the 
timestamp M  when this message was sent. A more 
precise timestamp of the transmission of the Sync 
message will be sent by a so-called “follow-up 
message”. Slave 1 forwards the Sync message to 
Slave 2, augmenting its content by the sum of its line 
and bridge delays (converted to master time – it will 
be explained presently how this is done), effectively 
transmitting its estimate of the master time for the 
time-instant of forwarding. This process is repeated 
in each slave until the message reaches the time 
client.  

Consider for the moment that all the clocks have 
the same frequency. Then the updating of the 
content in slave n  (i.e. his estimate of the master 
time) follows: 

)(ˆ)(ˆˆˆ
1 BDSLDSMM i

n
i
n

i
n

i
n ++= −

 (2) 

where )(ˆ LDS i
n comes from the line delay estimation 

in (1). The bridge delay )(ˆ BDS i
n  is taken to be 

precisely known by using the time stamped at the 
reception and the forwarding of the Sync message. 

Equation (2) can be used for proper time 
synchronization only if all clocks have the same 
frequency for all the time. If there is frequency 
difference between the clocks, the last two terms in 
(2), corresponding to the slave’s counter increase 
during the two delays, are not equal to the counter 
increase during this time of the master clock. 

Therefore, it is not suitable to use local time to 
update the master clock estimate, as shown in (2). 
To solve this problem, it is necessary to estimate the 
frequency offsets, i.e. syntonize the clocks.  

3 SYNTONIZATION AND 
SYNCHRONIZATION IN PTP 

As discussed in the previous section, if there are 
clock frequency drifts or the clocks have different 
frequencies, (1) and (2) are unsuitable for time 
synchronization. The problem with the line delay 
estimation in (1) is that j

outrespnS _,1− and 
j

inreqnS _,1− are measured by the clock in slave 1−n , 

whereas j
inrespnS _, and j

outreqnS _, are measured by the 
clock in slave n . To convert all into the same 
metric, the frequency difference between slave 1−n  
and n , i.e. neighboring slaves, needs to be known. 
And in (2), the last two terms should be translated 
into master time, i.e. the frequency difference of 
grandmaster and the slave needs to be known.  

We define the rate compensation factor (RCF, 
also called rate ratio, (IEEE 2007b)) to be the ratio 
between the frequencies of two different clocks. We 
use YXRCF /  to denote the frequency ratio between 
X and Y, i.e. YXYX ffRCF =/ . Then the correction 
of (1) is: 

( )

( )
2

2
)(ˆ

1/_,1_,1

_,_,

−
⋅−

−
−

=

−− nn SS
j

inreqn
j

outrespn

j
outreqn

j
inrespnj

n

RCFSS

SS
LDS  

(3) 

The master counter estimation equation of (2) 
should be changed to: 

( )
( )

MS

i
n

i
n

i
n

SM
i
n

i
n

i
n

i
n

n

n

RCF
BDSLDSM

RCFBDSLDSMM

/
1

/1

1)(ˆ)(ˆˆ

)(ˆ)(ˆˆˆ

⋅++=

=⋅++=

−

−  
(4) 

To compute RCF, observe that a time interval 
measured by two different clocks will result in 
different clock counter values. RCF can be 
calculated as the ratio of the clock counter values. 
The same time interval tΔ  is measured by clock 1 as 

11 ftC ⋅Δ=Δ , and by clock 2 as 22 ftC ⋅Δ=Δ . 
Then, if the propagation time (latency) of messages 
was always the same, RCF could be precisely 
computed as 12 CC ΔΔ  of two consecutive messages, 
since then their inter-departure and inter-arrival 
interval would be the same. In reality this is not the 
case, so a number of obtained RCF values have to 
averaged, to remove as far as possible the zero-mean 
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error due to the latency variation. The effects of 
congestion are minimized by assigning highest 
priority to the IEEE 1588 messages. 

In the rest of this section, we introduce two 
methods which estimate

1/ −nn SSRCF and MS n
RCF /  

respectively
nSMRCF / . Both methods are based on the 

timing information carried in PTP messages, but use 
it in different ways.  

3.1 Peer RCF Estimation 

The RCF of neighboring elements can be estimated 
using two consecutive delay estimation messages, as 
depicted in Fig. 3.   

slave n-1 slave n

Pdelay_request j

Pdelay_response j

j
outreqnS _,j

inreqnS _,1−

j
outrespnS _,1−

j
inrespnS _,

Local RCF estimation

Pdelay_request j-1

Pdelay_response j-1

1
_,

−j
outreqnS1

_,1
−
−

j
inreqnS

1
_,1

−
−

j
outrespnS

1
_,

−j
inrespnS

 
Figure 3: Peer RCF estimation. 

1/ −nn SSRCF  can be calculated as: 

1
_,1_,1

1
_,_,

/ 1 −
−−

−

−

−
=

− j
outrespn

j
outrespn

j
inrespn

j
inrespn

SS SS

SS
RCF

nn

 (5) 

Since the RCF calculated in (5) reflects the 
frequency difference of the neighboring elements 
and the estimation is only based on the message 
between neighboring elements, we call it peer RCF. 

For the master time estimation, we need 
MSn

RCF / (or
nSMRCF / ), which can e.g. be 

calculated by using the peer RCFs calculated in the 
previous elements, i.e. slave 1 to 1−n :  

∏
=

−

−

⋅=

⋅⋅==

n

i
SSMS

S

S

S

S

M

S

M

S
MS

ii

n

nn

n

RCFRCF

f
f

f
f

f
f

f
f

RCF

2
//

/

11

11

21 …  
(6) 

We call the RCF calculated this way cumulative 
RCF. To calculate MSn

RCF / , slave n  needs to 
collect all the peer RCFs in its uplink. This can be 
achieved recursively by modifying the Sync 
messages so that they contain not only the time 
information but also the cumulative RCF. So slave 
n  calculates MSn

RCF /  by multiplying the cumulative 

RCF contained in the Sync message from slave 
1−n with its peer RCF, i.e.: 

11 /// −−
⋅=

nnnn SSMSMS RCFRCFRCF  (7) 

3.2 Master RCF Estimation 

The RCF can also be estimated using exclusively the 
timing information contained in the Sync messages. 
This is illustrated in Fig. 4. 

slave n-1 slave n

Sync message i-1 

1
1

ˆ −
−

i
nM

Sync message i 

i
nM 1

ˆ
−

Follow_up i-1 

Follow_up i

1−i
nS

i
nS

 
Figure 4: Master RCF estimation. 

The estimation of 
nSMRCF / can be achieved by: 

1

1
11

/

ˆˆ
−

−
−−

−
−

= i
n

i
n

i
n

i
n

SM SS
MMRCF

n

 (8) 

Since (8) calculates directly the ratio of the clock 
frequencies of the grand master and a slave, we call 
it master RCF calculation. 

The frequency ratio of two neighboring slaves 
i.e. 

1/ −nn SSRCF  is then obtained as the quotient of 
the two master RCF values: 

n

n
nn

SM

SM
SS RCF

RCF
RCF

/

/
/

1
1

−

−
=

 
(9) 

4 MASTER VERSUS PEER RCF  

In this section, we will compare the two RCF 
calculation methods introduced in the previous 
section based on two criteria: convergence speed of 
the synchronization and the synchronization 
performance in the case of constant frequency drift. 

4.1 Evaluation of Convergence Speed 

Next we ask how much time a slave element needs 
to get the first correct timing information of the 
master since the start of the synchronization. Eq. (4) 
shows that an element has to have correct estimates 
of line delay and 

nSMRCF /  in order to provide its 
downlink slave the correct master clock estimate. 
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Master RCF, 
nSMRCF / , is calculated using (8), 

and at least two Sync messages are needed. For 
correct line delay estimation, 

1/ −nn SSRCF is 

necessary. It is calculated via (9) after 
nSMRCF / and 

1/ −nSMRCF are available. So, line delay estimates are 
correct after at least two Sync messages are 
received, and therefore a slave gets a correct master 
time estimate at the earliest after 3 Sync messages. 

For peer RCF we first calculate 
1/ −nn SSRCF using 

line delay estimation messages. Once 
1/ −nn SSRCF is 

available, line delay can be calculated. Since 

1/ −nn SSRCF and line delays are calculated locally, 
the estimation can be done in parallel, which 
accelerates the convergence speed. If the first Sync 
message is sent out when the first line delay is 
finished, it can carry all correct information to the 
slaves so that the slaves can estimate the master time 
correctly. Another advantage of peer RCF is its 
invariance to a change of (grand)master. The 

1/ −nn SSRCF  and line delay estimations are not 
affected, whereas in the master RCF calculation 
case, two Sync messages from the master are needed 
for the line delay estimation. So it always takes more 
time for synchronization via master RCF methods to 
converge if a new master is elected in the network. 

4.2 Synchronization Performance for 
Constant Frequency Change 

Next we compare the two RCF estimation methods’ 
ability to track the frequency drift in the master. 

We investigate the scenario where the master 
frequency is uniformly changing, e.g. due to heating, 
and the clock frequencies at the slaves stay constant. 
For analytic simplicity transmission and reception 
jitter is neglected, and hence the line delays can be 
perfectly determined. They are not neglected in our 
simulation in Section 6. Fig. 5 plots the frequency of 
each element as a function of the absolute time. 

fM

fS1

fS2

freq

timet0  
Figure 5: Frequency profile in master heating scenario. 

The frequency of all elements is constant until 
0t , then the frequency of the master element 

increases linearly. In the case where the frequency 
change depends nonlinearly of the underlying cause, 
our analysis can be seen as a local first order 
approximation. 

Let the slope of the frequency change of the 
master clock be MΔ . So the master’s frequency 
follows: 

0111  with )()()( ttttttftf iiiiMiMiM >>−⋅Δ+= −−−
 (10) 

where it is the time when the ith Sync message is 
transmitted by the master. The counter value 
increase of each element from time 1−it  to it  is 
obtained by integrating the element’s frequency over 
the interval ( )ii tt ,1− . For the slave element, whose 
frequency is constant, the counter value evolves as: 

)()()( 11 −− −⋅+= iiSii ttftStS  (11) 
For the master element, the counter value 

increase is calculated as: 
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(12) 

Due to the linearity of the frequency change, (12) 
can be alternatively expressed as the product of the 
frequency in the middle of the time interval times 
the interval length, which is sometimes a more 
useful form: 

( )1
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1 2
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ii

iMii tttttftMtM  (13) 

The error study for the synchronization with 
master RCF calculation can be found in (Na 2007, 
2008), where we derive the general expression for 
the error in the master counter estimate of slave N , 
at the time when it forwards the Sync message to 
slave 1+N . For simplicity of derivation, here we let 
all line delays and bridge delays be constant in time 
(the general expression can be found in (Na 2008)). 
Then in the time period of unchanged frequency 
gradient the error in the master counter estimate of 
slave N takes the form: 
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(14) 

where )(tM is the true counter value at time t , and 

M̂ is the estimated one. 
We use Fig. 6 to illustrate the error in (14). The 

area under the linearly rising master frequency Mf  
corresponds to the true master counter. The white 
portion thereof is the estimated master counter value 
at slave 2, which is the sum of the master counter 
value in the original Sync message plus the product 
of local delay times RCF estimate at each slave. It is 
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based only on the master frequency curve between 
2−it  and it , shown solid, and holds regardless of the 

further gradient, shown dotted. The gray area is the 
estimation error in (14), which has two parts. The 1st 
is proportional to the time elapsed between Sync 
messages, and to the total delay (grey rectangles in 
Fig. 6); the 2nd is the sum of squares of local delays 
(grey triangles in Fig. 6). We see that the 
propagation of Sync messages let the slave elements 
partially follow the recent-past frequency change of 
the master. As the calculation of RCF uses two 
consecutive Sync messages, slave elements learns 
the trend of the frequency change of the master from 
the counters delivered in these two Sync messages. 

fM
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fS2

freq

timet0

T

( ) ( ) ( ) ( ) ⎥⎦
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Figure 6: Sync error at the second slave (using master 
RCF). 

For the synchronization with peer RCF, the Sync 
messages carry the cumulative RCF which is a 
product of the peer RCFs. Since the frequencies of 
all slaves stay constant, their peer RCFs, i.e. 

1/ −nn SSRCF (n=2 … N) don’t change and are: 
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A Sync message sent at time it  by the grand 

master arrives at slave 1 at time i
i LDt 1+ . To 

estimate the master time, slave 1 needs the latest 
peer RCF and line delay estimates. Suppose that for 
some j with ijj tttt ≤<< −10 , the estimation was 
done based on the delay response message received 
at 1

11
−

− + j
j LDt  and j

j LDt 1+ . Then the peer RCF 
between slave 1 and the grandmaster is estimated as 
in (11) and (13): 
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(16) 

The error in this estimation is due to the small 
variation in line delays due to jitter. Inserting (15), 
(16) in (7),  the cumulative RCF for each slave is: 
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(17) 

The master counter value estimated at each slave 
when it forwards the Sync message according to (4) 
with the help of cumulative RCF is: 
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(18) 

We have assumed that the line delay estimation 
is correct. The true master counter value 
corresponding to this time point is: 
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(19) 

Comparing (18) with (19), the estimation error 
using cumulative RCF is: 
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and is shown in Fig. 7 (grey area) for the 2nd slave.  
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Figure 7: Sync error at the second slave (using peer RCF). 

Compare the error expressions in (20) and (14): 
since 1−− jj tt (interval of delay messages) is usually 

greater than 1−−= ii ttT (interval of Sync messages), 
the 1st term in (20) is greater than the first term in 
(14). So are the 2nd terms. Our study shows that 
master RCF calculation performs better than peer 
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RCF calculation in estimating the master counter in 
the case of constant frequency drift in the master. 

5 IMPROVED SYNTONIZATION 
AND SYNCHRONIZATION  

In the previous section we have evaluated the 
performance of synchronization algorithms with 
peer RCF calculation and master RCF calculation. 
Peer RCF makes the convergence of synchronization 
faster, while master RCF tracks the frequency drift 
better. To improve the overall performance of PTP 
synchronization, we propose a method which 
combines both estimation methods.  

The improved synchronization algorithm 
contains two phases: initial phase and steady phase. 
The initial phase starts at a restart. Each slave 
estimates peer RCF, i.e. 

1/ −nn SSRCF and line delay 
locally using (5) and (3). The 1st Sync message is 
generated by the master.  

Between the 1st and the 2nd Sync message there 
are 2 options. Either cumulative RCF is transmitted 
in the 1st Sync message, in which case the slave 
elements calculate the cumulative RCF using (7) and 
then estimate the master counter value using (4). 
This has the advantage of a convergence sped up by 
one Sync interval, at the cost of allowing for 
transmission of cumulative RCF, for which there is 
however enough free space in the Sync message. Or, 
nothing is done until the 2nd Sync message.  

The steady phase begins with the 2nd Sync 
message. Since two Sync messages are now 
available, master RCF can be estimated as in (8). 
From the 2nd Sync message onward, master RCF 
will be used in (4) for the estimation of master 
counter value and the cumulative RCF will not be 
propagated any more. For the line delay estimation, 
we still use peer RCF calculation.  

By using peer RCFs and possibly cumulative 
RCFs in the initial phase, the time for convergence 
is shortened. In the steady phase, using master RCF 
provides higher synchronization accuracy.  

6 SIMULATION RESULTS 

We have developed a MATLAB simulation tool to 
test and analyze the synchronization performance of 
IEEE 1588 in a line with cascaded bridges. We have 
used this tool to simulate PTP in PROFINET 
(Jasperneite 2005). The model parameters, 
summarized in Table 1, are given by the Siemens 

Automation & Drive department. Comparative runs 
with other parameters have yielded similar results. 
In the simulation, the master temperature increases 
with a speed of 3K/s, resulting in a frequency drift of 
3ppm/s. The temperature change starts at 20s, 
increases from 25°C to 85°C in the next 20s, then 
stays constant again. The frequency of slave 
elements never changes. 

Table 1: Simulation settings. 

Parameter Value 
Number of elements 80 
Nominal Frequency 100MHz 

Cable delay 100ns 
Bridge delay Uniform [5 15]ms 

Temperature change 3K/s 
Frequency Change 1ppm/K 

Interval of Sync Message 32ms 
Interval of Pdelay_request 8s 
Interval of RCF calculation 200ms 
Number of RCF averaging 7 

 
In Fig. 8 we test the PTP synchronization with 

master RCF calculation, showing the 
synchronization errors for slaves 19, 39, 59 and 79. 
We observe large errors at the beginning of the 
synchronization. As discussed in Sect. 4.1 each 
element doesn’t get the correct master counter value 
until the 3rd Sync message arrives. There is a biased 
error between 20 and 40s, which is caused by the 
constant frequency change in the master clock. 
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Figure 8: Synchronization error when using master RCF. 

In Fig. 9 we repeat the simulation with peer RCF 
calculation. We see that the synchronization using 
peer RCF has a very smooth initial phase as the 1st 
Sync message already contains the correct 
information of RCF (by cumulative RCF) and line 
delay estimate. However, if we look at the time 
period between 20s and 40s when the frequency drift 
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in the master clock takes place, we observe a larger 
error (deviation from 0) than for the same slave in 
Fig. 8, which validates our analysis in Sect. 4.2.  
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Figure 9: Synchronization error when using peer RCF.  
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Figure 10: Synch. error with peer RCF and master RCF.  

In Fig. 10 we simulate the algorithm where peer 
RCF and master RCF are combined. We see a better 
initialization compared with the result in Fig. 8 and 
smaller error during the frequency drift compared to 
Fig. 9. This confirms the improved performance we 
expect for the combination of peer and master RCF 
calculation. 

7 CONCLUSIONS 

In this paper, we have introduced two methods that 
calculate the frequency ratio of two elements based 
on the information contained in PTP messages. The 
peer RCF calculation utilizes delay messages locally 
and leads to fast convergence. The master RCF 
calculation use Sync messages to calculate the 
frequency ratio between the grandmaster and the 
slave. It performs better when there is constant 
frequency drift in the master clock. It has been 

shown both through analysis and simulation results 
that a combination of both methods improves 
synchronization performance. Future work could 
illuminate the optimal combination of master RCF 
and peer RCF estimation for widely different system 
parameters or system requirements. 
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Abstract: Particle filters based on the Sampling Importance Resampling (SIR) algorithm have been extensively and
successfully used in the field of mobile robot localization, especially in the recent extensions (Mixture Monte
Carlo) which sample a percentage of particles directly from the sensor model. However, in the context of
vision based localization for mobile robots, the Markov assumption on which these methods rely is frequently
violated, due to “ghost percepts” and undetected collisions, and this can be troublesome especially when
working with small particle sets, due to limited computational resources and real-time constraints. In this
paper we present an extension of Monte Carlo localization which relaxes the Markov assumption by tracking
and smoothing the changes of the particles’ importance weights over time, and limits the speed at which the
samples are redistributed after a single resampling step. We present the results of experiments conducted on
vision based localization in an indoor environment for a legged-robot, in comparison with state of the art
approaches.

1 INTRODUCTION

Vision-based localization is becoming very popular
for autonomous mobile robots, and particle filters are
a successful technique to integrate visual data for lo-
calization. Due to size, cost and power consumption
limits, many robots use a camera as their only exte-
roceptive sensor; although range finders such as laser
scanners would provide more accurate measurements,
vision can often provide unique features such as land-
marks to speed up global localization.

1.1 The Platform

This work has been developed on the Sony Aibo
ERS-7 robot (Sony Corporation, 2004), which has
been one of the most popular complete standard plat-
forms adopted for robotic applications. The robot is
equipped with a 576MHz 64bit RISC CPU, 64MB of
main memory, and a low-power CMOS camera sen-
sor with a maximum resolution of 416X320 pixel.
The camera is mounted on the robot head, with 3 de-
grees of freedom in the neck; it is severely limited in
terms of resolution, field of view (56.9 ◦ horizontally),
and is affected by a significant amount of noise. The
Aibo production has been recently discontinued by

Sony, but several new commercially available robotic
kits are being introduced, such as the humanoid robot
“Nao” from Aldebaran Robotics1, with similar char-
acteristics in terms of size and power, often equipped
with embedded RISC CPUs or PDAs and inexpensive
compact flash cameras.

1.2 Related Work

Practical applications of particle filters for mobile
robot localization began with the introduction of the
Sampling Importance Resampling (SIR) filter pro-
posed in (Gordon et al., 1993), (Dellaert et al., 1999)
as an important extension of the Sequential Impor-
tance Sampling (SIS) filter (Geweke, 1989). The SIS
filter requires a huge number of particles to work,
since it does not make an efficient use of them, as
the particle location is not influenced by sensor data
in any way; the resampling step introduced in the SIR
filter acts as a kind of “survival of the fittest” strat-
egy that increases the particle density in the areas of
highest probability of the posterior distribution. How-
ever, in the context of mobile robot localization the
SIR filter suffers of two major problems: difficulty to

1http://www.aldebaran-robotics.com/
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recover in the “kidnapped robot” case (i.e. the robot
is moved by an external agent to a new location); and
filter degeneracy, where the filter performance starts
to drop instead of improving as the sensors become
“too” accurate, so that it becomes increasingly diffi-
cult to find particles close enough to the peaks of the
likelihood function. Both problems can be (partially)
eased by increasing the number of particles used, but
this increases the computational cost; a much better
solution has been proposed in (Lenser and Veloso,
2000) which samples a certain percentage of parti-
cles directly from the sensor model (“Sensor Reset-
ting Localization” (SRL)), ensuring that no measure-
ment gets lost due to a lack of particles. A more
formal representation of the sensor resetting idea has
been described in (Thrun et al., 2001) with the “Mix-
ture Monte Carlo” (MMCL) algorithm, where a small
percentage of particles are sampled from the sensor
model and receive importance weights proportional to
the process model, thus (unlike SRL localization) the
belief converges to the true posterior for an infinite
number of samples. In the context of vision based
localization on autonomous mobile robots, in (Röfer
and Jüngel, 2003) the authors presented an approach
to deal with high levels of noise/uncertainty while us-
ing a small particle set (100 samples). Their approach
keeps track of the individual importance weights of
different landmark classes, and uses this information
to constrain the maximum change of likelihood of the
particle set in a single iteration of the algorithm, thus
easily rejecting outliers in the measured data. The
proposed approach is not formally correct, as we will
show, however it provides surprisingly good results in
practice and it is very popular on the Aibo platform,
thanks also to the availability of its source code2.

2 PARTICLE FILTERS

The Particle Filter (Fox et al., 2003) is a non-
parametric implementation of the general Bayes Filter
(Thrun et al., 2005). Given a time series of measure-
ments z1:t, control actions u1:t and an initial belief
p(x0), the Bayes Filter is a recursive algorithm that
calculates the belief or posterior bel(xt) at time t of
the state xt of a certain process, by integrating sensor
observations zt and control actions ut over the belief
of the state at time t− 1. The Bayes Filter is based on
the Markov assumption or complete state assumption
which postulates the conditional independence of past
and future data given the current state xt. This can
be expressed in terms of conditional independence as

2http://www.germanteam.org/GT2005.zip

follows:

p(zt|xt, z1:t, u1:t) = p(zt|xt)
p(xt|xt−1, z1:t−1, u1:t) = p(xt|ut, xt−1) (1)

A Particle Filter represents an approximation of the
posterior bel(xt) in the form of a set of samples ran-
domly drawn from the posterior itself; such a repre-
sentation has the advantage, compared to closed form
solutions of the Bayes Filter such as the Kalman Fil-
ter (Kalman, 1960), of being able to represent a broad
range of distributions and model non-linear processes,
whereas parametric representations are usually con-
strained to simple functions such as Gaussians. In
the context of robot localization and object tracking,
particle filters are often referred to as Monte Carlo
Localization. Given a set of N samples or parti-
cles χt := x1

t , x
2
t , . . . , x

N
t , at time t each particle

represents an hypothesis of the state of the observed
system; in case of robot localization, the state space
is usually represented by the (x, y) cartesian coordi-
nates in the plane, and the heading θ. Obviously, the
higher the number of samples N , the better the ap-
proximation, however (Fox, 2003) has shown how to
dynamically adjust N . In this work we do not con-
sider dynamic adjustments in the number of samples
used, since we are interested in keeping the run-time
of the algorithm approximately constant, due to the
real-time constraints. An estimate of p(xt|ut, xt−1)

Algorithm 1 : SIR Particle Filter.

Require: particle distribution χt−1, control action
ut, measurement observation zt
for i = 1 to N do

1. Process update: update the particles’ state
as the result of the control action ut: xit ∼
p(xt|ut, xit−1)
2. Measurement update: calculate the particle
importance factors wit = p(zt|xit) from the latest
observation
Add

〈
xit, w

i
t

〉
to the temporary set χt

end for
3. Resampling: create χt from χt by drawing the
particles xit in number proportional to their impor-
tance wit. All the importance factors wt in χt are
reset to 1.

is called Process Model, while p(zt|xt) is known as
Sensor Model. χt before the measurement update
step is a sampled representation of the prior distri-
bution bel(xt). If we omit the Resampling step in Al-
gorithm 1we obtain the SIS filter. Under the Markov
assumption, current measurements are statistically in-
dependent from past measurements, as such the im-
portance factors during the Measurement update step
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can be calculated as:

wit = p(zt|xit) · wit−1 (2)

The SIS filter for localization generally performs
poorly, in fact since the importance weights are up-
dated multiplicatively, a single percept is sufficient to
set the importance of a given particle close to zero. It
has been formally demonstrated that the variance of
the importance weights in the SIS filter can only in-
crease (stochastically) over time (Doucet et al., 2000).
The SIR filter performs much better, because after the
resampling step, the particles of low importance are
discarded while the particles of high importance are
replicated and all the importance weights are reset to
1, i. e. all particles carry the same importance. Con-
sequently the distribution approximates the true pos-
terior bel(xt) = ηp(zt|xt)bel(xt).

2.1 Sampling from Observations: The
Kidnapped Robot Problem

The situation when a mobile robot is physically
moved (“teleported”) by an external agent in a new lo-
cation is known as the “Kidnapped Robot” problem.
This situation is challenging because the robot has no
information about such external action and its sensor
and control data is not in accordance with the new
state. The SIR filter as it has been presented has seri-
ous problems dealing with this situation, because it is
unlikely to find a particle in the proximity of the loca-
tion where the robot has been teleported, due to the ef-
fect of resampling which tends to concentrate the par-
ticle distribution in the area of high likelihood of the
posterior at time t− 1, which in this case corresponds
to the robot’s location prior to the teleporting action.
An efficient solution to such problem is to reverse the
Monte Carlo process (“Dual Monte Carlo”) by draw-
ing a certain percentage of the samples directly from
the measurement model instead of the prior belief dis-
tribution :

xit ∼ p(zt|xt) (3)

and calculate the importance weights from the prior
distribution (integrating the process model):

wit =
∫
p(xit|ut, xt−1)bel(xt−1)dxt−1 (4)

Dual Monte Carlo performs better than normal MCL
with very precise sensors, and can quickly recover
in case the robot is teleported, since the samples are
drawn directly from the last observations. Conversely,
it is extremely sensitive in case of high sensor noise
and performs poorly especially with ghost percepts;
for these reasons, Mixture Monte Carlo uses a small
percentage of samples which are updated using the

Dual MCL approach, and the rest are following the
normal MCL algorithm, thus combining the benefits
of both approaches. The main implementation prob-
lems of the Dual MCL approach is that it is often dif-
ficult to sample from the observation model (Equation
3), when such model does not have a closed form, and
it is both difficult and computationally expensive to
calculate the importance weights from the prior dis-
tribution (Equation 4).

3 TEMPORAL SMOOTHING
PARTICLE FILTER

Particle filters can generally deal efficiently with sen-
sor noise, provided that there is a sufficient amount
of particles (most authors suggest to use at least 1000
particles) and that the measurement model is accurate
enough. However a limit of this approach is that in
practice the Markov assumption can often be violated:
unmodeled dynamics in the environment, such as the
presence of other mobile agents, “ghost” percepts (for
example, echoes in sonar data, or incorrectly classi-
fied objects in a vision system), inaccuracies in the
probabilistic sensor and process model (slippage, col-
lisions), approximation errors due to the sampled rep-
resentation, etc.

3.1 Sensor Smoothing

In (Röfer and Jüngel, 2003) the authors proposed an
approach which can deal with highly noisy visual
measurements while using a sample set of just 100
particles, which can then be executed in real-time on
severely constrained (in terms of processing power)
mobile robots. The idea is to limit the effect of a sin-
gle measurement (which might be an outlier) on the
particle population; this is achieved by constraining
the measured importance weight w̄it for a given parti-
cle at time t to differ at most by a fixed ∆ from the
value that the particle had at time t− 1.

wit =

 (wit−1 + ∆up) if(w̄it > wit−1 + ∆up)
(wit−1 −∆dn) if(w̄it < wit−1 −∆dn)

w̄it else

(∆up = 0.01,∆dn = 0.005)
(5)

The visual features used for localization are separated
in a set of different percept classes (field lines, bor-
ders and goals are the recognized objects in (Röfer
and Jüngel, 2003)), the perceived measurements of
different classes are assumed to be statistically inde-
pendent, and each particle carries a different impor-
tance weight per percept class. Consequently, the im-
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portance weight of a particle is calculated as the prod-
uct of the weights associated to each percept class.
From a theoretical point of view, the smoothing per-
formed in Equation 5 is a violation of the Markov as-
sumption, in fact past and current measurements for
objects in the same class are correlated by this up-
date method. This can be seen as an incremental es-
timate of the importance weight of a given particle
with respect to a series of measurements of a certain
object, rather than considering each measurement in-
dependently. For this reason, this method can easily
filter noise in the measurements, as well as limit the
effects of outliers, since it takes a series of consis-
tent measurements to affect significantly the distribu-
tion. However, this approach as presented in (Röfer
and Jüngel, 2003) has some problems:
1. having ∆up 6= ∆dn introduces an unnecessary

bias in the importance weights;
2. since measurements relative to different objects

are put in the same class, and the particles keep
their “memory” indefinitely, this mechanism in-
correctly correlates measurements which should
be independent.

While fixing the first problem is trivial, the same is not
true about the second; the correct solution would be
to assign a different percept class to each perceived
object, so that they can be treated as statistically in-
dependent. This however is not always possible, be-
cause in some cases the robot is observing different
objects which are undistinguishable, like walls in vi-
sion based localization, or range measurements with
laser scanners. Thus, here we introduce an “aging
law” which fades out the memory of past measure-
ments in the importance weights, thus reducing the in-
correct correlations among percepts of the same class.
This corresponds to an assumption of temporal co-
herence of a series of measurements, i. e. we expect
“bursts” of measurements relative to a certain object
to appear for a short time. So, if we define a set Γ of
percept classes, let wi,jt be the importance weight for
the percept class j ∈ Γ relative to the i-th particle at
time t, αj ∈ [0..1] an aging factor for class j, then the
result of the aging process ŵi,jt can be calculated as:

ŵi,jt = wi,jt + (1− wi,jt ) · αj (6)

This function asymptotically fades an importance fac-
tor toward 1 (i. e. that percept class does not affect the
global importance factor of that particle), with a speed
controlled by the parameter αj , which can be set ac-
cording to the frequency of independent observations
of a given percept class. For α tending to 0, the par-
ticles keep “memory” of old percepts for a long time,
while for α tending to 1 the particle weights are re-
set in each iteration like in the SIR filter. This is also

beneficial in case a series of past measurements for a
given class resulted in a very low weight, which with-
out aging would affect negatively the global weight
of the particle, regardless of the values of the other
percept classes. Finally, after the aging step (Equa-
tion 6), given a w̄i,jt calculated from the measurement
model, we can apply the temporal smoothing step:

wi,jt =


(ŵi,jt−1 + ∆j) if(w̄i,jt > ŵi,jt−1 + ∆j)
(ŵi,jt−1 −∆j) if(w̄i,jt < ŵi,jt−1 −∆j)

w̄i,jt else

wit =
∏
j∈Γ

wi,jt

(7)

3.2 “lazy” Resampling

The main problem of the approach described in
(Röfer and Jüngel, 2003) is the resampling step: par-
ticles are copied in the new distribution χ with a fre-
quency proportional to their importance weight wit,
as in the Step 3 of Algorithm 1, but the weights wi,jt
are not reset to 1 afterward, this because otherwise it
would not be possible to use them to filter the mea-
surements at the following iterations of the algorithm.
So, supposing that a particle with importance wit is
copied ni > 1 times in the target distribution χ, the
probability density in that location will increase by a
factor of ni. Consequently, after the resampling step
the particle distribution does not approximate the true
posterior anymore: the probability density will artifi-
cially increase in areas of high likelihood, while it will
further decrease in areas of low likelihood. The re-
sult is that this filter converges very quickly and tends
to focus most of the particles around the main peak
of the probability distribution; in practice the filter
works very well as long as the noise can be filtered
by its sensor smoothing mechanism, but when there
is a high level of ambiguity in the sensor data, for ex-
ample if no unique landmark is observed in a long
time, then the particles will start to quickly oscillate
among different peaks of the true posterior distribu-
tion, rather than assume a multi-modal distribution.
This problem can be fixed however, if we know the
number of times ni that a certain particle i has been
copied. This can be used to normalize the weights in
the target distribution, so that it again approximates
the posterior:

w̃it =
wit
nit
⇒

∏
j∈Γ

wi,jt∏
j∈Γ

νit
⇒
∏
j∈Γ

wi,jt
νit

νit = c

√
nit; c = ‖Γ‖

(8)
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where, given ni and c (the number of percept classes)
we can normalize the global weight of the particle w̃it
dividing its importance weights by the coefficient νit .
As the basis for our new resampling algorithm, we
use the low variance sampler (Thrun et al., 2005).
The low variance sampler has several advantages over

Algorithm 2 : Low Variance Sampling.

Require: proposal particle distribution χ̄t, impor-
tance weights Wt, number of particles N
χt = ∅
r = rand(0;N−1)
c = w1

t

i = 1
for m = 1 to N do
U = r + (m− 1) ·N−1

while U > c do
i = i+ 1
c = c+ wit

end while
add xit to χt

end for
return target distribution χt

the independent random sampler described in the ba-
sic SIR filter algorithm: it has O(N) complexity (in-
stead of O(Nlog(N))), it guarantees that if all parti-
cles have the same importance, χt is the same as χ̄t,
and most importantly for us, it covers the set of sam-
ples systematically, making it much easier to track the
values ni to use for normalization. At this point, we
can introduce a new technique, that here we will call
“lazy resampling”, to enforce temporal coherence in
the particle distribution: we can clip the number of
new samples in the target distribution χ which can be
generated from a single particle in the proposal dis-
tribution χ̄ to be at most a chosen n̄max ∈ [1..N ].
The idea is to reduce the effect of a single resampling
step on the particle distribution: if a robot is well lo-
calized and it is not teleported, we would expect that
the peaks of the posterior distribution at time t are
close to the position they had at time t − 1, factoring
in the odometry data in the process update step. Es-
pecially when drawing some samples from the mea-
surement model, as in the Sensor Resetting / Mixture
Monte Carlo approaches described, a few bad mea-
surements would move many particles away from the
area of high likelihood, degrading the performance of
the filter; by setting a limit to the number of times
that a single particle can be copied as a consequence
of resampling, we are reducing the effects of outliers
on the particle distribution. The downside is that, in
case the robot is really teleported, our filter would be
slower in relocating most of the particles in the new

area of high likelihood: the robot would still relocate
its estimate quickly, because of the update in the par-
ticle importance weights, but there would be initially
less resolution in the area where the robot has been
teleported. Thus, it is necessary to set a value of n̄max
as a compromise dependent on the frequency of robot
teleports and the amount of sensor noise and ambigu-
ity. For n̄max = 1, a particle in χ̄ is copied unaltered
in χ, as such the SIS filter can be seen as a special case
of our lazy resampling; at the other end of the spec-
trum, setting n̄max = N results in no limitations in
the effects of resampling, so our filter behaves exactly
like a SIR filter. Algorithm 3 describes a possible im-
plementation, r is used to calculate how many times a
certain particle should be copied in the target distribu-
tion based on its importance weight; such number is
clipped to a maximum resample limit of n̄max. Par-
ticles of low weight (n < 1) are copied in the target
distribution starting from the end of the list (indexed
by j), so that they can be overwritten by the more im-
portant particles, which are copied starting from the
beginning of the list (indexed by i).

Algorithm 3 : “Lazy” Resampling.

Require: proposal particle distribution χ̄t, impor-
tance weightsWt, number of particlesN , resample
limit n̄max
χt = ∅
i = 1
j = N
r = N∑

i
wi

t

for m = 1 to N do
n = min(br · wmt c; n̄max)
if n > 0 then

normalize w̃mt = wm
t

n
for z = 1 to n do

add xmt , w̃mt to
〈
χt, W̃t

〉
in position i

i = i+ 1
end for

else
if j > i then

add xmt , wmt to
〈
χt, W̃t

〉
in position j

j = j − 1
end if

end if
end for
return target distribution

〈
χt, W̃t

〉
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4 EXPERIMENTS AND RESULTS

In the following experiments, we will evaluate the
performance of our new approach (from now on
referred to as Temporal Smoothing Monte Carlo
“TSMCL”) which uses our sensor smoothing with ag-
ing (Equations 6,7) and the lazy resampling strategy
described in Algorithm 3. We compare it with a SIR
filter with Sensor Resetting, and the approach de-
scribed in (Röfer and Jüngel, 2003) (here for conve-
nience referred to as Sensor Smoothing Monte Carlo
“SSMCL”).

4.1 Test Environment

The robot is placed in a soccer field whose size is
6m×4m, where it can recognize 4 unique landmarks:
2 goals (1 yellow, 1 blue) and 2 cylindrical beacons
(yellow on blue, and blue on yellow). The position
of the landmarks on the map is known to the robot.
Additionally, the robot can recognize non unique fea-
tures such as the white lines on the field, and the inter-
sections where the lines meet (see Figure 1). Since the

Figure 1: Test environment: a yellow and a blue goal, two
colored beacons (on the middle line), two robots and an or-
ange ball.

environment is color coded, the vision system, simi-
lar to the approach described in (Nisticò and Röfer,
2006), uses color based image segmentation. The vi-
sion and localization systems run at 30 frames per sec-
ond.

As can be seen in Figure 2, the measurement error
is high (especially the measured distance error grows
almost exponentially with the distance to the observed
object), due to the low resolution of the camera and
the fact that the camera pose in space can only be
roughly estimated. In fact the camera is mounted on
the head of the robot, it has 3 degrees of freedom and
due to the narrow field of view, it has to constantly
scan around at high angular velocity. Moreover, the
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Figure 2: Landmark Measurement error. The bearing (de-
grees) and distance (mm) errors are plotted as a function of
the perceived distance.

height of the neck on which the camera is mounted is
not constant since the robot uses legged locomotion,
and it can only be approximately estimated through
kinematic calculations from the servos’ encoders in
the robot legs. For these reasons our sensor model
calculates the measurement error in terms of hori-
zontal angle (bearing) and vertical angle (depression)
to the observed object. This has the advantage that,
while the distance error grows more than linearly with
the real distance to the object, the vertical angle er-
ror variance is approximately constant. We assume
the horizontal and vertical angle error components to
be independent, and use gaussian likelihood functions
to model each component, with different constants
σjhorizontal, σ

j
vertical, j ∈ Γ for each percept class.

Field lines and their intersections (crossings) due to
their small size can only be recognized reliably up to
a maximum distance of approximately 800mm; for
these non-unique features we adopt a closest point
matching model (with pre-computed lookup tables)
as described in (Röfer and Jüngel, 2003). Due to the
different measurement errors (see Table 1) and fre-
quency of detection, we distinguish our percepts in 3
different classes: Γ = {Beacons,Goals, Lines}.
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Table 1: Measurement error. ρ represents the distance error,
in expressed in mm; α the bearing error, in deg..

Percept Class µρ σρ µα σα
Beacons 162.7 178.5 3.2 3.1
Goals 708.5 1294.6 4.6 4.8
Lines 122.6 215.8 3.1 3.5

All three localization algorithms use overall 100
particles, draw a small percentage of them directly
from observations, and are executed in parallel in real-
time on our test platform. The locations for such sam-
ples are calculated from landmarks via triangulation
or using two bearings and two distances; for this pur-
pose, the location of seen landmarks is retained for
5 seconds and updated using odometry information.
Additionally, line crossings are classified as T-shaped
or L-shaped, and samples are drawn from all possi-
ble locations which match the seen shape (8 at most,
for L-shaped crossings, hence we use a mixture with
8% of particles drawn from observations), and two
further possible poses are found if the center circle is
seen. To provide ground truth to evaluate the localiza-
tion performance, we use an external vision system
based on a ceiling-mounted camera which is able to
track the robot position at 25 frames per second with
a maximum error of 40mm (position) and 2 ◦ degrees
(heading). The process model updates the particle
positions based on odometry data which is provided
by the robot’s motion module; the odometry error is
modeled as a bi-dimensional gaussian with the ma-
jor axis parallel to the direction of movement, and an
independent gaussian represents the heading error.

4.2 Experiments

In the static localization case, with the robot hav-
ing unlimited time to reach a specified position on
the field, all three approaches are able to localize the
robot with a position error below 7 cm and heading
error below 3 degrees, and in this situation it is not
possible to make an analysis of the relative perfor-
mance, due to measurement errors in the ceiling cam-
era system providing ground truth and the fluctuations
derived from the randomized nature of the localiza-
tion algorithms employed. So in the following exper-
iments, we will analyze the accuracy of localization
while the robot runs around the field: in the first half
of each experiment the robot will be allowed to look
around to see unique landmarks, in the second half it
will be chasing a ball looking only at it, hence see-
ing landmarks only occasionally, having to rely on
non-unique features such as lines and crossings for
localization. In the first experiment, we want to il-

lustrate the effects of our lazy resampling, by com-
paring the performance of our algorithm for different
values of the resample limit n̄max: 8 (the experimen-
tally derived optimum for our application), 15 and
30 (for all practical purposes, equivalent to “unlim-
ited”, given a set of 100 particles). As can be seen
in Figure 3, all three versions localize about at the
same time (≈ 180 frames or 6 seconds), then they
perform equally well, as long as the robot receives
reasonably good percepts. However, in the situations
where the robot looks only at the ball for a long time,
the version with n̄max = 8 performs much better, be-
ing more effective in smoothing the noise and resolv-
ing ambiguities by keeping more particles in the areas
where the robot was previously localized. In the sec-
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Figure 3: Resample limit comparison (Test 1). x-axis: time
(frames); y-axis: position error. At frames 2900-3950 and
4700-5100 the scarcity of unique features and the odometry
errors make the localization jump to a wrong location.

ond experiment, we compare our TSMCL algorithm
with n̄max = 8 to the state of the art approaches. In
the first half of the experiment, all systems perform
equally well, with TSMCL and SIR nearly identical
and SSMCL slightly worse but within the limits due
to random factors. When the robot starts to chase
the ball however (after frame 3000), SIR and SSMCL
start to oscillate much more (Figure 4). Our third test
is similar to the second, but it represents a worse sce-
nario since this time the beacons (which are the best
landmark, in terms of measurement error and ease of
detection) are removed. The results presented in Fig-
ure 5 show our approach clearly outperforming the
others. The run-time of all 3 algorithms is 3−5ms per
frame, depending on the number and type of percepts
seen. We could not measure significant differences in
the time taken to globally localize and recover from
kidnapping (2− 6s in all cases).

TEMPORAL SMOOTHING PARTICLE FILTER FOR VISION BASED AUTONOMOUS MOBILE ROBOT
LOCALIZATION

99



0

1000

2000

3000

4000

5000

6000

1 228 455 682 909 1136 1363 1590 1817 2044 2271 2498 2725 2952 3179 3406 3633 3860 4087 4314 4541 4768 4995 5222 5449 5676 5903 6130

SIR TSMCL SSMCL

(a)

First Half Overall
µ σ max µ σ max

TSMCL 144.8 62.8 430 323.6 503.0 4864
SSMCL 201.9 130.3 813 444.1 553.1 2875
SIR 146.2 76.1 548 436.7 897.1 5195

(b)

Figure 4: Localization algorithm comparison (Test 2). x-
axis: time (frames); y-axis: position error.
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Figure 5: Localization algorithm comparison (Test 3). x-
axis: time (frames); y-axis: position error.

5 FUTURE WORK

We have presented an extension of Monte Carlo
Localization which exploits temporal smoothing to
improve localization accuracy in presence of high
amounts of noise and sensor ambiguity. In the fu-
ture we would like to apply our algorithm to multi-
object tracking, where its use of temporal coherence
could allow it to “keep memory” of multiple modes
in the distribution more effectively than normal parti-

cle filters, making it a good candidate to compete with
banks of multiple filters with degrees of association.
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Abstract: Indoor structured environments contain an important number of planar surfaces and line segments. Using
these both features in a unique map gives a simplified way to represent man-made environments. Extracting
planes and lines by a mobile robot requires more than one sensor: a 3D laser scanner and a camera can
be a good equipment. The incremental construction of such a model is a Simultaneous Localisation And
Mapping (SLAM) problem: while exploring the environment, the robot executes motions; from each position,
it acquires sensory data, extracts perceptual features, and simultaneously, performs self-localisation and model
update. First, the 3D range image is segmented into a set of planar faces which are used as landmarks. Next,
we describe how to extract 2D line landmarks by fusing data from both sensors. Our stochastic map is of
heterogeneous type and contains plane and 2D line landmarks. At first, The SLAM formalism is used to build
a stochastic planar map, and results on the incremental construction of such a map are presented, further on,
heterogeneous map will be constructed.

1 INTRODUCTION

Simultaneous Localisation and Mapping is a funda-
mental technology for autonomous mobile robots. A
robot needs a description of his environment. Maps
are required for self-localisation, for motion planning,
etc. In this article, we deal with the on line learning of
such maps for a structured (man-made) environment
supposed unknown.

Using the SLAM algorithm, the robot performs
a complex process, including the execution of mo-
tions, the acquisition of sensory data, data associa-
tion between these sensory data and the current world
model, estimation of the robot pose using these as-
sociations and finally, the incremental construction of
the map. It has to take into account many geomet-
ric constraints, and many sources of errors. Essen-
tially, the robustness to achieve this task depends on
the robot capabilities to extract pertinent information
(called Landmarks) from sensory data coming from
embedded sensors. The robot starts up from an ini-
tial position without any a priory knowledge about
landmarks: by use of relative measurements on land-
marks, the robot estimates its pose and poses of the
landmarks in an absolute frame, generally selected as
the initial pose of the robot. When moving, the robot
updates the landmark map and exploits it to produce
an estimate of its pose. The delivered map can be of

intuitive representation for humans or not. In the liter-
ature we can find three main types of maps. Topolog-
ical, metric and hybrid maps. Atopologicalmap can
be seen as an abstract representation describing re-
lations between environment areas (typically, rooms
or corridors). Such maps are well adapted for route
planning, the selection of the best strategy for mo-
tions between areas. Their main drawback is the ab-
sence of geometric information. On the contrary, a
metricmap provides a (detailed) geometric represen-
tation of the environment; it gives explicit metric in-
formation (lengths, widths, positions, etc.), generally
expressed with respect to a global reference frame.
The third class is theAtlas which is aHybrid metri-
cal/topological approach to SLAM capable to achieve
efficient mapping of large-scale environments (Bosse
et al., 2003).

SLAM has been an active research topic for more
than twenty years; many works from Durrant-White,
Tardos, Nebot, Dissanayake, Feder, Leonard, New-
man, Rencken. . . aim to develop generic tools, based
on the formalism ofstochastic maps proposed by
(Smith et al., 1990). The majority of these works have
focused on the estimation methods required in order
to maintain estimates of the robot pose and of land-
mark attributes in a consistent stochastic map. The
extended Kalman Filter (EKF) was initially proposed
as a mechanism that allows the incremental fusion of

101



information acquired by the robot; later, other meth-
ods have been exploited successfully (information fil-
ter, particle filter etc.), especially in the FastSLAM
method, proposed by (Thrun et al., 1998). A well de-
tailed state of the art can be found in (Durrant-Whyte
and Bailey, 2006).

These approaches have been validated mainly by
constructing 2D representations (2D segment maps
etc.) of indoor environment from laser data acquired
typically by SICK range finders. Recently, 3D SLAM
draws attention. (Takezawa et al., 2004) describes a
SLAM framework based on 3D landmarks. (Jung,
2004) constructs a 3D map from interest points in
outer environment using stereo vision data; (Sola
et al., 2005) builds such maps using only monocu-
lar vision. These sparse representations allow essen-
tially the robot to locate itself. Our work is focused
on the construction of surface model in indoor envi-
ronment, where many planar surfaces (ceiling, floor,
walls, doors etc.) can be used as landmarks. Our
goal is to produce a geometric stochastic map made
of 3D planar features. In the same area, let us cite
the preliminary contribution of (Nashashibi and Devy,
1993), with an off line validation from a limited num-
ber of range images, and the works of (Thrun et al.,
2000) based on the exploitation of two laser ranger
finders to acquire measurements on horizontal and
vertical planes and to produce a dense model of 3D
points, from which a mesh can be constructed a pos-
teriori. (Abuhadrous et al., 2004) developed a sim-
ilar approach to model urban sites using GPS to lo-
calise the vehicle. Finally using only monocular vi-
sion, planes are extracted by using homographs and
fused by a SLAM approach in (Silveira et al., 2006).

While the algorithm of SLAM is well known and
studied, using new sensors and robust features extrac-
tion remains an open topic. Sensors’ data fusion is
an interesting approach to overcome the deficiency of
each sensor and to obtain more sophisticated and ac-
curate results. In this paper, we present a novel type of
Heterogeneousmulti-feature metric maps. Our map
contains two types of features: 3D Planes and 2D
lines attached to these planes. While planes are ex-
tracted from 3D point cloud issue from 3D laser scan-
ner, the 2D lines are extracted by fusing data from the
laser scanner with image data from a camera.

In the section 3 we give details about features ex-
traction: planar features from range images, and 2D
line segments from both laser and camera data. Then
in section 4, we define our heterogeneous map which
contains plane and 2D line landmarks. Next in section
5 we adapt the slam algorithm for both of used fea-
tures. Finally in section 6, experimental results using
our mobile robot (Jido) are discussed, before summa-

rizing our contribution and presenting current works
in section 7.

2 NOTATION

As we use many reference frames and two features, it
is useful to summarise used notations. LetR1,2 and
t1,2 be the rotation matrix and the translation vector
from reference frame 1 to frame 2. For a 3D point
represented byP1 in the frame 1 and byP2 in the
frame 2, we have:

P1 = [x1 y1 z1]
T (1)

P1 = R1,2 P2 + t1,2 (2)

Used Frames.

• R sk : SICK frame.

• R c : camera frame.

• R r : robot frame.

• Rw : global (world) frame.

• R p : plane landmark local frame.

The transformations between these frames are
given by the following matrices and vectors:

• Rr,sk andtr,sk : from robot to SICK frames.

• Rr,c andtr,c : from robot to camera frames.

• Rw,r andtw,r : from world to robot frames.

• Rw,p and tw,p : from world to plane landmark
frames.

The robot pose is defined by(xv,yv,θv)
T in the

world frame.

3 FEATURES EXTRACTION

We detail in this section the extraction of used land-
marks from sensory data.

3.1 Plane Extraction

3D laser scanner provides range images with thou-
sands of 3D points. Segmenting the range image
means how to divide it into features, i.e. how to bind
each point with a label identifying to which feature it
belongs, so that points of the same plane have all the
same label. For a mobile robot, segmenting range im-
ages is a difficult topic, because the robot does not
know a priori what is seen in the scene; moreover
segmentation process must be robust in presence of
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non-planar or non static objects and in spite of mea-
surements’ noises. The planar segmentation has been
well studied in computer graphics in order to perform
real-time rendering of complex models (Heckbert and
Garland, 1997). A major difference exists between
robotics and computer graphics. Data in robotics are
issued from sensors and hence they are erroneous,
while models in computer graphic are supposed to be
without errors.

(Hähnel et al., 2003) proposed a simplification
algorithm adapted to robotic context. They extract
planes by using an approach of typeregion-growing
by starting from an arbitrary point, then try to enlarge
the region in all directions. (Weingarten, 2006) pro-
posed some improvement to this algorithm by starting
region seedfrom the most flat point in the cloud (min-
imum local error), and by profiting from the struc-
ture of the range image to simplify the research of
neighbour points. Our approach is based on these two
works, with some differences in the choice of plane’s
parameters and the method of their estimation.

3.1.1 Plane Equation

A plane can be represented by three parameters: the
distance from the originρ and two angles. Letϕ be
the angle between the projection of the plane normal
on the OXY plane and the axis

−→
OX, and letψ be the

angle between the plane normal with the axis
−→
OZ. The

plane equation is then:

cosϕ sinψ x+sinϕ sinψ y+cosψ z+ ρ = 0 (3)

The vector(ρ ϕ ψ)t will be used as the minimal
parametric representation of a plane.

3.1.2 Estimation Process

Kalman Filter is a recursive estimator : to estimate
the current state, only the previous state and the ac-
tual measurements are required. The observation his-
tory is not needed. In the Extended Kalman Filter
(EKF), the dynamic and observation models could be
non-linear functions. To estimate the parameters of a
plane we use and EKF. We consider that each point
belonging to a plane as an observation of this plane.
We detail the estimation process in (Zureiki and Devy,
2008).

3.1.3 Choice of Plane Landmark Local
Reference

Let P be a plane landmark defined by its parameters
(ρw,ϕw,ψw) in the global frameRw. We are looking
for a orthonormal frame of this plane. We choose the
projection of the originOw on the planeP as an origin

Op of local frame, and the axisZp to be parallel to the
normal vectorn. We need to choose the axisXp. Let
−→
iw ,

−→
jw,

−→
kw be the unit vectors of axesOwX,OwY,OwZ

respectively, and
−→
ip ,

−→
jp,

−→
kp be unit vectors of wanted

axesOpXp,OpYp,OpZp respectively.

−→
ip =

[

sinϕw −cosϕw 0
]T

(4)

This vector can be interpreted as the unit vector
of direction of the intersection line between the plane
P and the planeZ = 0 (if they are not parallel). The
rotation matrix from global to the local references is:

Rw,p =





sinϕw cosϕwcosψw cosϕwsinψw
−cosϕw sinϕw cosψw sinϕwsinψw

0 −sinψw cosψw





(5)

and the translation vector is:

tw,p = ρw





cosϕwsinψw
sinϕwsinψw

cosψw



 (6)

3.2 2D Line Landmark Extraction

By mean of a camera we extract 2D segments in the
image. These segments can be interpreted as the pro-
jection of 3D Lines (or more generally Planes) onto
the image plane. The first idea to come is to use
the 3D Lines as a second type of landmarks in the
stochastic map. To define a 3D line we need to de-
fine two planes. Using the camera, we can obtain one
of them, so we need to use the 3D laser to define the
other plane. By fusing the data of both sensors we
can extract 3D lines in the scene. For representation
reasons, we will consider the 3D line as 2D line at-
tached to a holding plane. The holding plane is define
by the laser data (as describe in 3.1). This represen-
tation seems reasonable, because the 3D line may be
either a corner (intersection of two planes) or the bor-
ders of a poster fixed on a wall for example, and in
both cases a 2D line in the local plane frame is suffi-
cient to totally define it. As a result, we need to add to
the map only the parameters defining a 2D line in the
plane landmark frame. Therefore, the second type of
Landmarks for us isa 2D Line attached to a Plane
Landmark.

3.2.1 Advantages of Data Fusion

Data fusion is the technique of combining data from
multiple sensors or information from different sources
to achieve more specific inferences than could be
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reached by using a single independent sensor. Fused
data provide several advantages over single sensor
data (Hall and Llinas, 2001). First, if several identical
sensors are used, combining the observations will re-
sult in an improved estimate of the observed quantity.
A statistical advantage is gained by adding N indepen-
dent observations. The same result could be obtained
also by combining N observations from an individ-
ual sensor. A second advantage involves using the
relative placement of multiple sensors to improve the
observation process. For example, two sensors (cam-
era) that observe the same object can coordinate to
determine the 3D position of the object by triangula-
tion (stereo vision). A third advantage of using mul-
tiple sensors is improved observability. For a robot
equipped by a 3D laser scanner and a camera, the
laser scanner can accurately determine the range of
an obstacle (wall for example), camera can determine
the visual properties of the obstacle but can not deter-
mine its range. By using the camera we can recognise
whether the robot is in front of a wall or a closed door.
If these two observations are correctly associated, the
combination of the two sensors provides a better lo-
calisation than could be obtained by either of the two
independent sensors.

In our work, we use the 3D laser scanner to extract
planes from the 3D range images. A camera is used to
extract 2D lines in images. By combining the camera-
laser data, we define a new landmark as : 2D line
attached to a 3D plane landmark. This 2D line land-
mark could be seen as graduations on a ruler, while
the ruler defines the plane in the 3D space, the gradua-
tions on it define more information with respect to the
ruler plane. So with these two landmarks, a robot can
be localised with respect to a plane and with respect
to the graduations (2D line landmarks) on this plane.
The importance of such landmarks can be more illus-
trated in a long corridor formed with two walls (and
eventually with closed doors). Using only plane land-
marks will lead to only two parallel planes. Using a
camera to extract 2D lines in the image (may be bor-
ders of a poster fixed on the wall, or the borders of a
door), and fusion laser-camera data will provide a 2D
line fixed on the wall in a precise position. The robot
will be localised with respect to both plane and line:
the plane will help to find latitude information, while
the 2D line will add longitude information.

3.2.2 2D Line Extraction in Images

We use a traditional method of line extraction in im-
ages. It begins by a Canny filter to extract the contour,
then we use a polygonal approximation to estimate
the line passing through adjacent contour points. A
phase of post processing is necessary to merge simi-

lar segments and to remove very small ones.

3.2.3 Interpretation Plane

For a line segmentlI in the image, the associatedIn-
terpretation planeis the plane passing through this
2D line and the centre of projection (viewpoint) of
the camera. The normal vector of this plane can be
calculated only based on intrinsic parameters of the
camera (αu,αv,u0,v0) and the data image of the seg-
ment. In fact, let(δI ,γI ) be the 2D line parameters
of the infinite line holding the 2D segmentlI , where
γI is the angle with the axisu andδI is the distance
from the origin. The 2D line equation is in the image
reference frame:

cosγI u+sinγI v− δI = 0 (7)

Then using camera coordinates:

cosγI (αu
xc

zc
+u0)+sinγI (αv

yc

zc
+v0)− δI = 0 (8)

we obtain:

αucosγI xc + αvsinγI yc+
+(−δI +u0cosγI +v0sinγI ) zc = 0 (9)

The normal vector in the camera reference frame
is given by:

nc =





αu cosγI
αv sinγI

−δI +u0cosγI +v0sinγI



 (10)

and the distance to the origin in camera framedc = 0.
The interpretation plane in the robot, world, plane

landmark frames is noted respectively by:(nr ,dr),
(nw,dw) and(np,dp). We note also:















nc = [nc,x nc,y nc,z]
T

nr = [nr,x nr,y nr,z]
T

nw = [nw,x nw,y nw,z]
T

np = [np,x np,y np,z]
T

(11)

3.2.4 The 2D Line in the Plane Landmark
Frame

The interpretation plane in the plane landmark frame
is given by:















np = RT
w,p Rw,r Rr,c nc

dp = dc− tT
r,c Rr,c nc− tT

w,r Rw,r Rr,c nc

+tT
w,p Rw,rRr,c nc

(12)
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Figure 1: A 2D Segment in image and its corresponding 2D
Line Landmark attached to the Plane Landmark.

Hence, we obtain the normal vector and the dis-
tance from the origin(np,dp) of the interpretation
plan in the plane landmark frame. The 3D line of
the intersection between the interpretation plane with
the planezp = 0 can be seen as 2D line in the plane
OpXpYp, therefore, the 2D line landmark equation in
the plane landmark frame is:

nx,p xp +ny,p yp +dp = 0 (13)

4 THE STOCHASTIC MAP

Indoor environment can be considered (in a simpli-
fied way) as a set of planar surfaces which we choose
as landmarks for the SLAM algorithm. Attached to
these plane surfaces we consider another type of land-
marks: the 2D lines.

The SLAM algorithm maintains a representation
of both the environment state and the robot state. Dur-
ing the robot displacement, it uses its sensors to ob-
serve the surrounding landmarks. The system state at
timek, X(k), is composed of the robot stateXv, and of
nf vectors describing the observed landmarks,Xi(k),
i = 1, . . . ,nf .

X(k) = [XW
v X1 . . . Xnf ]

T (14)

whereXi is the state of a landmarki either in the
global frameRW if it is a plane landmark or in hold-
ing plane frame if it is a 2D line landmark. We can
rearrange the system state vector so that we group the
states of landmarks in one termXm(k) :

X(k) =

[

XW
v

XW
m

]

(15)

The robot state at timek can be determined by its
position and orientation in the space. The robot state
vector is defined by:Xv(k) = [xv(k),yv(k),θv(k)]T .
Each planar surface (wall, ceiling, floor etc.), is con-
sidered as an infinite plane defined by three parame-
ters Xπ, j(k) = [ρ j(k),ϕ j (k),ψ j (k)]T . Each 2D Seg-
ment is considered as an infinite line in the holding
plane landmark and is defined by means of two pa-
rametersXL,i(k) = [δi(k),γi(k)]T . Of course, a plane
landmark can contain many 2D line landmarks, but a
2D line landmark can not exist alone without a hold-
ing plane landmark. Our stochastic map is then an
heterogeneous map, as it has two types of landmarks.

5 THE SLAM ALGORITHM

We detail the main steps in the SLAM algorithm
adapted to the used landmarks.

5.1 Prediction

The prediction phase of the extended Kalman filter
uses the dynamic model of the robot to produce an
estimate of the robot motionXv(k|k− 1), at timek
knowing all the information until timek−1, and the
control inputu(k):

X̂v(k|k−1) = f (X̂v(k−1|k−1),u(k)) (16)

We can write the prediction phase of the filter as:

[

X̂v(k|k−1)
X̂m(k|k−1)

]

=

[

f (X̂v(k−1|k−1),u(k))
X̂m(k−1|k−1)

]

(17)

The covariance matrix must propagate through the
robot model in this phase. The extended Kalman filter
linearise the propagation of the uncertainty around the
current estimatêX(k−1|k−1) by using the Jacobean
∇X f (k) of f at X̂(k−1|k−1). Q(k) is the covariance
of the error.

P(k|k−1) = ∇X f (k) P(k−1|k−1) ∇X f T(k) +Q(k) (18)
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For the SLAM algorithm, this phase can be sim-
plified thanks to the hypothesis that the landmarks
are fix. This let us reduce the calculation complex-
ity of the prediction covariance to only the calcula-
tion of covariance of robot pose and cross-covariance
between the robot and the map (Williams, 2001).

5.2 Observation of 3D Plane
Landmarks

For plane landmarks, the innovation function is:

ν = Z(k)− Ẑ(k|k−1) (19)

where:

• Z(k) : the current measurement, i.e. the ex-
tracted planes from the 3D range image in the
robot frame, with a covariance matrixR(k).

• Ẑ(k|k−1) : estimation of measurement, i.e. how
the plane landmarks in the stochastic map are po-
sitioned with respect to the current robot pose in
robot frame. Hence the measurement estimation
is a function of the predicted state of the system:

Ẑ(k|k−1) = h(X̂(k|k−1)) (20)

Measurement Estimation. In the case of plane/plane
fusion: Let (ρw,ϕw,ψw) and (ρr ,ϕr ,ψr ) be the param-
eters of a plane in the global and robot frame respec-
tively. For a robot moving on horizontal floor, the
relation between a plane parameters in the global and
robot frame is:











ρr = ρw−cosϕwsinψw xv
−sinϕwsinψw yv

ϕr = ϕw−θv
ψr = ψw

(21)

Then, the observation prediction of a plane land-
mark relatively to the robot frame:

Ẑ(k|k−1) =





ρ̂r(k|k−1)
ϕ̂r(k|k−1)
ψ̂r(k|k−1)



 (22)

5.3 Observation of 2D Line Landmarks

The procedure of updating the stochastic map is the
following: First we update the plane landmarks using
only the 3D laser data. Then, we update the 2D line
landmarks on each plane.
Innovation Function. With 2D line landmarks at-
tached to plane landmarks, the innovation function is
written:

ν = Z(k)− Ẑ(k|k−1) (23)

where:

• Z(k) : the current measurement of the 2D line
landmark attached to a plane. In reality, we obtain
this measurement by fusing 3D laser and camera
data. Hence the current measurement is a function
of the system state. This measurement is in plane
landmark local frame.

Z(k) = h(X̂(k|k−1), Image) (24)

• Ẑ(k|k−1) : estimation of measurement, i.e. how
the 2D line landmarks attached to a plane land-
mark are positioned in the local plane frame. In
fact, the 2D line landmarks are fix with respect to
the plane holding them

Ẑ(k|k−1) = Ẑ(k−1|k−1) (25)

Innovation Covariance Matrix.

S(k) = Pii (k|k−1)+ R(k) (26)

wherePii (k|k−1) is the covariance matrix of the
2D line landmarki, andR(k) is the covariance matrix
of the current measurement. See the previous note,
we write:

Z(k) = h(X̂v(k|k−1), X̂ j(k|k−1), XI (k)) (27)

whereX̂ j(k|k−1) is the predicted state of holding
plane landmark, andXI (k) is the camera data (image
2D line parameters) with a covariance matrixΛI .

With ∇vh, ∇ jh and∇I h are the Jacobians of the
functionh with respect to the robot, plane landmarkj
and 2D line in ImagelI respectively, we have:

R(k) = ∇vh Pvv ∇vhT + ∇vh Pv j ∇ jhT

+∇ jh P j j ∇ jhT + ∇ jh PT
v j ∇vhT

+∇I h ΛI ∇I hT
(28)

In this last equation, we identify clearly the role
of camera data which are not correlated to laser data.
This allows us to justify our choice for 2D Line Land-
marks attached to plane landmark. In spite of the intu-
itive idea that the 2D line landmark will be correlated
to the plane landmark holding it, a part of data (cam-
era data) defining the 2D line is not correlated with
the data defining the holding plane. This proves that
the two landmarks are not correlated.
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Figure 2: The mobile robot Jido.

5.4 Update

Once an observation is associated to a landmark in the
map, the estimate of system state can be updated us-
ing the gain matrixW(k). The gain matrix provides
a weighted sum of the prediction and observation,
and is calculated based on the innovation covariance
matrix S(k), and the prediction of covariance matrix,
P(k|k− 1). The weighting factor is proportional to
P(k|k− 1) and inversely proportional to innovation
covariance (Smith et al., 1990). This can be used to
update the system state vectorX̂(k|k) and its covari-
ance matrixP(k|k).

X̂(k|k) = X̂(k|k−1)+ W(k)ν(k) (29)

P(k|k) = P(k|k−1)−W(k)S(k)WT(k) (30)

where

W(k) = P(k|k−1) ∇XhT S−1(k) (31)

6 IMPLEMENTATION AND
RESULTS

We used in the experiments our robot JIDO (figure 2).
It has (among other sensors) a SICK LMS-200 Range
finder fixed on a rotating axis installed ahead, a stereo
rig on a pan/tilt.

The 3D scannerlaser has an angular resolution
of 0.5◦, with a field of view of 180◦ which gives 361
points perscan. For the rotation of scanner around
the horizontal axis, we choose to make steps of 0.01
Rad (≈ 0.57◦) and to rotate thescannerbetween
−0.3 Rad (≈ −17◦) and 1.4 Rad (≈ 80◦), which

Figure 3: Experimental Results.

Figure 4: Plane Landmarks and some 2D Line Landmarks
attached to them.

includes 171 scans. The produced range image is
composed of 171∗ 361 = 61731 points. The left
camera of the stereo rig is used to acquire images.

The robot did a tour in our laboratory, it moves
and halts, takes measurements, then it advances
again. It has made a tour in a corridor and did a
half turn to return to the point of departure, making
in all 12 displacements. We implement a classical
EKF SLAM algorithm. The incremental construction
of the map of the corridor is illustrated (partially)
in the figure 3, where we choose to print only the
points belonging to each planar facet in the stochastic
map. The points of each plane are assembled from
the successive fused planes’ points. The texture
was mapped onto the planes using a homography
transformation from initial image and a virtual image
placed on the plane.

Figure 4 represent an image with the extracted 2D
line segments, and figure 5 represents 3D planes ex-
tracted from laser scanner and on which are attached
to some 2D line landmarks coming from the fusion
algorithm explained in this article. For now only
plane landmarks are added to the stochastic map, the
addition of 2D line landmarks is under construction.
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Figure 5: Image with the extracted 2D line Segments.

7 CONCLUSIONS

This paper has described an heterogeneous 3D
stochastic map building using a SLAM method. The
map has 3D plane landmarks and 2D line landmarks.
Features extraction is detailed with the emphasis on
the fusion of laser and camera data to obtain 2D line
landmarks. Preliminary results on 2D line landmarks
was presented, as well as a map reconstructed only
with planar landmarks. The current work is to achieve
the building of the heterogeneous map.

Adding 2D lines to planes has two major bene-
fits: make the map more rich for navigation, and at
the same time enforce the phase of data association of
plane landmarks.

Due to the acquisition time using the laser scanner
sensor, the robot must stop during the scanning: the
same method will be applied with continuous acquisi-
tion made from a PMD sensor (Swiss Ranger from the
CSEM company) mounted on the mast of our robot.
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Abstract: In the robotics field, a lot of attention is given to the complexity of the mechanics and particularly to the
number of degrees of freedom. Also, the oscillatory recurrent neural network architecture is only considered
as a black box, which prevents from carefully studying the interesting features of the network’s dynamics. In
this paper we describe a generalized teacher forcing algorithm, and we build a default oscillatory recurrent
neural network controller for a vehicle of one degree of freedom. We then build a feedback system as a
constraint method for the joint. We show that with the default oscillatory controller the vehicle can however
behave correctly, even in its transient time from standing to moving, and is robust to the oscillatory controller’s
own transient period and its initial conditions. We finally discuss how the default oscillator can be modified,
thus reducing the local feedback adaptation amplitude.

1 INTRODUCTION

Central Pattern Generators (CPG) are biological pe-
riodic oscillatory neural networks responsible for a
wide range of rhythmic functions. They can be made
of endogeneous oscillatory neurons connected to non
oscillatory ones or from the sole interaction between
non oscillatory neurons.

Particularly, they are a great source of inspiration
in the robotics field, for the control of joints in loco-
motion. In general, an oscillatory network controls a
joint angle in both directions, and the phase relation-
ships needed between all joints arise from the cou-
pling between the different networks.
The needed parameters for an artificial Recurrent
Neural Network (RNN) to have a periodic oscillatory
behavior cannot be measured experimentally. This
network is most of the time a relatively simplified
model of its biological counterpart when available.
Only clinical temporal data of joints kinetics and
kinematics can be of use, where however it is difficult
to isolate the real control of a particular joint from the
influence of the others.

In the case of non endogeneous oscillatory neu-
rons, in the litterature, parameters are thus mainly
determined empirically or with genetic algorithms
(Buono and M.Golubitsky, 2001), (Ghigliazza and
P.Holmes, 2004), (Ishiguro et al., 2000), (Kamimura

et al., 2003), (Taga, 1994), (Ijspeert, 2001), compara-
tively to relatively few learning methods (Mori et al.,
2004), (Tsung and Cottrell, 1993), (Weiss, 1997).
Though this is useful with large networks in complex
mechanical models, there are two drawbacks. It is
very difficult in general to isolate the resulting dynam-
ics of the different networks, and to understand their
interaction to each other and with the mechanical sys-
tem dynamics. Also, it is not clear how to modify
such networks in an adaptive context, e.g. in the case
of a permanent constraint change on a joint due to in-
jury.

Based on this considerations, we apply a general-
ized formulation of the so called teacher forcing gra-
dient descent-based learning algorithm, to create an
oscillatory RNN as a torque controller for an inter-
esting vehicle with one single degree of freedom, the
Roller Racer. The RNN is put in a closed loop with
the Roller Racer, such that the vehicle can be freely
controlled, where the RNN can be modified perma-
nently.

The paper is structured as follows. In section 2,
we briefly present the Roller Racer model and we
show how it can be controlled with a torque input. In
section 3 we describe the control system. The sub-
section 3.1 presents the generalized formulation of
the teacher forcing learning algorithm with which we
build the oscillatory RNN as a basic torque controller

109



for the Roller Racer vehicle. In subsection 3.2 we de-
scribe the local feedback control that can be built so
that the vehicle direction can be controlled, limiting
the effect of its transient state. We discuss how the
basic oscillatory system can be In section 4, we give
concluding remarks and discuss how the basic oscil-
latory system can be modified to better fit the needs
of the Roller Racer, thus reducing the local feedback
adaptation amplitude.

2 VEHICLE MODEL

The Roller Racer is a toy-vehicle with one single de-
gree of freedom which is the handlebar. The direction
wheels are shifted back from the the axis. Thus, os-
cillating the handlebar from side to side, a component
of the reaction force on the ground which points back-
ward is created, moving forward the vehicle.

In (Jouffroy and Jouffroy, 2006), we revisited
and synthetized a mathematical model of the Roller
Racer from the original work of Krishnaprasad and
Tsakriris (Krishnaprasad and Tsakriris, 1995). The
input control was the angle of the axis. Here, we will
describe the torque input control formalization.

Recall the state of the Roller Racer vehicle is
x 4= (θr,xr,yr, p,θc, θ̇c)T ∈ R6, and its dynamics is
ẋ = f(x,u), where

f(x,u)
4
=



1
∆(θc)

(
sinθc p−δ(θc)θ̇c

)
cosθr
∆(θc)

(
χ(θc)p− γ(θc)sinθcθ̇c

)
sinθr
∆(θc)

(
χ(θc)p− γ(θc)sinθcθ̇c

)[
A1(θc)θ̇c−C1(θc)

]
p+[

A2(θc)θ̇c +C2(θc)
]

θ̇c
θ̇c
u


, (1)

θc is the angle of the handlebar, p is the momen-
tum of the vehicle and (xr,yr) are the rear coordinates
respectively to the global reference space. Friction
constraint is built in the model through the functions
C1(θc) and C2(θc). Thus one does not need to deal
with mechanical aspects, leaving focus on the control
strategy, and on the learning aspects of the RNN.

Here we control the Roller Racer using the torque
input control Tc with the following equation

θ̈c = u = B1(θc)
˙

θc p+B2(θc)˙2
cθ+B3(θc)Tc (2)

The right hand side of the equation replaces u in (1).
The parameters are defined as

B1
4
= −A2(θc)

∆1(θc)

B2
4
=

m1γ(θc)sinθc

∆(θc)∆1(θc)
[γ(θc)cosθc +d1δ(θc)]

B3
4
=

∆(θc)
∆1(θc)

,

where

∆1
4
= I1I2 sin2

θc +m1(I1d2
2 + I2d2

1 cos2
θc),

and the other parameters are as defined in (Jouffroy
and Jouffroy, 2006).

3 DESIGN OF THE
OSCILLATORY CONTROLLER

3.1 The Oscillatory Recurrent Neural
Network Torque Controller

Let us consider the RNN system

ẋ = f(x,W), (3)

with x ∈ Rn is the state vector of the network, W ∈
Rn×n is the matrix of the weight connexions, wi j to
be considered as the weight from the neuron i to
the neuron j. We consider a fully connected RNN,
which means all neurons are interconnected and self-
connected (wii 6= 0). For the neuron model we use the
rate based neuron model of the simplest form

f(x,W) = (Iτ
−1)(−x+Ws(x)), (4)

with s(x) a squashing function such as tanh(x). I
is the identity matrix and τ ∈ Rn the time constant
vector of the system.

Each component x∗i of the teacher vector x∗ is of
the form

x∗i = sin(t +φi) (5)

The learning is achieved when an error criterion
E, E ∈ Rn is less or equal than a minimum ε ∈ R,
ε' 0

E =
1
2
(x−x∗)◦ (x−x∗) < ε, (6)

the operator ◦ being the Hadamard product.

The weight matrix W is ajusted according to the
following gradient rule
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˙wpq =−η

n

∑
i=1

∂E
∂xi

zi
pq, (7)

with η ∈ R is the learning rate. z ∈ Rn×n2
is the sen-

sitivity of the state of the system with respect to a
weight wpq, which can be written in the matrix form

dz
dt

= (Iτ
−1)(Jfx(M)z+Jfw(M)), (8)

where Jfx(M) and Jfw(M) are the jacobian matrices of
the function f respectively to x and w at the point M.
In the teacher forcing case (8) reduces to

dz
dt

= (Iτ
−1)(−Iz+Jfw(M)), (9)

For convenience z is of the form z1
11 · · · z1

nn
...

. . .
...

zn
11 · · · zn

nn

 (10)

Providing a target signal(s) x∗i only for some neu-
ron(s) i, letting Jfx = A, the sensitivity equation (8)
can be written as

Ai j =−ai j +bi jw ji
∂s(x j)

∂x j
, (11)

with ai j = 1 when i = j, 0 otherwise, bi j = 1 when i
is not a forced neuron, 0 otherwise. Jfw = B is of the
same form as z and its elements are such that Bi

pq = 0
when i 6= q, Bi j = s(x∗p) if p is a forced neuron,
Bi j = s(xp) otherwise.

With this algorithm we build a 4 neurons fully
connected RNN. Teacher signals have an amplitude
of 1, and we choose the phase difference vector φ∗ as
{0;π/3;2π/3;π}. To generate the torque control we
use the output of the neurons 1 and 4 which are in
opposite phase, to control each direction of the han-
dlebar angle using the transformation

Tc = pos(x1)− pos(x4) (12)
The use of 3 neurons could have been the min-

imum acceptable to solve the phase difference of π

between the output neurons. But in the scope of re-
cover, with at least 4 of them if one break, we have
the opportunity to start the algorithm again and ob-
tain the needed oscillator. The data obtained for the
weight matrix W of the estimated oscillator needed is

W =

 0.493 −0.18 −0.673 −0.493
0.958 0.882 −0.076 −0.958
0.465 1.062 0.597 −0.465
−0.493 0.18 0.673 0.493


Convergence is reached in at most 300 timesteps, with
η = 0.1.

Figure 1: Effect of the modification of the time constant τ1
on the state x1 in the oscillatory neural network. τ2 is kept
fixed(τ2 = 1).

3.2 Feedback Design of the System

The torque amplitude of the oscillatory controller,
considering its frequency, may be too large for the
needs of the Roller Racer. Beside, the starting energy
for a vehicle is generally different from when it is
at full speed. So is the Roller Racer with the torque
control. It needs a transient oscillatory input which
might depend on friction biases and inertia. Thus we
create an angle feedback from the Roller Racer to the
oscillatory controller, which purpose is to constrain
the angle within some limits. We control the vehicle
in the forward direction which means the average
angle of the handlebar should be π (see (Jouffroy and
Jouffroy, 2006)).

To apply a correction to the torque generated, we
use the feedback to modify the time constants τi of the
oscillatory controller’s output neurons. In Figure 1
we illustrate the effect on the amplitude of the output
neurons state when changing only one time constant
(τ1 on the figure). As might be expected, the state of
each neuron output decreases. However the correc-
tion applies more to x1, and the amplitude difference
is maximum at τ ≈ 4. It is not really really desirable
to have one output which becomes zero as it prevents
the Roller Racer to get energy. Therefore we should
not have τi being set too high.

We now define the transfer function, that con-
strains the angle within the boundaries [π− 1;π + 1]
and with a correction applied when τi < 5, consid-
ering the effect on the amplitude reduced above this
limit. Note that the frequency is relatively not mod-
ified in this range (a frequency modification would
take place if all τi where equally changed). The trans-
fer function g for the feedback is defined as
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Figure 2: Control architecture of the Roller Racer. Tc is the torque control applied to the vehicle. v is the angular input which
is obtained from the user direction control δ.

g(u) =
[

g1(u)
g4(u)

]
, (13)

with
g1(u) =

6
1+ e−(6u−4.5) , (14)

g1 being the transfer function for the feedback to the
neuron 1, and g4(u) =−g1(u) to the neuron 4.

The formalization of these transfer functions has
been chosen so that they can be used as “feedback”
neurons, with the same neuron model as in (3) , re-
placing fi by gi.
The signal u ∈ R is the actual feedback signal which
is the difference between the angle of the handlebar
θc (in radians) and the desired average angle control
v ∈ R. For the forward direction u is actually set as

u = θc− v = θc− (π+δ), (15)
where δ ∈R is the user direction input, which is actu-
ally the continuous component control of the RNN.

The feedback information thus obtained is used to
modify the time constants τ1 and τ4

τ
−1
1 =

1
1+g1(u)

and τ
−1
4 =

1
1+g4(u)

(16)

The whole architecture is summarized in Figure 2.

3.3 Results

We present here the results of two different trials. In
both of them the purpose is to have a straight trajec-
tory along the x axis of a physical space reference.
The architecture is of course able to freely control the
vehicle in all directions but the simulations are not
shown.
In the first trial we start the RNN with a little energy
given to a neuron. The neuron 3 in the following sim-
ulation has the initial condition x3 = 0.1.

In Figure 3 left, is plotted the angle of the han-
dlebar θc which continuous component is π, for the
forward direction. It clearly shows the transient time
when the system is extracting itself from reaction
forces, until it reaches its permanent speed at around
40 timesteps. The transient period has an amplifying
oscillation around π because the RNN is also in its
transient state with little energy.

This transient activity of the RNN, is shown by the
very weak correction applied from the feedback g(u)
in Figure 3 right, and the low speed along the x axis in
Figure 3 bottom. One can clearly see on this graphics
of the right side of the figure, a little deviation during
this time. This is only the drawback of the transient
state of the RNN which does not provide a symmetric
gain, even if the angle is within the boundaries [π−
1;π+1].

The correction applied once the vehicle is in its
permanent state shows that the RNN’s own oscillation
is not optimal and that a relearning could fix this. The
trajectory however becomes quite straight.

In the second trial we initialize the RNN with a
strong gain to see how the feedback behaves during
the transient period. We set x3 = 1.

In Figure 4 left we can see that the amplitude
of the transient state of the RNN has been pushed
too high. The angle of the handlebar θc does not
show anymore an amplifying oscillatory behavior,
and reach the boundaries we have specified. The cor-
rection from the feedback apply a high gain correction
(see Figure 4 right).

After t ≈ 40, as in the first trial, the symmet-
ric oscillations are recovered, and the correction re-
duces to the steady-state time in Figure 3 right. Inter-
estingly the correction has constrained the deviation
well, which is not higher than in the first trial, except
in the transient period. The vehicle also gets speed
earlier and the trajectory is also straight (Figure 4 bot-
tom).
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Figure 3: Simulation results when the RNN is initialized with a weak energy. Left: angle of the handlebar θc. Right: feedback
correction g1(u). Bottom: trajectory evolution. During and after the transient times, little correction is applied.

4 CONCLUSIONS AND
DISCUSSION

Nature is a great source of inspiration for engi-
neers who deal with autonomous robots. Evolution
has found optimally-designed solutions for robustness
and adaptability in a changing environment, which are
exciting to discover. However, most of the research
in the control aspects of robots with neural networks
tackle the question of complex mechanics with many
degrees of freedom, and massive neural architectures,
which appear as “black boxes” designed by genetics
algorithms. This hides the dynamics of the neural
system and correlatively the opportunity to constitute
adaptive strategies.
In this work, we present a generalized version of the
teacher forcing learning algorithm, to build up an es-
timated oscillatory controller for a vehicle with one
degree of freedom, the Roller Racer. We create an
angular feedback such that the degree of freedom is
constrained within some boundaries. The purpose is
to prevent the vehicle to go out of control during its
transient state when it starts moving, as a consequence
of the oscillator being not adapted to this particular
moment.

Our simulation results show that the feedback
makes the vehicle to behave relatively well during
transient state, when the oscillator is initialized with a

weak energy or even a strong one. The deviation also
stays little. When the steady-state period is reached,
the vehicle moves in a straight line as expected.

From a design point of view, the correction
applied by the feedback system to the RNN, never
completely vanishes. This shows that a more optimal
oscillatory behavior can be obtained, though the
“default” one does not critically affect the system
with the help of a mutual entrainment between the
vehicle dynamics and the controller, as described first
by (Taga, 1994).

We are currently studying how an adaptive pro-
cess or observer, can modify permanently the RNN
when the average correction is too high. The outputs
of the network, with the help of the feedback, could be
the desired targets for a second network which could
thus be trained in parallel, with a partial teacher forc-
ing. However this is highly computationally expen-
sive, and not biologically viable.

The teacher forcing principle is made such that
an oscillatory behavior can be obtained with a gra-
dient descent algorithm. However, forcing the out-
puts of the network means disconnecting it, and thus
loosing the interesting desired target obtained with
feedback. Algorithms without direct gradient descent
evaluation techniques may be more appropriate (for
e.g. (Kailath, 1990)).
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Figure 4: Simulation results when the RNN is initialized with a stronger energy. The correction is high during the transient
state. The deviation is not higher than in the first trial which shows the effective action of the feedback.

Beside, the constraint method we used in this arti-
cle can have some interest when studying the coupling
of oscillatory neural networks, for e.g. to synchronize
different joints. When we attach an oscillatory RNN
to another one which has a constraining feedback, we
can find coupling parameters which do not yield an
increase of the correction in the feedback. This con-
straint method thus helps to reduce the space to search
for suitable coupling parameters, and to better match
the desired phase relationship.
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Abstract: Many people with disabilities find it difficult or even impossible to use traditional powered wheelchairs 
independently by manually controlling the devices. Intelligent wheelchairs are a very good solution to assist 
severely handicapped people who are unable to operate classical electrical wheelchair by themselves in their 
daily activities. This paper describes a development platform for intelligent wheelchairs called IntellWheels. 
The intelligent system developed may be added to commercial powered wheelchairs with minimal 
modifications in a very straightforward manner. The paper describes the concept and design of the platform 
and also the intelligent wheelchair prototype developed to validate the approach. Preliminary results 
concerning automatic movement of the IntellWheels prototype are also presented.   

1 INTRODUCTION 

Wheelchairs are important locomotion devices for 
handicapped and senior people. With the increase in 
the number of senior citizens and the increment of 
people bearing physical deficiencies in the social 
activities, there is a growing demand for safer and 
more comfortable Intelligent Wheelchairs (IW) for 
practical applications. The main functions of IWs 
are (Jia, 2005) (Faria, 2007a) (Faria, 2007b):  

• Interaction with the user, including hand based 
control (such as, joystick, keyboard, mouse, 
touch screen); voice based control; vision based 
control and other sensor based control (such as 
pressure sensors); 
• Autonomous navigation (with safety, flexibility 
and robust obstacle avoidance); 
• Communication with other devices (like 
automatic doors and other Wheelchairs). 
 
This paper discusses the concept and the design 

of a development platform for intelligent 
wheelchairs. The project, called IntellWheels, is 
composed of a control software, simulator/ 
supervisor and a real prototype of the intelligent 
wheelchair. In the study, shared control and high-
level planning algorithms applied in an IW operating 
in a hospital environment were developed and 
tested. A shared control algorithm was tested, 

allowing the IW to automatically avoid dangerous 
situations. Also, typical algorithms used in most 
intelligent robotics applications were applied in the 
control of the IW and simulated in a hospital 
scenery. Blended with the control, a motion planner 
was developed capable of generating the 
behavior/path commands according to an a-priori 
created map of the world. This motion planner is 
capable of instructing the low-level motion 
controller module to achieve the high-level 
commands desired by the user (Luo, 1999). 

The rest of the paper is subdivided as following 
different sections: Section 2 presents some related 
work; section 3 explains the hardware desing of our 
development plataform; section 4 and 5 contain a 
complete description of the software design and 
control system; section 6 provides experimental tests 
and result discussion and section 7 presents the final 
conclusions and points out some future research 
topics. 

2 RELATED WORK 

This section presents a brief to the state of the art 
about Intelligent Wheelchairs. 

In recent years, many intelligent wheelchair have 
been developed (Simpson, 2005). Only in the year of 
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2006 more than 30 publications in IEEE, about IW, 
may be found.  

One of the first concept projects of an 
autonomous wheelchair for handicapped physicists 
was proposed by Madarasz (Madarasz, 1986). He 
presented a wheelchair equipped with a 
microcomputer, a digital camera, and ultrasound 
scanner. His objective was to develop a vehicle 
capable to operate without human intervention in 
populated environments with little or no collision 
with the objects or people contained in it. 

Hoyer and Holper (Hoyer, 1993) presented an 
architecture of a modular control for a omni-
directional wheelchair. NavChair is described in 
(Simpson, 1998), (Bell, 1994), (Levine, 1997) and 
has some interesting characteristic such as wall 
following, automatic obstacle avoidance, and 
doorways passing capabilities. 

Miller and Slak (Miller, 1995) (Miller, 1998) 
projected the Tin Man I system, initially with three 
ways of operation: human guided with obstacle 
avoidance, move forward along a heading, move to a 
point (x, y). Afterwards, the project Tin Man I 
evolved, resulting in several new functions, 
extended in the Tin Man II, by including new 
capabilities such as: backup, backtracking, wall 
following, doorway passing, and docking. 

Wellman (Wellman, 1994) proposed a hybrid 
wheelchair which is equipped with two legs 
additionally to the four wheels, which enable the 
wheelchair to climb over steps and move through 
rough terrain. 

Some projects presented solutions for people 
with tetraplegia, by using the recognition of facial 
expressions as the main input to guide the 
wheelchair (Jia, 2006), (Pei, 2001), (Adachi, 1998). 
Another method of control is by using the user 
“thoughts”. This technology typically uses sensors 
that measure the electromagnetic waves of the brain 
(Lakany, 2005) (Rebsamen, 2007). 

ACCoMo (Hamagami, 2004) is a prototype of an 
IW that allows for safe movement in indoor 
environments for the handicapped physicists. 
ACCoMo is an agent based prototype with simple 
autonomous, cooperative and collaborative 
behaviors. 

Although several prototypes have been 
developed and different approaches have been 
proposed for IWs, there is not, at the moment, a 
proposal for a platform enabling easy development 
of Intelligent Wheelchairs using common electric 
powered wheelchairs with minor modifications. 

3 HARDWARE DESIGN 

The hardware architecture of IntellWheels prototype 
is shown in Figure 1. The IntellWheels_chair1 is 
based on a commercial electrical wheelchair model 
Powertec, manufactured by Sunrise in England 
(Sunrise, 2007). The Powertec wheelchair has 
following features: Two differentially driven rear 
wheels; Two passive castor front; Two 12V batteries 
(45Ah); Traditional Joystick; Power Module.  
 

 
Figure 1: Hardware Architecture of IntellWheels. 

The IntellWheels hardware parts are divided in three 
functional blocks: user inputs, IW sensor, hardware 
devices. This blocks are depicted in Fig. 2.  

 
Figure 2: Hardware Functional Blocks. 
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3.1 User Inputs 

To enable people with different kinds of disabilities 
to drive the intelligent wheelchair, this project has 
incorporated several sorts of user inputs. The idea is 
to give options to the patients, and let them choose 
what control is more comfortable and safer. Besides 
that, multiple inputs makes possible the IntellWheels 
integration with an intelligent input decision control, 
which is responsible to cancel inputs in the case its 
perception recognizes conflicts, noise and danger. 
For example, in a noisy environment, voice 
recognition would have low rate or even would be 
canceled. The inputs implemented go from 
traditional joysticks until head movement control, 
and are explained bellow: 

• Traditional Joysticks. These inputs present in 
ordinary wheelchairs are a robust way to drive a 
wheelchair. However they may not be accessible to 
paraplegic or cerebral palsy people. They are present 
in the prototype due to its simplicity; 

• USB Joystick. The USB joysticks are a little bit 
more sophisticated than traditional joysticks. This 
game joystick has many configurable buttons that 
makes the navigation easier; 

• Head Movement. This input device is mounted in 
a cap making it possible to drive the wheelchair just 
with head movement; 

• Keyboard. This device enables that the 
wheelchair control can be made just pushing some 
keys in the keyboard; 

• Facial Expressions. By using a simple webcam, 
present in most of the notebooks, this software 
recognize simple facial expressions of the patient, 
using them as inputs to execute since basic 
commands (like: go forward, right and left) to high 
level command (like: go to nursery, go to bedroom); 

• Voice. Using commercial software of voice 
recognition we developed the necessary conditions 
and applications to command the wheelchair using 
the voice as an input. 
The use of a vast set of input options enables the 
prototype to be easily controlled by patients 
suffering from distinct disabilities. 

3.2 Sensors 

The purpose of this project is to develop an 
intelligent wheelchair. The distinction between an 
IW and a robotic wheelchair is not just semantic. It 
means that we want to keep the wheelchair 
appearance, reducing the visual impact that the 
sensors mounted on the device produce but, at the 
same time, increasing the wheelchair regular 

functionalities. This statement limits the number and 
the kind of sensors we are able to use due to size, 
appearance and assembly constraints. To compose 
the intelligent wheelchair ten sonar sensors were 
mounted (giving the ability to avoid obstacles, 
follow walls and perceive unevenness in the 
ground), two encoders were assembled on the 
wheels (providing the tools to measure distance, 
speed, position) and a webcam were placed directed 
to the ground (capable to read ground marks and 
refine the odometry). 

3.3 Hardware Devices 

The hardware devices block is composed of (Fig. 3): 
• 2 sonar board (Electronic board ‘a’ and ‘b’ 

illustrated in the Figure 1 and Figure 2), the function 
‘a’ and ‘b’ boards are receiving information of the 
ten sonars and sending it to the PC; 

• 2 PWM/Encoders board (Electronic board ‘c’ 
and ‘d’), these boards have speed control function, 
as well as sending to the PC the displacement 
information to enable the odometry; 

• Commercial electrical wheelchair and commercial 
notebook.  

 

The core of IntellWheels prototype is a PC notebook 
(HP Pavilion tx1270EP,AMD Turion 64 X2 TI60), 
although other notebooks could be used without any 
loss of capabilities. 

 
Figure 3: Devices installed in IW. 

4 SOFTWARE DESIGN 

The software in this project is composed by a 
modular system, where each group of tasks interact 
with the main application. Figure 4 shows the 
specific functions and the software responsible to 
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convert data from hardware to be used in the control 
level. 
 

 
Figure 4: Intelligent Wheelchair Software. 

The main application has the function to gather 
all information from the system, communicate with 
the control module and set the appropriate output. 
Moreover, it has other different functions depending 
on what is the control interface mode set: 

• Real. If this option is selected, all data 
comes from the real world. The main application 
collects real information from sensors through the 
Sensor User Interface, calculate the output through 
the Control module and send these parameters to the 
PWM Boards; 

• Simulated. In this mode, the system works 
just with virtual information and is used for two 
purposes: generate the same behavior of a real 
wheelchair and to test control routines. The main 
application collects virtual information directly from 
the simulator, calculates the output through the 
Control module and  send back these parameters to 
the simulator; 

• Augmented Reality. This mode creates an 
interaction between real and virtual objects, 
changing a real wheelchair’s path to avoid collision 
with a virtual wall (or with a virtual wheelchair) for 
example. The objective of the augmented reality is 
to test the interaction between wheelchairs and 
environment, reducing its costs once major agents 
can be simulated. The main application collects real 
information from the sensors through the Sensor 
User Interface and mix it with virtual information 
collected from the simulator, calculate the output 
through the Control module and send the parameters 
to the simulator and the PWM Boards.  

Due to its capabilities to interact with real, 
simulated and augmented reality worlds we call this 
whole system: IW Platform (Figure 5). In other 
words, the Platform is the fusion of the Simulator, 
Software modules, Real Wheelchair and Hardware 
Devices, to test, preview, understand and simulate 
the behaviour of Intelligent Wheelchairs. 

 
Figure 5: Intelligent Wheelchair Platform Architecture. 

5 CONTROL  

IntellWheels has a multi-level control architecture 
subdivided in three levels: a basic control level, a 
tactical level and strategy level, as shown in Fig. 6.  

As focus is primarily testing the Platform, classic 
algorithms were chosen to validate the system, some 
other issues are left outside the scope of this paper, 
such as analyses of its limitations and its 
performance. High Level strategy plan is responsible 
to create a sequence of high level actions needed to 
achieve the global goal. Actually the algorithm 
implemented to fulfill this task is based on the 
STRIPS planning algorithm (Fikes, 1971).  

 
Figure 6: Control architecture. 

In the Generation of Action Plans, we order the 
system to generate a sequence of basic actions 
aiming to satisfy the objectives proposed previously. 
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To find a path from a given initial node to a given 
goal node the system has a simple A* Algorithm 
implemented (Shapiro, 2000). Once the path is 
calculated, it is subdivided into basic forms (lines, 
circles, points) that are afterwards followed by the 
wheelchair. 

Each basic form represents a basic action to be 
executed on time in the Basic Action Control 
module. Following that the system executes the 
Generation of References, which is responsible to 
estimate the wheelchair linear and angular speeds, 
putting the wheelchair into motion. 

The lowest level of control is designed through a 
Digital PID implemented in the PWM/Encoders 
Boards. References from Basic Action are 
transferred by serial communication to the boards 
and then contrasted with real time data to control the 
speed. 

6 EXPERIMENTS AND RESULTS 

This section presents the prototype implementation 
and a simple experiment and the results achieved. 
Figure 7 shows the mechanical structure and the 
hardware implementation. As we can see, the 
prototype is a commercial electric powered 
wheelchair with minimal modifications.   
 

 
Figure 7: IntellWheels_Chair1 Prototype. 

User interface software was designed to be as 
friendly as possible and it is shown in Figure 8. In 

the main window it contains a webcam window, 
which is used to recognize landmarks, and the 
results of its localization. A schematic figure with 
the position of the sonar mounted in the wheelchair 
easily shows the distance to nearby objects. By the 
side, we have a panel with the information provided 
by the odometry. The application still displays a 
scrollbar indicating the speed of each wheel as well 
as buttons to choose the operation mode. 
 

 
Figure 8: Interface Control of IntellWheels. 

Some basic tests were performed to validate 
odometry, and consisted in moving the wheelchair 
around a rectangle path, starting and stopping in the 
same point. In Figure 9 the results of an automatic 
test (red line) and a manual test (blue line) are 
presented. In the manual test the user had all control 
of the wheelchair.  

 
Figure 9: Path Followed by Wheelchair in the Tests. 
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In the automatic mode the final point of the path 
of the wheelchair presented a little displacement 
regarding its start point (physical mark point on the 
ground). As this error is not displayed in the 
odometry graph, a Manual test was executed to 
evaluate the results. In this test, the user drove the 
wheelchair following the same path, but at this time 
stopping in the same physical mark point on the 
ground. Results of this test presented the error 
displayed in the odometry graph. 

The error presented is admissible since it is just 5 
cm in a total amount of 1500 cm of displacement, 
and can be explained by the integration of the 
odometry systematic error.  
Figure 10 shows the results of distinct tests of 
displacement in straight line. The objective was 
evaluate odometry dispersion error for different 
distances. In this test was valued displacement of 5, 
10 and 15 meters, with approximately 20 samples 
for each path. 

 
Figure 10: Odometry dispersion error for 5m, 10m and 
15m of displacement in straight line. 

7 DISCUSSION AND 
CONCLUSIONS 

This paper presented the design and implementation 
of a development platform for Intelligent 
Wheelchairs called IntellWheels.  

This platform facilitates the development and test 
of new methodologies and techniques concerning 
Intelligent Wheelchairs. We believe that this new 
techniques can bring to the wheelchairs real 
capacities of intelligent action planning, autonomous 

navigation, and mechanisms to allow the execution 
in a semi-autonomous way of the user desires, 
expressed in a high-level language of command.  

Future research will aim the test and validation 
for the other sensors mounted in the wheelchair. 
Moreover, like in many other systems, cooperative 
and collaborative behaviours are desired to be 
present in the IW and need to be incorporated in the 
Platform. Another important improvement to be 
pursued includes a comparative study of the classic 
implemented algorithms and the new proposal to 
solve these issues. 

The platform will allow that real and virtual IWs 
interact with each other. These interactions make 
possible high complexity tests with a substantial 
number of devices and wheelchairs, representing a 
reduction in the project costs, once there is not the 
necessity to build a large number of real IW.  
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Abstract: Wireless communication is an emerging technology for industrial automation applications. Many solutions 
are available which more or less consider industrial related requirements. One of the main concerns of 
industrial automation system users is the reliability of wireless communication. The subject of this paper is a 
method to assess reliability of wireless communication from the point of view of industrial automation 
applications. Characteristic parameters are introduced which can be used in analytical studies, in network 
simulations or measurements to assess reliability with respect to intended industrial control processes. In 
particular the different use cases for the characteristic parameters are stated as well as the stochastic nature 
of these parameters. Finally the influences are mentioned which have to be taken into account while 
assessing wireless industrial communication systems. 

1 INTRODUCTION 

Wireless communication technologies are widely 
spread in daily life. The price of wireless products is 
thereby the main design aspect with respect to the 
consumer market. Reliability is one of the minor 
design goals. Therefore, almost everyone has had 
negative experiences with such technologies and has 
developed concerns regarding the usage of wireless 
in industrial communication. 

Indeed a number of measures are applied to 
make industrial fit products from cheap solutions of 
the consumer market (Dzung, 2005), (Weczerek, 
2005), (Siemens, 2007). However, how can users be 
convinced that wireless solutions meet the requested 
reliability of industrial automation applications? 

This paper starts with a definition of reliability 
with respect to the application area - industrial 
automation. Thereafter a model is introduced from 
which relevant characteristic parameters are derived 
which are used to assess reliability. Some examples 
follow which show how to assess wireless solutions 
with the described approach. 

 
 
 
 
 

2 MODEL 

2.1 Requirements 

First we would like to clarify what reliability means 
in context of wireless industrial communication. A 
user of an industrial communication system expects 
a certain process value, e.g. position or temperature, 
at a certain interface within a defined time frame 
without any errors under defined conditions. This is 
an informal definition. In order to be able to assess 
the degree of fulfilment of this requirement by 
means of simulation or measurement, a formal 
model is required. 

First of all this model has to take into account the 
application field - the industrial automation. The 
parameters to be investigated have to be in line with 
the design criteria of industrial automation systems. 
Parameters such as Data Throughput or Bit Error 
Rate are normally not useful to design a particular 
automation application which e.g. shall manufacture 
a product in a certain time frame or with a certain 
cycle. 

Furthermore, the model has to consider that there 
is no general wireless standard available for 
industrial automation which fits to all 
communication tasks. Several different technologies 
are used for industrial automation. A unified 
interface between communication and application is 
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not available. Therefore the model has to be 
independent of a certain wireless technology and 
even more it has to be open for future developments 
in wireless communication such as Ultra-Wideband. 

Last but not least the model should represent the 
conditions of reality as accurate and complete as 
possible and necessary. The following section 
introduces an approach which fulfils the mentioned 
requirements.  

2.2 Approach  

The abstraction of a distributed automation 
application using wireless communication is shown 
in Figure 1. Wireless communication modules are 
seen as an internal or external part of automation 
devices. The automation devices have to fulfil 
certain functions in a distributed automation system 
and for that they have to communicate in our case 
using a wireless communication media. From the 
point of view of the automation system, the 
communication characteristics at the interface 
provided by the wireless solution are important. 
These communication characteristics have to fit to 
the time and error categories used in the industrial 
automation area as introduced later in this document.  

It must be clearly defined as to what the 
communication interface is, upon which the 
characteristics are related to. This interface consists 
of a hardware part such as Ethernet or Dual Ported 
RAM and a software part such as a communication 
protocol or a driver. Besides a clear statement 
concerning the communication interface and the 
communication characteristics, the conditions have 
to be described under which the characteristic values 
are valid. The conditions can be described by a 
number of influencing values which have different 
origins. It is obvious that the communication system 
itself affects the characteristics concerning e.g. 
topology or data rate. It is also evident that the 
communication media has influence because of 
other users of the spectrum or because of the effects 
of multi path fading. Furthermore, the characteristics 
depend on the options chosen in the devices, which 
means on its configuration. It is sometimes forgotten 
that also the application affects the characteristic 
values in the sense of the size of a packet or the 
cycle of requests on the communication system. 

Radio Communication Media

Automation Application

Conditions

Communication Characteristics

Communication Interface

Network Elements

Distributed 
Automation 

Module

Radio 
Component

Distributed 
Automation 

Module

Radio 
Component

 
Figure 1: Model approach for the assessment of wireless 
industrial communication systems. 

2.3 Characteristic and Influencing 
Parameters 

The analysis of literature concerning the usage of 
characteristic parameters to describe and assess 
communication behaviour has shown that there are 
remarkable differences. Moreover, the definitions 
come mostly from the application field of Ethernet, 
Internet or telecommunication which does not fit to 
the application field of industrial automation (e.g. in 
(DIN EN 61491, 1999), (DIN EN 61209, 200)). That 
is why it was necessary to find appropriate 
definitions. The following characteristic parameters 
are proposed to assess wireless communication 
systems with respect to industrial automation 
applications: 

 Transmission delay 
 Response time 
 Update time 
 Data throughput 
 Packet loss rate 
 Residual error rate 
 Activation time after energy saving mode 
 Energy requirements 

It has to be mentioned that it is not required nor 
recommended to use all parameters at the same time 
to characterise a communication solution for a 
certain application. The following sections show 
exemplary which parameters fit to which kind of use 
cases. The definitions of the listed characteristic 
parameters can be found in (VDI/VDE 2185, 2007). 

It is obvious that the values of the characteristics 
are influenced by several parameters. That is why it 
is important to know these parameters and their 
values. Some of the parameters can be set with 
certain values but it is also possible that the 
parameters can not be influenced. In this case it is 
important to determine the value of the parameter to 
be able to assess the determined characteristic value. 
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The first set of influencing values is related to 
the application. This includes 

 A background communication load, which 
exists in addition to the communication under 
investigation 

 A user data length (packet size)  
 A distance between the radio components 
 An application period 
 A relative moving speed between the radio 

components 
 A relative moving direction between the 

radio components 
The second set of influencing values is related to 

the radio technology and the radio devices. It 
includes 

 A topology 
 A frequency band 
 A security functionality 
 A safety functionality 
 A type, direction and gain of antenna 
 A transmission power 
 A data rate via the physical media 
 A media access control method 
 A retry limit in case of errors 
 A data rate at the communication interface 
 A communication cycle 

The third set of influencing values is related to 
the environment in which the communication will 
take place. It includes 

 An application area  
 Electromagnetic disturber 
 Other frequency users  
 Environmental conditions  

Taking into account the listed influencing 
parameters while determining target-oriented 
relevant characteristic parameters, these can be used 
to assess the time and error behaviour of a wireless 
communication solution with respect to automation 
applications.  

2.4 Use on Reliability Definition 

Now we can define the term reliability more specific 
and we can describe how to assess reliability. In line 
with the definition of chapter 2.1, reliability can be 
seen as the degree in which you can expect that a 
wireless communication solution meets the limits of 
relevant characteristic parameters. With this 
definition it is obvious that the assessment of 
reliability needs stochastic measures. The 
characteristic parameters are random variables. 
Their behaviour follow probability density 
functions. The reliability is the probability that a 
value of a characteristic parameter is less or equal to  

the limit defined by the automation application. 

3 ASSESSMENT OF 
RELIABILITY 

3.1 Event Driven Data Transmission 

Event driven data transmission is relevant for 
process variables which indicate that a certain state 
is assumed. For example when a work piece reaches 
a specified position that it can be machined or when 
a fluid reaches a defined level in a tank. In these 
cases it is of interest as to how long it takes to 
transfer the information from sensor to the control 
unit e.g. programmable control logic (PLC). The 
appropriate characteristic parameter to assess the 
behaviour of a communication system is the 
transmission delay. 
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Figure 2: Definition of the transmission delay. 

The definition of the transmission delay is based 
on a producer consumer model (see Figure 2). It is 
the time duration from the beginning of the handing 
over of the first user data byte of a packet at the 
communication interface in the test producer, up to 
the handing over of the last user data byte of the 
same packet at the communication interface at the 
test consumer. It may be necessary to transmit 
several telegrams between the communication 
modules e.g. for acknowledgment. Furthermore, 
network elements such as base stations may be 
involved in the communication producing additional 
delays. All these delays are covered by the 
transmission delay. 

As already mentioned, the characteristic 
parameters and therefore the transmission delay are 
random variables. Next it is shown which parts of 
the transmission are randomly distributed and which 
are constant. Furthermore, it is shown which parts 
are specific for wireless transmission and what 
makes these special considerations necessary. 

To get a deeper understanding of enlarged 
transmission delays, the most important segments of 
a transmission delay value are listed in Table 1. 
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Table 1: Time segments which influence the transmission 
delay value. 

Time Segments Remark 
Latency of 
application 
interface 

Tai The data transfer between application 
module and communication module 
may influence the transmission delay 
value remarkably. 

Latency of 
implemen-
tation 

Ti The implementation of the 
communication module influences the 
transmission delay value remarkably. 

User data 
length 

Lud The user data length is related to the 
data which is generated or consumed 
by the automation application. 

Data rate Bdud This rate is the radio transmission rate 
of the user data. Sometimes a symbol 
rate is given. In this case a symbol may 
consist of more than one bit. The 
header of a packet containing the user 
data may be transmitted with another 
data rate. 

Technology 
constant 

Ttc The technology constant contains all 
technology relevant protocol overheads 
which are the same for each 
transmission such as fixed idle times or 
the time to transmit headers or tails. 

Technology 
variable 

Ttv The technology variable contains all 
technology relevant protocol overheads 
which may vary for different 
transmissions such as the time to get a 
clear channel or the back-off time. 
Depending on the technology, 
acknowledgments are required to 
complete a transmission. 

Number of 
retries 

Nr If a transmission is disturbed, the 
packet is usually retransmitted. This 
may be possible at different layers. 

Transmission 
deadline 

DL In some cases the transmission is 
terminated when a deadline is 
exceeded. 

Time 
allocation of 
additional 
connections 

Tac If there is more than one connection 
established, the time allocated to the 
other connections within the same 
system has to be taken into account. 

Global time 
slot 

TGTS In systems with TDMA the maximum 
transmission delay can be calculated 
considering the global time slot. 

The random nature of the transmission delay is 
being caused by the latency of the application 
interface and implementation, by the technology 
variable, the number of retries and the time 
allocation for additional connections. In contrast to 
wired communication, the wireless transmission is 
affected much more by environmental influences. 
Therefore, the random behaviour of the technology 
variable together with the number of retries and the 

time allocation for additional connections may 
influence the transmission delay remarkably 

Taking into account the time segments listed in 
Table 1, the dependency of the transmission delay 
can be described in different ways. The first way is 
the given formula      (1) and is illustrated in Figure 
3. 

( )td ai i ai i ud ud tc tv r acT =f T (p),T (p),T (c),T (c),L ,Bd ,T ,T ,N ,T      (1)

Tai(p) Tai(c)Ttc1 Lud/BdudTi(p) Ti(c)Ttv2 …Tac

* Nr

Ttd

Ttv1 Ttc2

 
Figure 3: Time segments of transmission delay depending 
on re-transmissions, data rate and data length. 

The second way to describe the transmission is 
given in formula          (2) and Figure 4. The 
maximum transmission delay is fundamentally 
influenced by the maximum allowed deadline which 
covers the random behaviour of the media related 
time segments. 

tdmax ai i ai iT  = f(T (p), T (p), T (c), T (c), DL)           (2)

Tai(p) Tai(c)Ti(p) Ti(c)DL

Ttdmax

 
Figure 4: Time segments of transmission delay depending 
on a transmission deadline. 

The third way to describe the transmission delay 
is given in formula          (3) and shown in Figure 5. 
The maximum transmission delay is fundamental 
depending on the number of retries and the global 
time slot. 

tdmax ai i ai i r GTST  = f(T (p), T (p), T (c), T (c), N , T )           (3)

Tai(p) Tai(c)Ti(p) Ti(c) Nr * TGTS

Ttdmax

 
Figure 5: Time segments of transmission delay depending 
on a global time slot. 

As an example typical results of transmission 
delay measurements are depicted in Figure 6. The 
lower part of the figure shows the number of 
packets, relative to the sample size, with certain 
transmission delay values. The above described 
random nature of the transmission delay can be 
observed. The reasons for the different values are 
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mainly transmission retries because of disturbances 
and delays due to an occupied media. The curve 
follows a Beta probability density function. 

The probability distribution function of the 
measurement is depicted in the upper part of Figure 
6. It shows how many packets are transmitted by a 
certain point of time. 

 
Figure 6: Probability Density Function and Probability 
Distribution Function (Cumulative Density Function) of 
packets' transmission delay. 

To assess the time behaviour of a wireless 
solution, the well known statistical parameters for 
the centre (e.g. mean value) and for the variation 
(e.g. standard deviation) can be used. Our 
experience is that the 95th percentile value P95 is 
the best indicator for relevant changes in the time 
behaviour e.g. because of disturbances. It is a trade 
off between a feasible sample size (e.g. one million 
packets) and an adequate significance. 

The maximum value is not qualified for 
assessment since it is a single value of a series of 
measurements and it is not sure that the real 
maximum value is captured. An infinite 
measurement of the transmission delay would be 
necessary or an inference to a larger population 
using methods of interferential statistics. However, 
the maximum value is considered so far as it 
influences the value of the 95th percentile P95. 

The assessment of the reliability of an event 
driven data transmission means a comparison of a 
limit for a statistical parameter given by the 
application with the statistical parameters of a 
measurement. 

3.2 Cyclic Data Transmission 

Most of the control processes in industrial 
automation are cyclic. A process image is taken 

cyclically via input devices or process interfaces. It 
is processed by a controller and the result is output 
via output devices or interfaces. One example is the 
control of an overhead monorail system. The 
position is acquired cyclically and as a result the 
control information is transferred to the drive. 

Also for these cases it is of interest as to how 
long it takes to transfer data e.g. from the position 
sensor to the controller. However, using the 
transmission delay to assess the time behaviour 
could be misleading. The problem is that in these 
cases different cyclic processes are involved which 
are not synchronised. Taking as an example a rotary 
encoder sensor in which the communication buffer is 
cyclically updated with the position information 
which is cyclically transferred to a controller. The 
effect of the asynchronism is shown in Figure 7. 
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Figure 7: Effect of asynchronous cyclic processes on 
transmission delay. 

Depending on the initial situation and the period 
of the cyclic processes, the transmission delay may 
have very different statistical parameters. In the case 
TDD20, the communication cycle is an integral 
multiple of the update time and therefore the 
transmission delay value is constant. In the case 
TDD21, first the transmission has been started just 
before the buffer update (maximum value) and next 
the transmission starts just after the buffer update 
(minimum value). Thus, the mean value may 
decrease even when the communication cycle 
increases as shown in Table 2. The variation on the 
other hand becomes much higher. 

Since this behaviour is random and in reality 
more than two cyclic processes are involved, it is 
possible that the influence on the wireless 
transmission is overlaid by the effect shown in 
Figure 7 and can therefore possibly not be assessed. 
This behaviour must at least be considered. 

In most cases the update time is the appropriate 
characteristic parameter to assess the time behaviour 
of communication systems with cyclic data transfer. 
The update time is ascertained according to the 
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producer-consumer-model (see Figure 8). This 
means the period of time is from the delivery of a 
packets` last user data byte, from the communication 
interface of a consumer to the application, until the 
delivery of the last user data byte of the following 
packet of the same producer. Therefore the update 
time is at least as long as the transmission delay 
between producer and consumer, prolonged by the 
time of the application update within the producer. 

Table 2: Transmission delay values for different 
communication cycles. 

 TTD20 TTD21
Buffer update 40 ms 40 ms 
Communication cycle 20 ms 21 ms 
Nr*(Ttc+Ttv+Lud/Bdud) 13 ms 13 ms 
Transmission Delay (Mean Value) 33 ms 23,8 ms
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Figure 8: Definition of cycle time at producer-consumer 
model. 

 
Figure 9: Probability Density Function and Probability 
Distribution Function (Cumulative Density Function) of 
packets' update time. 

As an example typical graphs are depicted in 
Figure 9 for the probability function and the 
distribution function of packets with certain update 
time values. The update time is a Gaussian 

distributed random value. The mean value indicates 
in the first place the usability of the wireless 
communication system for a certain cyclic control 
process. Another important parameter is the span in 
the automation area known as jitter. However, it has 
to be mentioned that the measured minimum and 
maximum values which are used to calculate the 
span are most likely not the absolute extreme values. 
Again an infinite measurement of the update time 
would be necessary or an inference to a larger 
population using methods of interferential statistics. 
Therefore the span can only be assumed with a 
certain probability. 

Furthermore, measurements have shown that the 
standard deviation value is well suited in order to 
indicate influences on the wireless communication 
system. Therefore, this parameter together with the 
span can be used to assess the reliability of cyclic 
data transmissions. The mean value follows the 
application cycle if the system is correctly 
configured. This means it is equal to the application 
cycle which is the period e.g. a sensor value is 
updated in the communication buffer. 

3.3 Assessment of Error Behaviour 

Up to now it was assumed that none of the 
transferred data got lost. That means the configured 
number of re-transmissions were sufficient to 
transfer the user data successfully. This chapter 
discusses how the reliability is assessed using the 
Packet Loss Rate (PLR). 

The packet loss rate (PLR) is ascertained 
according to the producer-consumer-model. It 
reveals how many of the packets, transferred from 
the application to the communication interface 
within the producer, are transmitted from the 
communication interface to the application within 
the consumer. The packet loss rate is determined as 
follows: 

tx rx

tx

N N
PLR

N
−

=         (4)

Where Ntx means number of transmitted packets 
and Nrx means number of received packets. 

In principle industrial wireless communication 
solutions are designed to cope with the special 
environmental conditions. They are considered 
robust against interferer and industrial propagation 
conditions. Therefore, in principle no packets 
disappear. However, tacking into account the 
maximum limits of the transmission delay the 
situation changes. A remarkable packet loss rate can 
be noticed in the case where a packet is considered 
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to be lost when a certain value of transmission delay 
is exceeded (or a deadline is missed). The 
calculation of the packet loss rate for a certain use 
case can be done as shown in formula         (5). The 
number of packets is acquired, which have 
transmission delay values less or equal to the limit 
defined by the use case. The difference to the sample 
size is assumed to be lost packets. Thus, the packet 
loss rate is calculated with respect to use case 
specific limit of transmission delay. Especially 
interferers cause higher PLR values. Considering the 
packet losses and the transmission delay, the 
reliability can be assessed by comparing the PLRUC 
with the required packet loss rate of the use case. 
Since also the PLRUC is a random value, measures 
should be foreseen by the application for the case 
that data is not received within the expected time 
frame. 

UCtx rx TD TDmax
UC

tx

N N (t | t T )
PLR

N
− ≤

=          (5)

In the following chapter some examples are 
given on how the reliability can be assessed. 

4 EXAMPLES 

4.1 Overview 

The examples presented in this chapter shall 
illustrate how the characteristic parameters are used 
for certain purposes. The measurement scenarios, 
the results and their assessment are not the topic of 
this paper. 
The results presented in this chapter come from 
measurements with an IEEE 802.11g based 
industrial communication solution. Different 
influences have been investigated. A test system 
generated packets with a length of 64 octets and 
transferred them with an application cycle of 15 ms 
to the interface of the test producer. At the test 
consumer, the packets are transferred to the test 
system. The test system measured the values of the 
characteristic parameters. In none of the presented 
cases could a packet loss concerning        (4) be 
investigated. 

The systems under investigation are not specified 
in detail in the current document since the project in 
which the measurements are made has not yet been 
completed. Moreover, in this paper the method of 
assessment is in the focus and not the absolute 
results of the tests.  

4.2 Assessment of Event Driven Data 
Transmission 

The following figures show the number of packets 
which are received after a certain time in line with 
the above given definition of transmission delay. 
Figure 10 shows the result of a measurement with an 
industrial wireless solution made in an absorber hall 
that means without any environmental influences. 

 
Figure 10: Histogram of transmission delay in absorber 
hall. 

In Figure 11 the same system was placed in a 
factory hall. Influences due to the environment can 
be ascertained. 

 
Figure 11: Histogram of transmission delay in factory hall. 

 
Figure 12: Histogram of transmission delay in factory hall 
with interferer. 
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In Figure 12 an interferer was finally activated 
and a considerable influence can be ascertained. 

However, comparing the values in Table 3 with a 
transmission delay limit e.g. of a high speed I/O 
system which is 10 ms, it is obvious that the 
reliability of the communication is comparable for 
all investigated conditions. In particular there was no 
packet loss concerning the definition of formula         
(5). That means even when the wireless 
communication is noticeably influenced, this does 
not mean that the requirements of a certain 
application can not be fulfilled. 

Table 3: Transmission Delay Values. 

Transmission Delay [ms] Min. Max. P95 
Absorber Hall 0,6 2,8 0,8 
Factory Hall 0,6 4,5 0,8 
Interferer 0,7 13,1 2,0 

4.3 Assessment of Cyclic Data 
Transmission 

Figure 13 to Figure 15 show the update time for the 
same scenarios described in the previous section. 

As shown in Table 4 the mean values of the 
update times are equal to the application cycle of 
15 ms for all scenarios. By contrast the span differs. 
Taking a limit for the span from ±1,5 ms in the first 
case the requirement is fulfilled. In the second case 
614 packets and in the third case 12.563 packets are 
out of range. This results in a reliability of 99,9% 
and 97,4% concerning the definition of this paper. 

 
Figure 13: Histogram of update time in absorber hall. 

Table 4: Update Time Values. 

Update Time [ms] Min. Max. Mean 
Absorber Hall 13,2 16,8 15,0 
Factory Hall 11,2 18,8 15,0 
Interferer 7,0 23,0 15,0 

 
Figure 14: Histogram of update time in factory hall. 

 
Figure 15: Histogram of update time in factory hall with 
interferer. 

5 CONCLUSIONS 

In the paper we presented a proposal on how to 
assess the reliability of industrial wireless solutions. 
A fundamental requirement for such a method is the 
focus on industrial automation applications. That is 
why characteristic values such as transmission delay, 
update time and packet loss are used in the way 
defined in this paper. It was pointed out that these 
parameters are random variables which mean the 
statistical parameters have to be considered. 

The described method has been used to assess 
the coexistence of different industrial wireless 
communication solutions. Furthermore, these 
solutions are currently being used to assess the 
possibility of using wireless communication in 
automation applications with safety requirements. A 
test system is available which supports the 
measurements of the described characteristic 
parameters (Rauchhaupt, 2006). 

The approach can be used for analytical studies, 
simulations and tests. The method is required for 
wireless communication since the dimension of 
influences can be remarkably greater than in wired 
systems. 
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The work described in this paper is accompanied 
by important manufacturers of automation and radio 
solutions, and users of such systems which work 
together in the German Society of Measurement and 
Automation. As a result the characteristic parameters 
presented in the paper are introduced in the 
VDI/VDE-Guideline 2185 "Radio based 
communication in industrial automation". 
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Abstract: The focus of this paper is the problem of walking stability control in humanoid robot going upstairs. 
Walking stability is a very important problem in the field of robotics. Lots of researches have been done to 
get stable walking on plane. But it is very limited on going upstairs. We first plan the gate of ankle and hip 
when going upstairs as well as the calculation of stable region and stability margin. Then the 
emergency-coping strategy of enlarging the support polygon is provided. At last, a control system which is 
proved to be effective by simulation is presented. If the ZMP is in the support polygon, this control system 
makes fine setting to gait to get higher stability. If the ZMP is out of the support polygon, the control system 
adjusts the location of ZMP through the emergency coping strategy. 

1 INTRODUCTION 

Biped humanoid robots have better mobility than 
wheeled robots, especially for moving on rough 
terrain, steep stairs and obstacle environments 
(Huang, 1999). Rresearch on humanoid robots has 
become one of the most exciting topics in the 
robotics field and there are many ongoing projects 
(Kaneko, 2002; Konno, 2002; Pfeiffer, 2002). Many 
researches are made on the walking stability of 
biped robots (Kajita, 2003; Stojic, 2000). 

In order to realize stably walking, many different 
models are proposed. Such as the zero-moment point 
(ZMP), Vukobratovic (Vukobratovic, 1990; 
Vukobratovic, 2004) first proposed; the criterion of 
“Tumble Stability Criterion” for integrated 
locomotion and manipulation systems, proposed by 
Yoneda etc (Yoneda, 1996); the foot-rotation 
indicator (FRI), introduced by Goswami (Gowami, 
1999) and so on. This paper uses the Fictitious 
Zero-Moment Point (FZMP) (Yin, 2005) criterion to 
calculate stability.  

There are different walking patterns in different 
environment. Tatsuo Narikiyo etc (Narikiyo, 2006) 
researched walking control of robot when walking in 
space. Shuuji Kajita etc (Kajita, 2004) researched a 
biped which can jump. But as humanoid robot which 

will be used widely in our daily life, it will be more 
welcomed if the robot can walk up and down stairs. 
So in this paper, we discuss the gait planning and 
present an effective control strategy of robot going 
upstairs. 
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Figure 1: The link model of the humanoid robot. 

2 STABILITY CALCULATION 

In order to evaluate dynamic stability, we use the 
ZMP principle. The ZMP is the point where the 
influence of all forces acting on the mechanism can 
be replaced by one single force. If the ZMP is inside 
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the support polygon, the biped robot can be stable. If 
the ZMP is on the boundary of the support polygon, 
the robot will fall down or have a trend of falling 
down. If the computed ZMP is outside the support 
polygon, then the robot will fall down and in this 
case, the computed ZMP is called fictitious ZMP. 
The link model of the humanoid robot is shown in 
Figure 1. 

The projection of position vector of computed 
ZMP can be computed by the following equations: 
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where im is mass of every links, ( ix , iy , iz ) is the 
coordinate of the mass center of the links, 
( , )T

ix iyM M  is the moment vector. 
If the ZMP is inside the support polygon and the 

minimum distance between the ZMP and the 
boundaries of support polygon is large, then the 
biped will be in high stable, and this distance is 
called the stability margin. We can know the 
situation of walking stability from the stability 
margin. 

 

 
Figure 2: The relationship between FZMP and support 
polygon. 

As shown in Figure2, if the ZMP is outside the 
support polygon, i.e. FZMP, the norm of 
vector s represents the shortest distance between 
FZMP and the edges of the support polygon. This 

edge is called rotation edge. The direction of 
vector s is the rotation direction of the robot. 

3 GAIT PLANNING OF ANKLE 
WHEN GOING UPSTAIRS  

In order to simplify research process we first discuss 
how to get ankle trajectory and hip trajectory. Then 
the knee trajectory could be got by kinematics. Here 
we take the left foot for example and the right foot is 
similar only with a delay of half cycle. The link 
model we used is shown in Figure 3. 

3.1 Gait Planning of Ankle  

According to the walking procedure of human, we 
suppose that the walking cycle is

cT , ckTt = is the 

k th cycle begins with the moment when the left 
foot is just apart from the ground and ends with the 
left foot gets into contact with the ground; 

dcc TkTtkT +≤< is double support phase, during 
which the sole is rotated about toes, and the center of 
gravity moving forwards; the swing foot reaches the 
highest point when nc TkTt += . 
 

),,( hhh zx θ

),,( fsfsfs zx θ ),,( fefefe zx θH
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Figure 3: The model of the humanoid robot going upstairs. 

We get the key point )(),( tztx ff
of ankle in 

plane XOZ as follows: 
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where al is the distance between tiptoe and the centre 
of gravity of sole; bl is the distance between heel 
and the centre of gravity of sole; fh is the height of 
heel and nT is the time when the robot just walks 
through a step. 

The key point of the angle between sole and 
ground can be denoted as follows: 
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Since the whole sole of the right foot is in 

contact with the ground at 
ct kT= and ( 1) c dt k T T= + + , the following derivative 

constraints must be satisfied. 
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3.2 Gait Planning of Hip  

We assume that the robot is decelerated in double 
support phase and accelerated in single support 
phase and the acceleration in direction of x -axis 
and z -axis are xha and zha  respectively. The 
distance between the hip and the ankle of supporting 
leg is sx at the beginning of the double support 

phase and ex at the end of the double support phase. 

The changes in the direction of z -axis are sz  and 

ez  at the beginning and end of the double support 
phase respectively. Then the trajectory of hip can be 
expressed like this: 

It must satisfy the following constraints: 
 The derivative constraints ( ) ( 1)

( ) ( 1)
h c h c

h c h c

x kT x k T
x kT x k T
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and ( ) ( 1)
( ) ( 1)
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& &

&& &&
 must be satisfied. 

 max( )hz t h≤ , 
maxh is the maximum height of 

hip; max 1 2 fh l l h= + + , 
1 2,l l  are the length of 

thigh and shin respectively, fh is the height 
of ankle. 

 min( )hz t h≥ ， minh  is the minimum height of 
hip and it’s value can be set according to the 
process of human walking. 

2 2 1/ 2
1 2{[ ( ) ( )] [ ( ) ( )] }h a h ax t x t z t z t l l− + − ≤ +  
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4 STABILITY CALCULATION 

The maximum region enclosed by two soles’ 
projection on the ground is called the stable region, 
as shown in Figure 4. 
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Figure 4: Stable region when going upstairs. 

The equations of projection of 
line

1 2A A and
3 4A A can be got: 
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than the stable region can be expressed as follows: 
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  (13) 

We can get the distances between ZMP and 
every boundary of stable region easily and the 
stability margin can be expressed as: 

max, min max min 12 34min( , , , , ) (14)x x y yd d d d dl dlγ =  

5 MAINTAIN STABILITY BY 
ENLARGING SUPPORT 
POLYGON  

As we said above, if the computed ZMP is outside 
the support polygon, the robot cannot be in dynamic 
stable and has the trend of falling down. In this case 
we can enlarge the support polygon to maintain 
stability. 

As shown in Figure 5, the changed angle *
fα  of 

moving direction of the foot is determined by the 
following equation:  

* 1cosf
e s

e s
α − ⋅

=
⋅

   (15) 
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Figure 5: The determination of foot landing position. 

where e is the normal vector of planed moving 
direction and s is the changed vector. If the gradient 
of step is θ  and the distance between the feet is d , 
then the foot moving distance *

fl relative to planed 
landing position is determined by the following 
formula: 

( )( )
( )

2* * 2 2 2 *

22 2 2 *

tan( ) cos 3 sin cos( )

cos 3 sin sin( )

fl l d b b

l d b a

α β θ θ γ α

θ θ γ α

⎡ ⎤= − + + − −
⎣ ⎦

⎡ ⎤− + + − −⎣ ⎦

 (16) 

where β is the original angle of foot and γ is the 
changed angle of foot centre. a , b express half of 
the foot’s long and width respectively. 

6 CONTROL STRATEGY 

If the computed ZMP is inside the support polygon 
then the robot can be in stable. But, the error 
between the computed ZMP and the designed ZMP 
is unavoidable. It means that the stability condition 
is not the best and we can make the robot more 
stable. Our control system (the left part) shown in 
Figure 7 can optimize the position of actual ZMP to 
enlarge the stable margin. 

As shown in Figure 6, the inertial force 
RF  and 

ground reaction force R  are not in the same line. In 
this case RF , R and the error of ZMP form a moment 
which makes the robot roll. So it is necessary to 
reduce the error to diminish the moment. The rolling 
moment can be depicted like this 

TM = (DZMP－AZMP)× RF    (17) 
 

where DZMP means desired ZMP; AZMP means 
actual ZMP. 

We can obtain the error of ZMP ( ZMPΔ ) 
according to the desired ZMP and the actual ZMP. 
The gait adjustment parameter θΔ can be got using 
inverse kinematics. 

 
Figure 6: Error of ZMP. 
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(18) 

where K is the adjustment coefficient matrix by 
experience. 

If there is an external disturbance, the computed 
ZMP may be out of the support polygon and the 
robot may tip over, at this moment the control 
system (the right part) will take action. 

Two important parameters can be got according 
to the definition of FZMP, i.e. the distance between 
FZMP and the rotation edge and the rotation 
direction. We can also get the change of the angle of 
link θΔ by the sensor fitted at the link. The 
emergency-coping strategies such as enlarging the 
support polygon, moving the upper body and 
contacting with surrounding by hands can be used to 
make the FZMP located in the support polygon and 
maintain the stability of the robot. Whereas, in some 
cases one method along may be unrealistic, two or 
three methods can be combined. 

7 SIMULATION 

We have constructed a simulator of a humanoid 
robot by using dynamic analysis software package 
ADMAS and the control system is built in Matlab. 
This allows us to analyze the joint torque, the 
change of ZMP, etc. The simulator built in ADMAS 
is shown in Figure 8. 
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Figure 7: The control strategy. 

 
Figure 8: The ADMS model of humanoid robot. 

The structure of control system based on 
Matlab/simulink is shown as follows: 

 
Figure 9: The structure of control system. 

We simulate the procedure of walking up and down 
stairs with a height of 0.2m and a width of 0.6m. 
The pictures of series of walking upstairs are shown 
in Figure 10 at the time of 0.0s, 0.2s, 0.4s, 0.6s, 0.8s 
and 1.0s.  

 

 
Figure 10: Series of walking upstairs. 

The velocity and acceleration of ankle and hip 
are given in Figure 11 and 12 respectively. The 
x-axis represents time and the y-axis represents the 
velocity of ankle and hip. The red real line is 
velocity and the blue dashed is acceleration.  
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Figure 11: Velocity and acceleration of ankle. 

 
Figure 12: Velocity and acceleration of hip. 

Figure 11 shows that the maximum velocity 
happens when the swing foot is descending and it is 
consisdent with the real walking process of human. 
It also shows that the velocity and acceleration are 
close to zero at the time of 1.0s and the slope is 
getting smaller when the time is getting nearer to 
1.0s. We all know that the landing acceleration of 
ankle is very important for the stability of robot. If 
the acceleration is too big, the impact force between 
robot and ground may be very large and the robot 
may become unstable. So in our simulation, the 
impact force is very small and the robot can walk 
stably. It shows that the strategy described above 
works. 

8 CONCLUSIONS 

Biped robots have better mobility than wheeled 
robots but tip over easily, so the walking stability is 
even more important. When going upstairs the 
stability problem is especially crucial and the 
research is far from enough. In order to make the 
robot go upstairs stably, it is necessary to have an 
efficient control strategy to scout and make 
adjustment on time. In this paper, we propose a 
method to plan a walking pattern and the way of 
calculating the stable region and stability margin is 
also presented. The stability maintenance method of 
enlarging support polygon is given out. The 
optimization control strategy which is proved to be 
useful by numerical simulation is proposed. 
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Abstract: The actual stream in automation control systems is to distribute the control tasks among different modular 
and easy to integrate processing cells. It is part of this trend the increase of the use of Ethernet technology 
for machine-machine data communication inside this distributed based architecture. The paper presents a 
robotic handling application of industrial parts transferred by a transport conveyor. Data representing a set 
of parameters of the parts to be handle from the conveyor is provided by a Routing Control System (RCS). 
The Control Management System (CMS), which controls a number of robotic cells is receiving this data 
from RCS and merge it with the information provided by an Inspection System (Artificial Vision System). 
The communication between these two Control Systems (RCS and CMS) is Ethernet-based. Ethernet 
technology is good, reliable and fast for large amount of data, but because of its non-deterministic character, 
it has a lack of tools for data synchronization. The paper includes an analysis of the experimental results of 
the measurements of the non-deterministic factor of the existing network. The "worst case scenario" of the 
largest communication delay caused by Ethernet traffic and the minimum time between two consecutive 
data commands, reveals that application requirements could not be achieved without recovering data 
transfer time-consistency. The paper is presenting a mechanism developed at protocol level, in order to 
guarantee the consistency in time, at CMS level (data consumer), of the merging process of the data 
provided by the two application partners, RCS and Vision System as the data producers. 

1 THE DESCRIPTION OF THE 
ROBOTIC APPLICATION 

The system described in the paper is dedicated for 
the robot-based automation of the unloading and 
packing stages in the flat glass industry. In Figure 1 
it is presented the architecture of the proposed 
automation system. This architecture is often utilized 
in industrial applications (in palletizing of moving 
objects systems). 

1.1 The Structural System 
Architecture 

 Active Elements: 
Control Management System (CMS), Routing 
Control System (RCS), Vision System and Robotic 
Cells. 

 Passive Elements: 
Conveyor, glass plates. 

 Infrastructure: 
Communicational Link between Vision System 

and CMS;  
Communicational Link between CMS and 

Robots Controllers;  
Communicational Link between CMS and RCS. 
 General assumptions: 

The plates are connected to the conveyor (the 
same speed and direction). 

1.2 The Functional System 
Architecture 

The Routing Control System has to provide for CMS 
the Routing Data - a description of the possible 
destinations (one or more of the robotic cells) of 
each plate in the moment the plate is passing the 
Decision Point of the Vision System. The role of the 
Vision System is to inspect the cutting accuracy and 
the shape parameters of every plate. The Vision 
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System is analyzing the information provided by a 
Line Scan Acquisition System (a dual line scan 
camera system) in conjunction with the information 
provided by an encoder connected to the transport 
conveyor. The Vision Data, containing the data 
resulted from the inspection process, together with 
the data describing the location of the plate, are 
transmitted to CMS in the moment the Vision 
System processing time ended.  

The moment (time-based) is called Vision 
Decision Point. Both sets of data (Routing Data and 
Vision Data) are merged by CMS. CMS will take 
the decision to send the pick the plate command to a 
certain robotic cell only if Vision Data describe the 
plate having cutting accuracy and shape parameters 
inside the accepted tolerances for a certain packing 
destination AND the plate is routed to that certain 
destination. 

2 THE DESCRIPTION OF THE 
INFORMATIONAL SYSTEM 
ARCHITECTURE 

The communication between Vision System and 
CMS is a dedicated connection. Some of the reasons 
for choosing this type of communication is the 
geographical neighborhood of these two systems and 
the fact the structure of the data transferred between 
Vision System and CMS could be very tight 
specified (no need for using a general type of 
protocol). Another reason is the concept that Vision 
System is an intelligent sensor of the Robotic 
Application, which means the Vision System will be 

not “visible” on the higher automation level, but 
only on the Robotic Automation Level (the Vision 
System is “visible” only for CMS). This 
communication channel has a serial support. This 
type of connection is providing a deterministic 
character of the Vision System – CMS 
communication. For the communication between 
CMS and RCS it was adopted an Ethernet-based 
topology. The main reason of choosing this type of 
topology is the fact CMS is an automation entity 
visible on the high automation level (CMS includes 
all the automated stacking capabilities of the whole 
production line). Industrial Protocol on Ethernet is a 
very good and reliable support for modern 
configurations on industrial automations, but 
because it’s non-deterministic character, it is poor in 
data time-synchronization (Marshall, et al., 2004). 
The time-synchronization between the Routing Data 
(data coming from RCS) and the Vision Data (data 
coming from Vision) in the merging process in CMS 
it is a key factor of achieving the requirements of the 
automation application. 

3 EXPERIMENTAL RESULTS 

In Figure 2 are presented the experimental results of 
recording Ethernet Delays over around 10 minutes 
on the analyzed network. The Ethernet Delays are 
estimated as the differences between the CPU time 
of receiving Routing Data (sent over a non-
deterministic communication channel) and the CPU 
time of receiving Vision Data (sent over a 
deterministic communication channel). A lost in 

 

Artificial Vision 
System CMS 

Encoder 
Encoder Pulses 

LAN 

Conveyor Robot 
Controller 

Dedicated connection 

RCS 

Figure 1: The robot-based automation system for handling glass plates from a moving conveyor. 

TEMPORAL MATCH OF MULTIPLE SOURCE DATA IN AN ETHERNET BASED INDUSTRIAL ENVIRONMENT

141



synchronization will occur only if the variation of 
the Ethernet Delay value from the average value of 
the Ethernet Delay is greater than the minimum time 
between two consecutive sets of Routing Data. 
Analyzing the manufacturing process we can 
identify what is the minimum time between two 
consecutive sets of Routing Data. 
This is the minimum time between two glass plates 
coming on the conveyor (this is called “snapping 
period”). The actual glass manufacturing process has 
the minimum snapping period of 1.44 seconds. 
Analyzing the experimental results we could see the 
necessity of implementing a method for recovering 
data transfer time-consistency. 

4 RECOVERING DATA 
TRANSFER  
TIME-CONSISTENCY 

A few solutions were analyzed in order to solve this 
problem (Marshall, et al., 2004).: 

- Use a more powerful Ethernet board 
(instead of using 10MB/s type of board, to use a 
100BT Ethernet module) 
- Replace the communication software 
support (RSLinx) with another one with a better 
response time (a software module dedicated 
only for a specific protocol would provide a 
better response time related to a general 
software package like RSLinx, which is coming 
with a large CPU overhead). 

The above two solutions could improve the 
Ethernet behavior, but the non-deterministic 
character of this type of communication is not 
eliminated. 

- Install another dedicated Ethernet module 
in the RCS and an additional dedicated Ethernet 
module in the CMS PC. These modules would 
be connected to a separate isolated Ethernet 
switch. In this case, most of the delays 
experienced on the current Ethernet link would 
be eliminated since the only traffic on the link 
would be between the routing system and the 
CMS cell PC. 
- Use an ASCII serial (RS-232, RS-485, 
etc.) connection rather than using Ethernet. This 
would make the communication time between 
the Routing and CMS systems deterministic. 
- Use a dedicated digital signal from RCS to 
the CMS in addition of the Ethernet connection 
in order be used to re-synchronize the Routing 
Data in CMS. This would be implemented by 

energizing a digital output that would indicate 
to the CMS cell in the moment of sending 
current Routing Data. When the input was seen 
by the CMS system, the CMS system would 
capture its own internal time and it will use this 
time value in the moment the Routing Data is 
received over Ethernet. 

These last three solutions could solve the time-
synchronization problem, but any of these solutions 
wouldn’t be accepted because of a dramatic 
aggression on the network topology previously 
agreed on the design time of the application 
(Mackay, et al., 2003), (Stenerson, et al., 2002). 

The solution proposed in the paper is based on 
inserting a “timestamp parameter” in any set of 
Routing Data transmitted from the Routing System 
to the Control Management System. 

This timestamp parameter will be the Routing 
System CPU time in millisecond representation. 
This timestamp parameter value will be a 
wraparound counter representing the least significant 
two bytes (one Word) of the CPU time (in 
milliseconds). 

This timestamp parameter will be used by CMS 
to estimate with a “good enough” approximation, the 
offset between the CPU time values of the producer 
of the message (RCS) and the consumer of the 
message (CMS). This estimated offset would be 
used for time synchronization of the current 
message. It means CMS will add the estimated CPU 
time values offset to the current timestamp 
parameter value contained in the current received 
message. 

In order to provide a “good enough” 
approximation of the offset between the CPU time 
values of the producer (RCS) and the consumer 
(CMS) the algorithm has to estimate the minimum 
value of the statistical population containing all the 
offsets estimated for a large number of 
transmitted/received messages. 

This minimum is a “moving minimum” (it will 
be estimated from a statistical population collected 
on a certain time window) because we expect a 
slippage between the clocks of the two CPU (this 
slippage is accumulative and will become significant 
in time). 

For the support of building this statistical 
population of offset values is used an existing 
message from RCS to CMS, called “Request Status 
Message”.  

This message is sent by RCS every half a second 
in order to check the communication with CMS and 
also to obtain from the CMS the status of the  
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Figure 2: The experimental results of recording Ethernet Delays over around 10 minutes on the analyzed network. 

availability of each possible plate destination 
stations (of each Robotic Cell). 

The proposed solution requires the Routing 
System to move the CMS cell data hand-off point 
(the point where it is transmitting the Routing Data 
to CMS) more upstream the conveyor. 

The CMS has to receive the Routing Data 
message of a plate before the Vision Systems ends 
the process of analyzing that plate (even on the 
highest Ethernet traffic). But the method is not 
anymore affected by receiving Routing Data in 
advance. CMS will build a buffer of all the Routing 
Data received from the RCS describing plates will 
come in time, and it will be able to recover the 
consistency in time of these data on the merging 
process with the Vision Data.  

5 CONCLUSIONS 

The paper presented an algorithm developed at 
protocol level, in order to guarantee the recovering 
of data transfer consistency in time, at CMS level, 
for merging of the data provided from RCS over an 
Ethernet communication channel with the data 

provided by the Vision System over a deterministic 
communication channel. 
 
This solution proposed in this paper is based on the 
following assumptions: 

- The actual slippage of the clocks on either 
the RCS or the CMS processors would be very 
minimal. This assumption is not a restrictive 
one, being normal to accumulate a significant 
slippage value around one second in much more 
that days or even weeks.  
- In the time the slippage value of the clocks 
would become significant, the network 
connection would have a period of relative low 
traffic. This assumption is also not restrictive 
one, because in those days or weeks that the 
slippage value of the clocks is becoming 
significant, it is more likely a relative calm 
moment to occur in the net traffic. 
- The number of collected messages 
transmitted by the producer/received by the 
consumer (till the slippage of the CPU clocks 
will accumulate a significant value) will be 
large enough to build a statistical population. 
This assumption is also not a restrictive one 
because the statistical population main support 
is the “Request Status Message” which is set to 
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be transmitted every half second (most of the 
statistical population members are coming from 
collecting the estimated offsets for this type of 
message). 
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Abstract: A new algorithm for the control of vehicle platooning is proposed and tested on a robot-soccer test bed. We
considered decentralized platooning, i.e., a virtual train of vehicles, where each vehicle is autonomous and
decides on its motion based on its own perceptions. The platooning vehicles have non-holonomic constraints.
The following vehicle only has information about its own orientation and about its distance and azimuth to
the leading vehicle. Its position is determined using odometry and a compass. The reference position and the
orientation of the following vehicle are determined by the estimated path of the leading vehicle in a parametric
polynominal form. The parameters of the polynominals are determined using the least-squares method. This
parametric reference path is also used to determine the feed-forward part of the applied control algorithm.
The feed-back control consists of a state controller with three inputs: the longitudinal and lateral position
errors and the orientation error. The results of the experiments demonstrate the applicability of the proposed
algorithm for vehicle platoons.

1 INTRODUCTION

Vehicle platoon systems are a promising approach
for new transportation systems because of their inno-
vative capabilities. Their main goals, when applied
to passenger cars are (i) an increase in the vehicle
density on the highway (i.e., avoiding traffic jams),
and (ii) security improvements thanks to automated
or semi-automated driving assistance (adaptive cruise
control, obstacle detection and avoidance, automatic
car parking, etc.). Most of these platooning systems
are based on a linear configuration (i.e., a virtual train
of vehicles).

Among the several problems associated with the
control of platooning systems, longitudinal and lateral
control are the most important.

Longitudinal control involves controlling the
braking and acceleration in order to stabilize the dis-
tance between the leading vehicle and the follow-
ing vehicle. This control takes as a parameter the
distance between the leading and the following ve-

hicles. Sheikholeslam and Desoer (Sheikholeslam
and Desoer, 1993) proposed a form of longitudi-
nal control based on linearization methods. Ioan-
nou and Xu (Ioannou and Xu, 1994) controlled the
brakes and the acceleration using a fixed-gain PID
control with gain scheduling. In contrast, Hedrick,
Tomizuka and Varaiya (Hedrick et al., 1994) used a
control mode based on a non-linear method with PID.
Lee, Tomizuka, Jung and Kim (Lee and Tomizuka,
2003; Lee et al., 2000) proposed a longitudinal con-
trol based on fuzzy logic.

Lateral control involves aligning the vehicle’s di-
rection relative to the vehicle in front. Daviet and
Parent (Daviet and M.Parent, 1996) proposed a form
of lateral control using a PID controller. This con-
trol consists of keeping the angle between the lead-
ing and the following vehicles close to zero. In
the literature, papers can be found dealing with lat-
eral and longitudinal control using physics-inspired
models. For instance, Gehrig and Stein (Gehrig and
Stein, 2001) designed a model based on particles’
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submissive forces, whereas Yi and Chong (Yi and
Chong, 2005) developed an impedance-control imma-
terial hook model. Halle and Chaib-draa (Halle and
Chaib-draa, 2005) used a Multi-Agent System (MAS)
in order to model immaterial vehicles using constant
values from (Daviet and M.Parent, 1996). Contet,
Gechter, Gruer and Koukam (Contet et al., 2007) pro-
posed a solution for longitudinal and lateral control
using Newtonian forces in an interactive model. In
Bom et. all (Bom et al., 2005) a global platooning
control strategy is proposed using nonlinear control
law which decouples lateral and longitudinal control.

In this paper a novel approach to a platoon of non-
holonomic vehicles using the well-known state-space
control of nonholonomic systems is presented. The
vehicle platooning control strategy relays on relative
information to preceding vehicles only therefore no
explicit inter-vehicle data exchange and global global
information (such as GPS) is required. The impor-
tant advantage here is that relative information can
be measured with low cost sensor sets. Additionally
the method to obtain on-line objectives for the fol-
lower vehicles control is presented, where the inter-
vehicle distance is curvilinear one as also proposed in
(Bom et al., 2005). The proposed control algorithm
was tested in simulations and on a platoon of soccer
robots.

Controlling nonholonomic systems as they follow
a reference path is a well-known problem that has
been studied by many authors (Kolmanovsky and Mc-
Clamroch, 1995; Luca and Oriolo, 1995; Sarkar et al.,
1994). The control of vehicles, especially mobile
robots, by considering only the first-order kinematics
is very common in the literature ((Canudas de Wit and
Sordalen, 1992; Oriolo et al., 2002; Balluchi et al.,
1996)) as well as in practice. The vehicle has to con-
sider nonholonomic constraints, so its path cannot be
arbitrary. Moreover in an environment with obstacles,
limitations and other demands the vehicle should be
controlled on a reference path, which should follow
all the kinematic constraints and avoids obstacles.

The paper is organized as follows: In Section 2 a
model of nonholonomic systems and the correspond-
ing control law that can be applied to such systems
are presented. The application of the proposed con-
trol law to platoon systems is derived in Section 3.
The results of the tests on a robot-soccer set-up are
presented in Section 4.

Figure 1: Vehicle architecture and symbols.
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Figure 2: Illustration of the error transformation.

2 MODELING AND CONTROL
OF NONHOLONOMIC
SYSTEMS

In the following the direct and inverse kinematics for
mobile vehicles with a differential drive are deter-
mined. The vehicle’s architecture, together with its
symbols, is shown in the Fig. 1, where it is supposed
that the geometrical centreT and the centre of gravity
coincide.

The equations of motion are as follows




ẋ
ẏ
θ̇



 =





cosθ 0
sinθ 0
0 1



 ·

[

v
ω

]

(1)

wherev andω are the tangential and angular veloc-
ities of the platform shown in the Fig. 1. The right
and left velocities of the vehicle’s wheels are then ex-
pressed asvR = v+ ωB

2 andvL = v− ωB
2 , respectively,

whereB is the distance between the robot wheels.
For a given reference trajectory (xr(t), yr(t)) de-

fined in the time intervalt ∈[0,T] the feed-forward
control law can be derived. From the obtained inverse
kinematics the vehicle inputs are calculated, these
drive the vehicle on the desired path only if there are
no disturbances and no initial state errors. The re-
quired vehicle inputs, the tangential velocityvf f and
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Figure 3: Mobile-vehicle control schematic.

the angular velocityω f f , are calculated from the ref-
erence path. The tangential velocity is given by

vf f (t) =
√

ẋ2
r (t)+ ẏ2

r (t) (2)

ω f f (t) =
ẋr(t)ÿr(t)− ẏr(t)ẍr(t)

ẋ2
r (t)+ ẏ2

r (t)
(3)

When a vehicle is controlled to drive on a refer-
ence path, it usually has some following error. This
following error, expressed in terms of the real vehi-
cle, as shown in the Fig. 2, is given by





e1
e2
e3



 =





cosθ sinθ 0
−sinθ cosθ 0

0 0 1



 ·





xr −x
yr −y
θr −θ



 (4)

In the Fig. 2 the reference vehicle is an imaginary
vehicle that ideally follows the reference path. In con-
trast, the real vehicle (when compared to the reference
vehicle) has some error when following the reference
path. Therefore, the control algorithm was designed
to force the vehicle to follow the reference path pre-
cisely as proposed in (Luca and Oriolo, 1995; Oriolo
et al., 2002). It is as follows

vr = vf f cose3−vf b
ωr = ω f f −ω f b

(5)

wherevr andωr are reference velocities (set-points)
for the low level control controlling the wheels of the
vehicle andvf b, ω f b are the outputs of the feed-back
controller given by

[

vf b
ω f b

]

=

[

−k1 0 0
0 −sign(uf f )k2 −k3

]

·





e1
e2
e3





(6)

The schematic of the obtained control is explained
in Fig. 3. The gainsk1, k2 andk3 of the state feed-
back controllerK were determined by trial and error.

3 APPLICATION OF THE
CONTROLLER TO A LINEAR
PLATOON

It is supposed that there is no data communication be-
tween the leading and following vehicles. The fol-
lowing vehicle measures the distance and the azimuth
(relative to its own orientation)) of the leading vehi-
cle. To ensure stable control also a measurement of
the orientation of the following vehicle (e.g. with a
compass) is also needed. No other sensors (e.g., GPS)
are required. All the positions are treated in a coordi-
nate system that is fixed to the ground. The following
vehicle determines its own position using odometry.
Having the current positionX(k) = [x(k),y(k)]T , the
position in the next sample is determined by a simple
Euler integration

X(k+1) = X(k)+

[

cos(θ)
sin(θ)

]

vre f ∆t (7)

whereθ is the orientation of the following vehicle,
vre f is the reference speed of the vehicle and∆t is the
sample time. As shown later, the method of integra-
tion and the associated errors in the accuracy of the
absolute position are not significant, since only the
relative position of both vehicles is important.

The path of the leading vehicleXh(k) =
[xh(k)yh(k)]T is calculated by the following vehicle
using its current position and the measurements of the
distanceD and the azimuthθa (e. g., by using a laser
range finder) as follows:

Xh(k) = X(k)+

[

cos(θ+ θa)
sin(θ+ θa)

]

D (8)

This information is stored in the memory and repre-
sented in parametric form (with the parameterk - re-
lated in the timet = k∆t). The following vehicle is
supposed to track the leading vehicle at a distanceL
- measured on the path of the leading vehicle. First,
the time T needed by the leading vehicle to drive the
distanceL is calculated using

L =

∫ T

0

√

ẋ2
h + ẏ2

hdt (9)

This time T is calculated by a linear interpolation
of the two successive time instants (k+1 andk) defin-
ing the time internal where the numerically calculated
distanceL′ becomes greater than the desired distance
L.

L′ =
N

∑
k=0

√

[xh(k+1)−xh(k)]2 +[yh(k+1)−yh(k)]2

(10)
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According to relation (4) the interpolated value for
time T is obtained byT = k∆t + ∆t

L′(k+1)−L′(k) (L −

L′(k)), whereL is the desired tracking distance among
the vehicles. Next, the path shape of the leading ve-
hicle at the moment−T (T seconds in the past) is
expressed in the parametric polynomial form

xh(t) = ax
2t

2 +ax
1t +ax

0 (11)

yh(t) = ay
2t

2 +ay
1t +ay

0 (12)

The coefficients of the polynomialsax
i anday

i are
calculated using the least-squares method with more
than three samples around the timeT (seven were
used in our experiments). The reference position
and the orientation of the following vehicle are de-
termined using

Xr =

[

xh(T)
yh(T)

]

=

[

ax
2T2 +ax

1T +ax
0

ay
2T2 +ay

1T +ay
0

]

(13)

θr = arctg
2ay

2T +ay
1

2ax
2T +ax

1
(14)

respectively. In the Fig. 2 they are denoted as the ref-
erence vehicle. The tangential and angular velocities
of the reference vehicle (needed for the feed-forward
control) are

vr(t) =
√

(2ax
2T +ax

1)
2 +(2ay

2T +ay
1)

2 (15)

and

ωr(t) =
(2ax

2T +ax
1)×2ay

2− (2ay
2T +ay

1)×2ax
2

(2ax
2T +ax

1)
2 +(2ay

2T +ay
1)

2

(16)
respectively. For the feed-back control the error vec-
tor is given according to Eq. (4) by

e=





cosθ sinθ 0
−sinθ cosθ 0

0 0 1





[

Xr −X
θr −θ

]

(17)

4 RESULTS OF THE
EXPERIMENTS

The proposed algorithm was tested on a robot-soccer
set-up (see Fig. 4) consisting of three Middle League
MiroSot category robots of size 7.5 cm cubed, a dig-
ital color camera and a personal computer. The color
camera mounted above the pitch is a global sensor.
The vision part of the programme ((Klančar et al.,
2004)) processes the incoming image to identify the
positions and orientations of the robots. The first,
(leading) robot was driven on a prescribed path. The

Figure 4: Real set-up experiment.
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Figure 5: Results of real experiments.

second (the first following) robot receives only the in-
formation about its distance and azimuth to the first
robot and its own orientation. The third (the sec-
ond following) robot receives only the information
about its distance and azimuth to the second robot
and its own orientation. The noisy position esti-
mates of the used camera sensor influences the cal-
culated distance and azimuth information. The esti-
mated noise deviation of measured robots positions
was±5mm. The distances and azimuth orientations
are obtained byDi =

√

(xi−1−xi)2 +(yi−1−yi)2 and
θai = arctanyi−1−yi

xi−1−xi
, wherei = 2,3 is robot index.

The parameters values of the controller (5) were
k1 = 2,k2 = 20,k3 = 2, sampling time was∆t = 33ms
and the desired tracking distance wasL = 20cm. The
results of the tests are shown in the Fig. 5. The film
of the real experiment can be seen at (Klančar, 2008).

In the Fig. 6 the time course of the distance be-
tween the robots is presented . The distance was
calculated with assumption that the path between the
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robots is an arc, which results in

Larch =
∆θ

2sin(∆θ/2)
×D (18)

where D is the straight line between the robots and∆θ
is the difference in their orientation angles. It is clear
that after a transition phase (the merging and splitting
of the platoons is currently under investigation) the
second and third vehicle follow with acceptable accu-
racy. The results of the real experiments are slightly
worse due to the noise in the position estimation and
due to the time delay of the optical tracking and recog-
nition. The accuracy of the integration method and the
associated error, which is equivalent to the slipping of
the vehicle’s wheels, is analysed and illustrated in the
Fig. 7, where the distance between the leading and
the following platoon robots in a straight path is illus-
trated. It can be seen that the constant slipping of the
wheels has no influence on the steady-state distance
of the platoon vehicles. This conclusion makes sense
since servoing accuracy should not be destroyed be-
cause relative information among vehicles (distances
and azimuth orientations) are always obtained from
accurate relative sensor.

5 CONCLUSIONS

A new algorithm for the control of vehicle platoons
was proposed. The following vehicle only has infor-
mation about its own orientation and about the dis-
tance and azimuth of the leading vehicle. Its own po-
sition is determined using odometry and a compass. It
calculates the reference path in a parametric polyno-
mial form, and the parameters of the polynomials are
determined by the least-squares method. Having the
reference path, the feed-forward and feed-back con-
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Figure 7: Distance between robots with slip in a straight
path (simulation).

trol are applied to the following vehicle. The fol-
lowing vehicle calculates its own position by means
of a simple Euler integration. It was established that
the error in the integration procedure (equivalent to
the errors due the wheel slipping) has a minor influ-
ence on the accuracy of the platoon distance. The pro-
posed algorithm was tested on a robot-soccer test bed.
The results confirm the applicability of the proposed
method.
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Abstract: This paper is focused on the design of mechanical hardware, controller architectures, and analysis of 
balancing control at the Asian Institute of Technology Leg EXoskeleton-I (ALEX-I). ALEX-I has 12 DOF 
(6 DOF for each leg: 3 at the Hip, 1 at the knee and 2 at the ankle), controlled by 12 DC motors. The main 
objective of the research is to assist patients who suffer from the paraplegia and immobility due to the loss 
of lower limbs. ALEX-I’s parts and assembly are designed on CAD software, SolidWorks, exported to 
MATLAB simulation environment, and observed using 3D VRML script interpreter to investigate balancing 
postures of the exoskeleton. The simulation model is proven to be accurate by comparing the resulting 
kinematics characteristics with the results from Corke’s MATLAB Robotics Toolbox (Corke, 1996). PC104 
is employed as the main (master) processing unit for calculation of the balanced gait motion corresponding 
to feedback signals from the force sensors mounted at the two feet plates, whereas ARM7’s are used for the 
low-level (slave) control of the angular position of all joints. The balanced posture set-points (joint 
trajectories) under the Center of Mass (CM) Criterion are generated in the simulation before testing on the 
real mechanical parts is implemented to avoid damaging the system. 

1 INTRODUCTION 

Our society nowadays has many elders and patients 
that have difficulties in their locomotion. All of 
these patients need to sit, stand, walk, and perform 
other activities to fulfil their daily tasks. These 
people need assistance from either the nursing 
personnel or assistive devices such as walkers or 
wheelchairs. Our exoskeleton is intended to work as 
an intelligent assistive device that would help 
eliminating the difficulties and risks during the 
locomotion of the wearer.  For this purpose, the 
exoskeleton has to be able to balance itself, carry the 
wearer, and walk even if the lower part of the patient 
is completely paralyzed.  In addition to improving 
the quality of many lives, the developed exoskeleton 
can also serve as a tool used to imitate and integrate 
human natural blueprints. 

Exoskeleton systems also find their applications 
in other various fields that draw a lot of interests 
from many robotics researchers who want to imitate 
the perfectly-designed and sophisticated 
biomechanics and human anthropometries. Some of 
the successful stories are HAL (Kawamoto, Kanbe, 
Lee and Sankai, 2002 and 2003), BLEEX (Chu, 
Kazerooni, Zoss, Racine, Huang and Steger, 2005), 

and Sarcos (Guizzo and Goldstein, 2005) 
exoskeletons, which are designed for power 
enhancing and military missions respectively. HAL-
3 was developed by the research team of Tsukuba in 
Japan. It was designed to help the elders in 
performing their daily activities such as walking, 
sitting, and standing. The latest model, HAL-5, is 
the whole-body suit unit, which is suitable for either 
the left or the right side paraplegic patient. BLEEX 
developed by the University of California, Berkeley, 
and Sarcos developed at Sarcos Research Corp. in 
Salt Lake City implemented the hydraulic-actuated 
exoskeletons as they are focusing on the power-
enhanced legs for the application of carrying heavy 
loads in the difficult terrains. 

Asian Institute of Technology Leg EXoskeleton-
I or known as ALEX-I is developed with the aim to 
carry with it both the external loads and the pilot (or 
the wearer).  The exoskeleton has to be able to walk 
on its own. Building up the robot and physically 
testing it by means of trial-and-error could result in 
damaging the robot links and fragile electronics 
devices. Hence, we have to model the exoskeleton 
robot to conduct the experiments in the both real 
world and simulated environments. The simulation 
model of ALEX-I has shown promising results 
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through the modelling with MATLAB’s 
SimMechanics library. Consequently, precise gait 
pattern generation can be investigated based on the 
kinematics information of all moving bodies. This 
simulation model can serve as the framework for 
development of the whole-body exoskeleton and all 
types of biped robots, which will be developed in the 
future at AIT. 

This paper describes the analysis of the 
architecture layout of the ALEX-I system in both 
software and mechanical hardware. The mechanical 
properties and controllers layout of the ALEX-I will 
be explained in the next 2 sections. The simulation 
model of the exoskeleton, its the interpretation of 
experimental result in 3D virtual reality (VR) 
environment, as well as the example of gait pattern 
generation of one-step gait motion will be discussed 
in section 4.   

2 MECHANICAL DESIGN 

Our previous work (Aphiratsakun and Parnichkun, 
2007) reveals the required specification of the 12 
actuators through the required torque calculations of 
all the joints. The range of motion of the joints 
determined in the previous work is refined to 
disregard the range that will never be employed in 
the real physical implementation, and the resulting 
range of motion of all DOF is shown in Table 1. 

The ALEX-I has 12 DOF (6 DOF for each leg: 3 
at the Hip, 1 at the knee and 2 at the ankle), 
controlled by 12 DC motors. Each motor is coupled 
with a 1:100 gearhead and equipped with a 1024- 
pulse incremental encoder as a feedback sensor. The 
Scooter DC motors and Bonfiglioli Gearhead model 
VF44P63B14 are selected in this work to conform to 
the required flexibility in the mounting structures, 
shapes, and weights. Table 2 gives specification of 
the motors and the gearheads mounted on each joint. 
Obviously, the torques offered by the gearheads in 
each joint are in comply with the torque 
requirements revealed in (Chu, Kazerooni and Zoss, 
2005). 

Table 1: Range of motion of each joint.  

Joint Axis Range of rotation 
(degree) 

X (pitch) -90<θ<90 
Y (yaw) -35<θ<35 

 
Hip 

Z (roll) -15<θ<15 
Knee X (pitch) 0<θ<90 

X (pitch) -45<θ<45 Ankle 
Z (roll) -20<θ<20 

Table 2: Specification of the motors coupled with 1:100 
gearhead at each joint.  

Motors Joints the motors 
mounted on 

RPM ; 
Rad/s 

Torque 
[Nm] 

250 W Hip (yaw) 95 

350 W Hip (roll),  
Ankle (roll) 134 

500 W 
Hip (pitch), 

Knee (pitch), 
Ankle (pitch) 

25 ; 2.62 

191 

 
The lower limb exoskeleton mechanical parts are 

designed with a CAD Application, SolidWorks, as 
shown in Figure 1. The anthropometric 
considerations and other design parameters are 
discussed in (Aphiratsakun and Parnichkun, 2007). 
This CAD assembly can be imported to MATLAB 
development environment, which will be used to 
analyze for the balanced gait motion through the 
simulation model. The simulation model will be 
revisited in section 4.  

With the CAD design, aluminum 5083 with the 
density of 2657.27 Kg/m3 is mainly used for the 
frame structure. The front and back views of the 
fabricated prototype is shown in Figure 2. The 
weight of the ALEX-I is measured to be 117.5 Kg 
excluding the weight of the bag pack. 

Force sensors or load cells are used to measure 
the forces exerted by the body. Futek LLB400 load 
cell, which can measure up to 500 lb (2224 N) of 
force, is chosen in the implementation. Four of these 
sensors are placed between two plates of the ALEX-
I’s feet. INA126 micro power instrumentation 
amplifier is used as the amplifier for the load cell. 
The designed layout of the load cell and its amplifier 
circuit is shown in Figure 3. From the force reading 
from the load cells, the center of mass (CM) position 
could be calculated. 

 
Figure 1: Prototype design of exoskeleton frame (lower 
part) (a) front view and (b) back view. 

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

152



 

 

Figure 2: Front and back views of the ALEX-I mechanical 
frame. 

Amplifier 
Circuit

Load Cell
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Figure 3: Load cells arrangement. 
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Figure 4: Overview of High and Low level controllers’ 
architecture. 

The data of gait analysis from the simulation is used 
as the input for positional control of the motors, 
which will eventually make ALEX-I walk in the 
desired motion. In this work PC104 and ARM7 
LPC2138 are used as the high and low level 
controllers respectively. The overview of the 

controllers’ layout is shown in Figure 4. The twelve 
set-points data for the joints’ trajectories, which are 
sent from PC104, are stored in the latching circuit to 
eliminate the lag time that might be incurred from 
serial communication. Chip selecting circuit is then 
used to address each slave-controller with its proper 
set point. Putting these set-points data in parallel 
manner allows low-level controller to acquire the 
data without delay. 

3.1 Joint Controller: ARM7 LPC2138 
Microcontroller 

The joint controller block set is shown in Figure 5. 
The twelve sets of 16-bits set points command are 
sent from PC104, which configures the required 
motion balancing tasks for the whole system, as the 
input to the low-level close-loops that comprise 2 
closed loops (P and PD) for each control block: 
speed and position loops. 10 Bits, 1024 pulses/rev 
Koyo TRD-S1024V series incremental encoder is 
used as a feedback sensor at each joint. LS7366 by 
LSI, is used to obtain the quadrature A/B of the 
incremental encoder signal. This IC communicates 
through SPI with ARM7 processor and increases the 
quadrature counting up to four times. It increases the 
resolution of the encoders to 4096 pulses/rev. Axor 
MicrospeedPlus is chosen as the servo driver and 
interfaced between ARM7 as shown in Figure 6. 
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Figure 5: Joint controller. 
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Figure 6: Servo interfacing circuit. 
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4 SIMULATION MODEL 

This section shows the model of ALEX-I in its 
simulation environment and the gait pattern 
generation. All links and joints are modelled with 
their real inertia matrices, links’ location of centers 
of gravity (CG), and location of joints as calculated 
automatically in Solidworks’s mass properties 
command. Our simulation approach allows the 
researcher to keep track of all joints’ and links’ 
kinematics and dynamics properties very precisely 
through virtual sensors. Firstly, the ALEX-I 
SimMechanics model is verified with simple 
Denavit-Hartenberg (DH) matrix for analysis of 
manipulator’s end-effector to verify the correctness 
of our simulation model. The balanced gait motion is 
also performed and shown in latter part of the 
section.  

4.1 Model Verification with  
Denavit-Hartenberg Matrix and  
P. I. Corke’s MATLAB Robotics 
Toolbox 

To verify the correctness of the simulation 
modelling, the authors use the DH matrix in 
describing the 12-DOF ALEX-I assuming that the 
left ankle is fixed to the ground as if the whole robot 
is a 12-DOF manipulator with the right ankle being 
the end-effector. Obviously, the dynamics behavior 
of the robot with this assumption does not match the 
real situation.  However, the position and velocity 
obtained from the DH and Jacobian matrix 
consideration proves our simulation model to be 
quite accurate in terms of kinematics characteristics. 
Figure 7 and Table 3 conclude the properties of links 
as defined by DH (Craig, 2005). 
 

 
Figure 7: Assignment of coordinate systems in accordance 
to DH. 

Table 3: Links’ properties required for the calculation of 
DH transformation matrixes and Jacobian matrices. 

Link 
α 

[degree] 
a 

[m] 
θ 

[degree] 
d 

(m) 

1 90 0.1 90 0 

2 0 0.26 0 0 

3 0 0.28 0 0 

4 90 0.11 0 0 

5 0 0.12 0 0 

6 -90 0 90 0 

7 0 0.594 0 0 

8 -90 0 0 0 

9 0 0.12 -90 0 

10 -90 0.11 0 0 

11 0 0.28 0 0 

12 0 0.26 0 0 

13 90 0.1 0 0 

 
Applying the links’ properties in Table 3 with 

the Robotics Toolbox written (Corke, 1996), we 
obtain another version of stick diagram as shown in 
Figure 8. The toolbox calculates transformation 
matrix referred from the end-effector (right ankle) to 
the world coordinate (left ankle) as similar to that of 
our simulation model with accuracy of 1 millimeter 
as shown in the highlighted numerical data. The left 
circle highlights the transformation matrix resulted 
from the Corke’s procedures whereas the right circle 
is the data from our developed simulation model. 
  
 

 
Figure 8: Simulation result from P. I. Corke Robotics 
Toolbox (Corke, 1996).  

4.2 MATLAB Physical Model 

The simulation modelling of the 12-DOF ALEX-I 
has to be started with the transformation of CAD 
data from the CAD application, SolidWorks, to the 
physical model format in MATLAB’s 
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SimMechanics. The mating functions and mass 
properties are automatically translated into the joints 
and links with precise inertia matrices and joint 
coordinate systems location as referred from the 
grounded position. Figure 9 shows the flow of how 
the precise simulation model can be created from 
CAD assembly file format.  Apparently, this 
simulation model is very accurate in resembling the 
real physical exoskeleton as it is created from the 
exact sizes, mass and inertia properties, and joint 
locations of the real fabricated links and assembled 
robot. In the figure, the block diagrams with the 
signs of the CGs and the signs of 5-DOF represent 
the robot links and joints as defined in the mating 
function respectively. Figure 10 shows the imported 
frontal and lateral views of the ALEX-I model. 

Filename.xml

Assembly File from 
SolidWorks

MATLAB: Filename.mdl

Save as ...

Import_physmod(‘Filename.xml’)  
Figure 9: Importing the physical model from SolidWorks 
assembly file.  

4.3 SimMechanics Virtual Sensors 

Development of the simulation model on the 
MATLAB environment offers great advantages 
since the SimMechanics Library offers virtual 
sensors that allow monitoring of kinematics and 
dynamics properties of all moving bodies and joints, 
including the monitoring of position, velocity, 
acceleration, angular displacement, angular velocity, 
angular acceleration, reaction force, and reaction 
torque. More importantly, the SimMechanics also 
offers virtual actuators that allow the actuation of 
both the joints and the bodies by the Source toolbox 
in the Simulink Library. With the virtual tools 
offered by SimMechanics Library, the manipulation 
of all kinematics and dynamics parameters could be 
done and monitored so as to study the motion 
behaviour and gait generation of the ALEX-I in 
virtual environment. 
 Nevertheless, the numerical data observed from 
the virtual sensors does not give understandable 
interpretation unless applied with the graphical 
visualization.  The authors create the graphical 
interpretation of results both in the forms of 2D 

MATLAB graphics and in the 3D Virtual Reality 
(VR) environment. Figure 11 shows how the motion 
signals could be used as input to the 3D VR 
graphics. 
 

(a)

(b)  
Figure 10: (a) Frontal and (b) Lateral views of transformed 
diagram. 

V-Realm Builder:
Part.VRML

SolidWorks:
Part.SLDPRT

VR Sink inputs from virtual 
sensors

 
Figure 11: Procedures for the 3D Virtual Reality Graphical 
Interpretation. 

Figure 13 shows the illustrated stick diagram, 
ellipsoidal mass-represented diagram, and 3D VR 
animation respectively. The input signals captured 
from the virtual sensors are fed to each joint for the 
angular position of all joints. The signals inputted to 
create the corresponding posture in Figure 13 are 
shown in Table 4 and Figure 12. θ 1-12 in the Table 4 
are left ankle [z,x], left knee [x], left hip [x,z,y], 
right hip [y,z,x], right knee [x], right ankle [x,z] 

DESIGN AND BALANCING CONTROL OF AIT LEG EXOSKELETON-I (ALEX-I)

155



 

respectively.  On the other hand, the input signals 
observed from virtual scope in Figure 13 are listed 
as the right ankle [z,x], right knee[x], right hip [x,z], 
left hip [z,x], left knee [x], and left ankle [x,z] in the 
order from the top to the bottom. 

Table 4: 12 set-points angles. 

Angles (degree) 
θ1 θ2 θ3 θ4 θ5 θ6 

0.294 36.88 58.95 -66.58 -14.98 0 

Angles (degree) 
θ7 θ8 θ9 θ10 θ11 θ12 

0 -7.61 -65.15 53.73 -31.47 15.48 

         
 
 

 
Figure 12: Sampled set-point signals. 

  
 

(a) (b) (c)

Figure 13: Example of the (a) stick diagram, (b) ellipsoidal 
mass-represented diagram and (c) 3D Virtual Reality 
Graphical Interpretation at following set-point.  

4.4 One Step Gait Motion  

The generation of all geometrically feasible postures 
of the exoskeleton is done using sine curves to 
characterize the changes in the joint trajectories by 
assuming that the left and right feet are supporting 
and swinging feet respectively. The CM equations as 
given in (1), (2) and (3) refer to well known zero 
moment point (ZMP) equations where all 
acceleration are equal to zero except g ≈ 9.81 m/s2. 
With random sampling from all postures (6.1 x109 

postures) while arranging them from time 0 second 
to 6.1x109 seconds, the range of time (searching 
domain) that returns stable leg-swinging postures 
could be found from Figure 14 (a) between 
4.18x109-5.91x109 seconds. From the sampled 
experiment, the authors could reduce size of the 
searching domain from 6.1x109 solutions to 
approximately 2x109 solutions. However, from the 
visual interpretation in VR environment, the 
postures that result from the solution numbered 
4.7x109 to 5.91 x109 show the waist orientation that 
would be difficult for the wearer of the exoskeleton 
to move along with the exoskeleton. Therefore, 
another detail simulation is performed to determine 
the CM-feasible postures (joint angles) within the 
searching domain 4.18 x109 to 4.7 x109. The result is 
shown in Figure 14 (b). 
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Figure 14: (a) Location of CM sampled over the entire 
searching domain, (b) Location of CM sampled over the 
reduced searching domain. 

 
Figure 15: Filter and interpolated feasible posture CM-
save joints. 

 Only the postures (joints angles) that return the 
balanced gait are saved into the database so that the 

12 Set-Points values 
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interpolation of all feasible joints angles could be 
interpolated. The filtered postures are again 
interpolated to obtain very detailed joint trajectories 
and filtered to get only the balanced CM joints 
angles. The resulting filtered CM locations are 
shown Figure 15. 
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Figure 16: Comparison between ideal and CM-save gait 
pattern. 

initial

final

(a) 

initial

final

(b) 

Figure 17: (a) Right-Swing step, (b) Left-Swing step. 

With the feasible joint trajectories, the step 
parameters, which comprise the swinging height, 
step length, and step time, are obtained. After having 
all joints angles in the database together with the 
location of the swing foot and orientation of the 
ALEX-I from the virtual sensors in the simulation 
model, the one-step gait pattern is generated from 
the CM-feasible joint trajectories.  
 In Figure 16, the ideal walking pattern and 
balanced CM walking pattern are compared. 

Apparently, the obtained step parameters could only 
be partially achieved since the ALEX-I has to 
balance itself and could not be in some particular 
postures. The successful right-swing and left-swing 
step are shown in the Figure 17 with the outlined 
initial and final locations of the swung feet. 

5 CONCLUSIONS 

This paper has revealed the balancing control 
analysis and design of the architecture layout of the 
ALEX-I. The ALEX-I was initially controlled to 
walk in open-loop manner. Position control for each 
joint is operated with 32-Bits processor ARM7 
controller, which senses position feedback from 
1024 pulses/rev encoder. PC104 is used as a main 
controller to control the entire joints controller and 
to calculate all the set-points for the gait motion of 
the ALEX-I. The ALEX-I simulation model has 
been verified with DH matrix Robotics Toolbox and 
the accurate results are observed. The model has 
been further integrated to perform gait motion 
analysis. The motion is captured in the form of 12 
set-points observed with virtual sensors offered by 
SimMechanics library. The CM-feasible balance gait 
data are filtered and interpolated. One gait cycle has 
been shown in the simulation and in this study. With 
the obtained balanced gait motion, the data could be 
set and calculated by PC104. The future works 
would emphasize on the ZMP-feasible gait pattern 
generation, implementation with the real wearer, and 
disturbance-tolerating control system. 
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Abstract: The paper describes the automation of the shoe grinding process using an industrial robot. One of the major
problems of flexible automation using industrial robots is how to avoid joint limitations, singular configuration
and obstacles. This problem can be solved using kinematically redundant robots. Due to the circular shape of
the grinding disc, the robot becomes kinematically redundant. This task redundancy was efficiently handled
using virtual mechanism approach, where the tool is described as a serial mechanism.

1 INTRODUCTION

Shoe production is most likely labor intensive; the
rate of automation is usually low. Therefore it is con-
sidered as the industry suitable for the counties with
low labor cost (Taylor and Taylor, 1988; Nemec and
et all, 2003). In last years new aspect in shoe pro-
duction is arising - custom made shoes (Dulio and
Boer, 2004). The customization in mass shoe pro-
duction requires complex information system and full
automation of planning, production and distribution
processes. One of the major challenges is how to gen-
erate robot trajectories base solely on the CAD model
of the shoe. Manual teaching and trajectory test-
ing phases are not acceptable for customized shoes,
where virtually each work-piece on the production
line can differ from the previous one. Therefore, we
have to design tools which enable to generate fault tol-
erant robot trajectories. This is usually accomplished
using complex task planning algorithms, which are in
most cases off-line batch procedures. In (Nemec and
Zlajpah, 2008) we proposed a solution based on con-
trol algorithms for the kinematicaly redundant robot,
where we sacrificed exact orientation of the tool in
order to achieve additional degrees of redundancy. In
this paper, we propose a new approach, called virtual
mechanism approach. The proposed algorithm was
applied to the shoe grinding cell, which uses an in-
dustrial robot with 7 D.O.F.

2 SOLVING TASK KINEMATIC
REDUNDANCY USING
VIRTUAL MECHANISM
APPROACH

Robotic systems under study aren degrees of free-
dom (DOF) serial manipulators. We consider redun-
dant systems, which have more DOF than needed to
accomplish the task, i.e. the dimension of the joint
spacen exceeds the dimension of the task spacem,
n > m and r = n−m denote the degree of the re-
dundancy. Let the configuration of the manipulator
be represented by the a vectorqqqr of n joint positions,
and the end-effector position (and orientation) bym-
dimensional vectorxxxr of the robot tool center point
positions (and orientations). The relation between the
joints and the task velocities is given by the following
well known expression

ẋxxr = Jr q̇qqr (1)

whereJr is the m×n manipulator Jacobian matrix.
The solution of the above equation forq̇qqr can be given
as a sum of the particular and the homogeneous solu-
tion

q̇qqr = J̄r ẋxxr + Nrξ (2)

where
J̄r = W−1JT

r (JrW−1JT
r )−1. (3)

Here,J̄r is the weighted generalized-inverse ofJr , W
is the weighting matrix,Nr = (I− J̄rJr) is an×n ma-
trix representing the projection into the null space of
Jr , andξ is an arbitraryn dimensional vector. We will
denote this solution as the generalized inverse based
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redundancy resolution at the velocity level (Nenchev,
1989). The homogenous part of the solution belongs
to the Jacobian null-space. Therefore, we will denote
it as q̇qqn, q̇qqn = Nrξ . Now consider the case where
the robot Jacobian matrixJr is defined in Cartesian
(world) coordinate system and the dimension of the
Jacobian is 6×n, but the task is described in another
coordinate system. It can be shown that the transfor-
mation from the Cartesian to the task space can be
very complex. As an alternative approach we propose
to model the tool as a serial kinematic link. Let con-
sider the general case where the robot holds the object
to be machined and the work tool is fixed, as illus-
trated in Fig. 1. In such a case, we can define the
direct kinematic transformation as

Figure 1: The robot holds the object and the work toll is
fixed.

xxxr +
[

R I
]

xxxo = xxxd +xxxv (4)

wherexxxr is the robot Cartesian position and orienta-
tions, R is the robot tool rotation 3× 3 dimensional
matrix, xxxo is the 6× 1 vector of the object position
and orientation,xxxv is the 6×1 vector of position and
orientation of the top of the virtual mechanism and
6×1 vectorxxxd describes the distance and orientation
between the base coordinates system and the work
tool coordinate system. Let consider robot and virtual
mechanism as one mechanism withn+nv degrees of
freedom. The configuration of the virtual mechanism
can be described with thenv× 1 dimensional vector
qqqv. The new task position is

xxx = xxxr −xxxv (5)

and the Jacobian of this new mechanism can be ex-
pressed as

J = [Jr |−Jv] (6)

where the Jacobian of the virtual mechanismJv is de-
fined as

Jv =
∂xxxv
∂qqqv

. (7)

As we can see, the task space preserves it’s dimen-
sion, while the joint space is increased with the di-
mension of the virtual mechanism. This approach has
two major advantages. First, we can use the existing
robot Jacobian, which is assumed to be known. Sec-
ond, the augmented part of the Jacobian has very sim-
ple structure in most cases. Note that Eq. 4 does not
handle orientations correctly, since orientation vec-
tors can not be simply added in general case. There-
fore, using Eq. 4 and 5 we obtain an approximate so-
lution regarding the orientation vector. In most cases,
the difference between the desired and the real orien-
tation vector is small and is acceptable for operations
like brushing and polishing. If orientations are impor-
tant, we can use equation 4 and 5 for the calculation
of positions only, while the orientations have to be
calculated using rotation matrices as follows.

Ro = Rv
TR (8)

Here,Ro andRv are 3×3 rotation matrices describing
object rotation against virtual mechanism and virtual
mechanism rotation expressed in the robot base co-
ordinate system. The corresponding orientation vec-
tor can be than obtained using the transformation of
the rotation matrix to the orientation vector described
with euler or roll pitch yaw notation. Note that using
this ’correct’ transformation also rotation part of the
Jacobian described by Eq. 6 becomes more complex.
On the other hand, when the Jacobian is used in the
control loop, only approximate values of Jacobian are
needed. Therefore, control algorithm based on Jaco-
bian defined by Eq. 6 gives equal results as control
algorithm using the Jacobian calculated from rotation
matrices, as described with Eq. 8.

3 CONTROL

Using the virtual mechanism approach, we can di-
rectly apply any control algorithm for the kinemati-
cally redundant robot. A suitable choice is the con-
trol law using generalized inverse-based redundancy
resolution at velocity level in the extended opera-
tional space. Redundancy resolution at the velocity
level is favorable because it enables direct implemen-
tation of the gradient optimization scheme for the sec-
ondary task. The gradient projection technique has
been widely used for the calculation of the null space
velocity that optimizes the given criteria. The rea-
son for this is that a variety of performance criteria
can be easily expressed as gradient function of joint
coordinates. Although the control law using general-
ized inverse-based redundancy resolution at velocity
level can not completely decouple the task and the
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null space (Oh et al., 1998; Park et al., 2002; Ne-
mec and Zlajpah, 2000; Nemec and Zlajpah, 2001),
it enables good performance in real implementation
(Nemec et al., 2007). The joint space control law is

τc = HJT(ẍxxd + Kvėeex + Kpeeex + K f eeef − J̇q̇qq)+

HN(q̈qqnd + Knėeen− Ṅq̇qq)+hhh+ JT fff (9)

whereJ is the Jacobian matrix,H is n×n inertia ma-
trix, hhh is n-dimensional vector of the centrifugal, cori-
olis and gravity forces,fff is n-dimensional vector of
the external forces acting on the manipulator’s end ef-
fector andKp, Kv, K f andKn are diagonal matrices
representing positional, velocity, force and null-space
feedback gains. The first term of the control law cor-
responds to the task-space control torqueτx, the sec-
ond to the null-space control torqueτn and the third
and the fourth is used to compensate the non-linear
system dynamics and the external force, respectively.
Here, eeex = xxxd − xxx are the task-space tracking error,
eeef = fffd− fff andėeen = q̇qqnd− q̇qqn is the null-space track-
ing error. xxxd, fffd andq̇qqnd are the desired task coordi-
nates, desired force and the desired null space veloc-
ity, respectively. The details of the control law deriva-
tion can be found in (Nemec and Zlajpah, 2000; Ne-
mec et al., 2007).

An attention should be paid on the selection of the
inertia of the virtual link. The inertia matrixH has the
form

H =

[

Hr 0
0 Hv

]

(10)

whereHr is the robot inertia matrix andHv is the di-
agonal matrix describing the virtual mechanism iner-
tia. Clearly,Hv can not be zero, but arbitrary small
values can be chosen describing the lightweight vir-
tual mechanism. Selection of the inertia matrix of the
virtual mechanism affects only the null space behav-
ior of the whole system. Heavy virtual links with high
inertia would slow down the movements of the virtual
links. Therefore, low inertia of virtual links is an ap-
propriate choice. On the contrary, we can assume that
no gravity, coriolis and centrifugal forces act on the
virtual links and the corresponding terms in the vector
hhh can be set to zero. Control law 9 assumes feedback
from all joints, including non-existing virtual joints.
There are multiple choices how to provide the joint
coordinates and the joint velocities of the virtual link.
A suitable method is to build a simple model com-
posed of a double integrator

q̇qqv =

∫

H−1
v τcv (11)

qqqv =

∫

q̇qqv

whereτcv is the part of the control signals correspond-
ing to the virtual link.

4 MOTION OPTIMIZATION

As we mentioned previously, one of the main prob-
lems in automatic trajectory generation is the inabil-
ity to assure that the generated trajectory is feasible
using a particular robot, either because of possible
collisions with the environment or because of the lim-
ited workspace of the particular robot. Limitations in
the workspace are usually not subjected to the tool
position, but rather to the tool orientation. Another
sever problem are wrist singularities, which can not
be predicted in the trajectory design phase on a CAD
system. A widely used solution in such cases is off-
line programming with graphical simulation, where
such situation can be detected in the design phase
of the trajectory. Unfortunately this is a tedious and
time consuming process and therefore not applicable
in customized production, where almost each work
piece can vary from the previous one (Dulio and Boer,
2004; Nemec and Zlajpah, 2008). The problem can be
efficiently solved using the null space motion, which
changes the robot configuration, but does not affect
the task space motion. The force and the position
tracking are of the highest priority for a force con-
trolled robot and are therefore considered as the pri-
mary task. The secondary task is defined by the opti-
mization of a given cost function.

Let p be the desired cost function, which has to be
maximized or minimized. Then the velocities

q̇qqn = kNH−1(
δp
δq1

,
δp
δq2

, .....
δp
δqn

,) (12)

in Eq 12 maximize cost function for anyk > 0 and
minimize cost function for anyk < 0 (Asada and Slo-
tine, 1986), wherek is an arbitrary scalar which de-
fines the optimization step. In our case we have se-
lected a compoundp which maximizes the distances
between obstacle and the robot links or robot work
object, maximizes the distance to the singular con-
figuration of the robot and maximizes the distance in
joint coordinates between current joint angle and joint
angle limit. We define the cost function as a sum
of three cost functionsp = pa + pl + ps , wherepa
denotes cost function for obstacle avoidance,pl cost
function for avoiding joint limits andps cost function
for singularity avoidance. We select the cost func-
tion for obstacle avoidance as (Khatib, 1986; Khatib,
1987)pa = 1

2Ed2
0, whereE is anl × l rotation matrix

describing the direction of an artificial potential field
pointing from the obstacle,l is the dimension of the
position sub-space andd0 is the shortest distance be-
tween the obstacle and the robot body. In our case the
desired objective is fulfilled if the imaginary force is
applied only on the robot joints. The cost function for
the joint limits avoidance is defined as (Nemec and
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Zlajpah, 2008; Chaumette and Marchand, 2001)

pl =







(qmax−q)2, |qmax−q)2|< ε
0

(qmin−q)2, |qmin−q)2|< ε






(13)

whereε is a positive constant defining the neighbor-
hood of joint limits. For the singularity avoidance
we use the manipulability index defined as(Asada and
Slotine, 1986)

ps =
√

|JJT | (14)

Then, the desired null space velocity for our task are
calculated using

q̇qqn = NH−1(kaJ03Vd−2kl(qqql −qqq)−2ks
δJ
δqqq

JT (15)

Matrix J03 is the Jacobian matrix calculated from the
robot base to the robot wrist. Scalarska,kl andks are
appropriate positive constants defining the optimiza-
tion step. In real implementation,ka andkl are set to
zero if the observed point is away enough from the
possible collision points and joints are far away from
their limits, respectively. Similar, the last term ofq̇qqn
is not computed if the manipulability index is large
enough. Unfortunately, the partial derivativeδJ

δqqq is not
easy to calculate. However, we can use the numerical
derivative of the manipulability measureps instead.
Vectorql denotes the physical joint limit in the range
[qmin,qmax].

5 SHOE GRINDING

In the shoe assembly process, in order to attach the
upper with the corresponding sole, it is necessary to
remove a thin layer of the material off the upper sur-
face so that the glue can penetrate the leather. To
do this, the robot has to press the shoe against the
grinding disc with the desired force while executing
the desired trajectory. In the past, there were sev-
eral approaches how to automate this operation. For
mass production, there are special NC machines avail-
able. Their main drawback is relatively complicated
setup and are therefore not suitable for the custom
made shoes. Required flexibility is offered by the
robot based grinding cell. In the EUROShoeE project
(Dulio and Boer, 2004), a special force controlled
grinding head has been designed. The robot manipu-
lated with the grinding head while the shoe remained
fixed on the conveyor belt (Jatta et al., 2004). The
main drawback of this approach is relatively heavy
and expensive grinding head. Additionally, force con-
trol can be applied only in one direction. In our ap-
proach, the robot holds the shoe and presses it against

the grinding disc of a standard grinding machine as
used in the shoe production industry. The impedance
force control was accomplished by the robot using
universal force-torque sensor mounted between the
robot wrist and the gripper which holds the shoe last.
It is well known that the kinematic redundancy en-
ables greater flexibility in execution of complex tra-
jectories. For example, also humanoid hand dex-
terity is subjected by it’s is kinematical redundancy.
We used Mitsubishi Pa10 robot with 7 D.O.F in our
roughing cell, which has one degree of redundancy.
Additional two degrees of redundancy were obtained
by treating the grinding disc as a virtual mechanism.
The surface of the grinding disc can be naturally de-
scribed with the outer surface of the torus, whereR
and r are the corresponding radius of the grinding
disc, as shown in the Fig. 2. Letx be the task (Carte-
sian) coordinate of the whole system. Assuming that
the robot tool position and robot Jacobian is known,
the forward kinematics can be easily expressed as

j
R

r z

y

γ

Figure 2: Rotary brush presented as torus.
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sϕ (R+ r cγ)

r sψ

cϕ (R+ r cγ)

0
−ϕ
ψ























, (16)

while the corresponding Jacobian is

J =















Jr

cϕ (R+ r cψ) −sϕr sγ
0 r cψ

−sϕ (R+ r cψ) −cϕr sγ
0 0
−1
0 1















. (17)

Here, we used the abbreviationcϕ = cos(ϕ), cγ =
cos(γ), sϕ = sin(ϕ) andsγ = sin(γ). Thus we have 9
degrees of freedom, 6 of them are required to describe
the grinding task, while the remaining three degrees
of freedom are used for the obstacle avoidance, joint
limits avoidance and singularity avoidance.
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Figure 3: Experimental cell for shoe bottom roughing.

The prototype of the cell is shown in figure
3. It consists of the Mitsubishi Pa10 robot with a
force/torque sensor Jr3 mounted in the robot wrist, a
grinding machine, a Pa10 robot controller and a cell
control computer, which coordinates the task and cal-
culates the required robot torques. The control com-
puter is connected to the robot controller using Arc-
Net. The frequency rate of the control algorithm (Eq.
9) and the motion optimization algorithm (Eq. 15)
is 700 Hz. The grinding path is obtained from CAD
model of the shoe. For this purpose, the control com-
puter is connected to the shoe database computer us-
ing Ethernet. Unfortunately, CAD model itself can
not supply all necessary data for the grinding process.
CAD models are usually available for the reference
shoe size, therefore, non-linear grading of the shoe
shape is necessary for the given size. Additionally,
some technological parameters such as material char-
acteristics and shoe sole gluing technology have to
be taken into account during the grinding trajectory
preparation. For this purpose, we have developed a
special CAD expert program, which enables the op-
erator to define additional technological and material
parameters. The program then automatically gener-
ates the grinding trajectory.

In order to show the efficiency of the proposed al-
gorithm, we defined the shoe grinding trajectory as
seen in the Fig 4. Note that without using trajectory
optimization is is very hard to execute the given task
without splitting the desired trajectory in two or more
fragments. Fig 5 shows how the system rotated joints
of virtual mechanism in order to avoid the joint lim-
its and to minimize joint velocities of the robot and
virtual mechanism.

Similar behavior could be obtained also by using
the well known hybrid force-position control, where
restricted coordinates are perpendicular to the grind-
ing disc. However, the approach with hybrid force-
position control has several disadvantages. First of
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Figure 4: Shoe grinding trajectory.
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Figure 6: Resulting forces during the shoe grinding.

all, it requires perfect force tracking in order to main-
tain the tool always perpendicular to the grinding disc.
Due to the irregularities of the shoe bottom and the
griding disc rotation, this is very hard to obtain. Re-
sults of the force tracking shown in Fig. 6 clearly
demonstrates, that the resulting force tracking is still
imperfect despite of the high sampling frequency of
the control algorithm. Note that only the force inz
direction was controlled in this case. On the contrary,
our approach does not require force control to follow
the shape of the grinding disc at all. Therefore, we
were able to apply the impedance control law, which
is more appropriate for the applications such as grind-
ing and polishing.

6 CONCLUSIONS

In the paper we presented a cell for shoe grinding op-
eration. We proposed a new method of solving the
kinematic redundancy which arises from the shape
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of the work tool. The main benefit of the proposed
method is the simplicity and efficiency. It can be
used on the existing robot controllers with very mod-
erate changes of the control algorithm. The proposed
method can be applied even in the case of moving ob-
stacles during the task execution, assuming that the
shape and position of the obstacle is known. Another,
perhaps for the practical implementation even more
attractive possibility is to use the proposed approach
in the trajectory generation and not in the control al-
gorithm. In this case we can use existing standard in-
dustrial robots and we benefit from the the advantages
of the kinematic redundancy due to circular shape of
the tool. This latter approach was successfully im-
plemented in the cell for custom finishing operations
in shoe assembly (Nemec and Zlajpah, 2008). It was
also demonstrated that the proposed control has many
advantages when compared with the hybrid force-
position control, which tracks an unknown shape us-
ing only the force sensor data.
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Abstract: In the near future, service robots will support people with different handicaps to improve the quality of their
life. One of the required key technologies is to setup the grasping ability of the robot. This includes an
autonomous object detection and grasp motion planning to fulfil the task of providing objects from any position
on a table to the user. This paper presents a complete system, which consists of a fixed working station
equipped with a laser-range scanner, a seven degrees of freedom arm manipulator and an arm prothesis as
gripper. The contribution of this work is to use only one sensor system based on a laser-range scanning head
to solve this challenge. The goal is that the user can select any defined object on the table and the robot arm
delivers it to a target position or to the disabled person.

1 INTRODUCTION

At the beginning of the 1970’s the development
of service and rehabilitation robots started to sup-
port disabled people in their daily life. The
goal is to make them more independent. To-
day we differ between fixed systems, in which
an industrial robot is mounted on a working sta-
tion and mobile systems, e.g. wheelchair mounted
manipulators, like MANUS (Mokhtari, 2001) or
FRIEND-I (Martens, 2001) and FRIEND-II (Ivlev,
2005). Popular fixed systems are e.g. De-
Var (Van der Loos, 1995), ProVar (Van der Loos,
1999), RAID (Eftring, 1994), MASTER-RAID (Dall-
away, 1995) or CAPDI (Casals, 1999).

Our vision is a fully autonomous mobile robot,
which is able to detect, grasp and manipulate any kind
of object. One of the key challenges of this work is
the robust perception of objects. This challenge is
analyzed by a fixed setup consisting of a laser-range
scanner and a robot arm. We use an AMTEC1 robot
arm with seven degrees of freedom, which is used for
object grasping and manipulation. The joint setup is
assembled similar to a human arm. The robot arm
is equipped with a hand prothesis from the company
Otto Bock2, which we are using as gripper. It is

1http://www.amtec-robotics.com
2http://www.ottobock.de/

thought that elderly persons will accept this type of
gripper more easily than an industrial gripper, due to
the form and the optical characteristics.

The outline of the paper is as follows: In the next
section the state of the art of grasp robot systems,
grasping technology and object perception based on
structure in 2-d and 3-d is presented. Section 3 in-
troduces our robotic system and its components. Sec-
tion 4 describes the object identification to calculate
the object position and Section 5 details the grasping
and manipulation. Section 6 gives some experimental
results during a live demo presentation and Section 7
finally concludes the paper.

2 STATE OF THE ART

In the early 1970’s one of the first wheelchair
mounted manipulator was developed at the V.A. Re-
habilitation Engineering (formerly Prosthetics) cen-
ter (Prior, 1993). From 1983 to 1988 the mobile
manipulator MoVAR (Van der Loos, 1995) was de-
veloped. This PUMA-250 robot was instrumented
with a camera for remote sensing, a six-axis force
sensor and a gripper with finger pad-mounted prox-
imity sensors. A nice overview of different systems,
such as the Wolfson-Robot and the Wessex-Robot is
given by Hagen and Hillmann (Hagan, 1997). Up
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to now a number of scientists have been working
on the same idea to develop a wheelchair mounted
robot or a mobile robot system with arms to han-
dle objects and assist elderly and handicapped per-
sons, e.g. (Martens, 2001), (Volosyak, 2005). In the
FRIEND systems (Martens, 2001), (Ivlev, 2005) the
robot arm is controlled by a PC, which is fixed on the
backside of the wheelchair. Both systems use a stereo
camera system for object detection. The user inter-
action is based on a LC-display. The object must be
placed on a predefined position on a tray, mounted at
the front side of the wheelchair. A successful execu-
tion of the grasping task in this system is only pos-
sible for similar types of objects. Additionally they
developed a ”smart tray” that is used in combination
with the vision sensors. This ”smart tray” measures
the weight and the position of objects with a matrix
foil position sensor.

In comparison to the FRIEND systems, Saxena et
al. (Saxena, 2006) developed a learning algorithm that
predicts the grasp position of novel objects as a func-
tion of 2-d images, without building an explicit 3-d
model of the object. This algorithm is trained via su-
pervised learning using synthetic images for the train-
ing set. The work focuses on the task of identifying
grasping positions without taking any complex ma-
nipulation tasks into account. A similar system de-
scribes Miller et al. (Miller, 2003). Their work speci-
fies an automatic grasp planning system for hand con-
figurations using shape primitives. By modeling an
object as a sphere, cylinder, cone or box. They also
use a set of rules to generate grasp positions.

In our case the vision task is to detect edges of
objects that indicate grasp points. Accurate 3-d data
is achieved by direct depth measurements, like laser-
range scanning. In the range images, grasp points are
indicated by object edges and grasp surface patches.
Wang et al. (Wang, 2005) developed a general frame-
work of automatic grasping of unknown objects by
incorporating a laser scanner and a simulation envi-
ronment. Their algorithms need a lot of time to de-
tect grasp points. To aid industrial bin picking tasks
Boughorbel et al. (Boughorbel, 2007) developed a
system that provides accurate 3-d models of parts and
objects in the bin to realize precise grasping opera-
tions. Due to their superquadrics based object mod-
elling approach only rotation-symmetric objects can
be used. To that effect Biegelbauer et al. describes
a new approach of a hierarchical RANSAC search
to obtain fast detection results of objects, which are
modeled using approximated Superquadrics (Biegel-
bauer, 2007).

One of the most fundamental techniques for edge
detection in range images is the scan line approxima-

tion (Jiang, 1999). It is well known and more ef-
ficient than the standard Canny (Canny, 1986) algo-
rithm. The raw data points are approximated by a set
of bivariate polynomial functions, in which the dis-
continuity of the fitted functions indicate the edge po-
sition. Katsoulas (Katsoulas, 2004) proposed an im-
proved scan line approach by using an additional sta-
tistical merging step for a better handling of outliers.
Based on these techniques we developed a 3-d edge
detection method that enables a faster cylinder fit in
3-d range data.

3 SYSTEM APPROACH

The goal is, that the user can select any object on a
table and the robot arm delivers it to a defined posi-
tion or to the disabled person. The main challenges
to solve are the robust detection of edges and their in-
terpretation as grasping points. Our approach is based
on scanning the objects by a rotating laser-range scan-
ner and execution of subsequent path planning and
grasping motion. Hence the system consists of a
pan/tilt-mounted red-light laser and scanning camera
and a seven degrees of freedom robot arm, which
is equipped with a human like prosthesis hand (see
Fig. 1).

Figure 1: Overview of the system components and their in-
terrelations.

3.1 Laser-Range Scanner

The laser-range scanner records a snap-shot of the ob-
ject scene with the help of a pan/tilt-unit. At present,
it is mounted on a table. We are working to miniatur-
ize the laser-range scanner to mount it on the shoul-
der of the robot later. A high resolution sensor is
needed in order to detect a reasonable number of
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edge-points of the objects with the required accuracy.
The laser-range scanner used for this work consists
of a red-light LASIRIS laser from StockerYale3 with
635nm and a MAPP2500 CCD-camera from SICK-
IVP4 mounted on a pan/tilt-unit (PowerCube Wrist
from AMTEC robotics). With the help of a cylin-
der lens, the laser-light is expanded and moves hor-
izontally over the scene of interest. The camera grabs
the laser-light profiles and extracts the laser-lines with
the integrated microprocessor. The 3-d data is trans-
formed to the world coordinate system. Finally the
result can be displayed as a point cloud (see Fig. 2).

Figure 2: Exposure of the raw point cloud with 75.863
voxel. The two shadows from laser and camera are clearly
visible.

3.2 Robot Arm and Gripper

For this work we use the ”Light Weight Arm 7 DOF”
from AMTEC robotics and a hand prothesis from
Otto Bock as gripper. The robot arm exhibits seven
degrees of freedom with a joint configuration simi-
larly to the human arm (shoulder, elbow and wrist).
The seventh degree of freedom is required to enable
complex object grasping and manipulation and allow
for some flexibility to avoid obstacles. The prosthe-
sis as end effector is selected due to the integrated
force sensors as well as its increased acceptance of
elderly and handicapped persons. It has three active
fingers, the thumb, the index finger and the middle fin-
ger. The last two fingers are just for cosmetic reasons.
Since, they have no active function in the grasping
process their uncontrollable behavior must be consid-
ered, which reduces the grasping radius (see Fig. 1).
As a huge advantage the integrated tactile sensors are
used to detect a potential sliding of objects, which ini-
tializes a readjustment of the fingers.

3.3 Operation Sequence

The first step is to scan the scene on the table by the
laser-range scanner. The camera converts the laser-

3http://www.stockeryale.com/index.htm
4http://www.sickivp.se/sickivp/de.html

profiles to a 3-d point cloud, which can be visualized.
Now the user can select the desired object. The de-
veloped algorithm analyzes the point cloud and calcu-
lates the position of the searched object. A commer-
cial path planning tool from AMROSE5 calculates the
trajectory to grasp the object. Before the robot arm
delivers the object, the user can check the calculated
trajectory in a simulation sequence. Then the robot
arm executes the off-line programmed trajectory. The
algorithm is implemented in C++. For displaying the
results the Visualization Tool Kit (VTK)6 is used.

4 OBJECT IDENTIFICATION

The main goal of our work is to robustly detect cylin-
drical objects in the recorded point cloud in real
time. Robustness includes the positive detection of
defined objects despite any noise and outliers in a
point cloud, which can be caused by specular surfaces
(see Fig. 2, edges of the objects). To reduce complex-
ity we only consider cylindrical objects for object de-
tection for this work. An additional challenge is the
complex interaction between the different operation
parts. Finally to keep the standby time acceptable for
the user the complete operating cycle should be fin-
ished within 20sec.. This time limit is challenging
since usual object detection starts with an exhaustive
segmentation step. As an example, object segmen-
tation alone by recursive flood-filling with region-
octree (Burger, 2007) of the desired table scene takes
more than 30sec. (see Fig. 3). Thus a faster solution
must be found. One alternative, which we exploited
in our work is based on well investigated curvatures.
Fig. 4 presents the steps of the fast object detection

Figure 3: Segmentation of the different objects by recursive
flood-filling. Images are best viewed in color.

method. In the first step, the ”raw data preprocessing
and vector estimation” the raw data points are pre-
processed with a low pass filter to reduce any noise.

5http://www.amrose.dk/
6Freely available open source software,

http://public.kitware.com/vtk.
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One of the most time consuming calculations is the
normal vector estimation based on the orientation of
the local neighborhood of 20mm, for what a region-
octree is used. These vectors are required to compute
the axis of the cylinder objects. A lot of tests have
shown that for a neighborhood of 20mm a reason-
able accuracy can be achieved, while the calculation
time stays acceptable. The ”range image segmenta-

Figure 4: Flow chart of the object detection approach.

tion” starts by detecting the surface of the table with
a RANSAC (Fischler, 1981) based plane fit. Then we
analyze the curvature of the remaining points to filter
neighbouring voxels with an angle difference between
±78◦ and ±90◦ (see Fig. 5) .
The ”fast cylinder fit” starts with a RANSAC based

circle fit. Randomly three high curvature points are
picked. The resulting circle is extended to a poten-
tial cylinder along its circumscribed axis down to the
table. For every vicinity point, within a defined dis-
tance of 2mm of the calculated cylinder barrel, the
normal distance to the cylinder barrel is calculated.
The trial with the lowest mean of these distances is se-
lected as cylinder (see Fig. 6). For comparison Jiang
et al. (Jiang, 2005) published a method for 3-d circle

Figure 5: The acquired range image of the current table
scene. The points with a high curvature are marked with
blue dots. Images are best viewed in color.

Figure 6: Detected objects in the table scene (blue cylinder
- spray-on glue, red cylinder - beverage can, green points -
rigid obstacles). Images are best viewed in color.

fitting. They reduce the number of local minima, but
the error function is no more Euclidian. Here another
simple proposal with an Euclidian function is used.
For an explicit description, the raw data points of a
profile scan are defined as (xi,yi,zi), n is the number
of voxels and (xa,ya,za) is the circle’s center. The
resulting error function e is:

e =
n

∑
i=1

√
(xi− xa)2 +(yi− ya)2 +(zi− za)2)− r

(1)
The error must be smaller or equal than a defined
threshold. In our case we use a distance of 2mm:

|e| ≤ 2mm (2)

In the last step of Fig. 4 ”Transmission of the Calcu-
lated Object Position to the Path Planning Tool” the
calculated object position in the actual environment
model for collision avoidance has to be transmitted to
the path planning tool. This 3-d mesh is generated
by using all objects besides the target object, based
on the triangles calculated by a DeLaunay triangula-
tion (O’Rourke, 1998) This step is important to enable
a collision free robot trajectory.

5 OBJECT GRASPING AND
MANIPULATION

The task of this part of our work is to calculate a col-
lision free robot path and to execute the grasping ac-
tivity safely. The first step is performed by the path
planning tool from AMROSE. The input to this tool is
the detected object pose, the environment model and
a transformation between the robot coordination sys-
tem and the range scanner coordinate system. The
output is a collision free trajectory to the desired ob-
ject. Before the robot execution is approved, the user
can check a simulation of the calculated trajectory and
decide, if it is safe enough to handle the object (see
Fig. 7 and Fig. 8). After the robot approaches the user
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Figure 7: Visualization of the trajectory by a simulation
tool. The white cylinder is the grasping object. The green
cylinder (= 2.nd grasping object) and the blue objects are
the obstacles. Images are best viewed in color.

Figure 8: Real position of the robot arm after the approach
trajectory.

can initiate the closing of the gripper. As soon as the
gripper encloses the object, the robot motion to the
transfer point starts. Finally the desired object can be
placed at a defined position or directly handed over to
the user.

The calculation of the object detection and local-
ization is performed by a PC with 1.8GHz Pentium
IV processor and takes less than 12sec. depending on
the range image size. The reliability depends on the
ambient light, object surface properties, laser beam
reflections and vibrations. Therefore, the laser-range
scanner must be configured to the respective environ-
ment. By using an additional red-light filter the im-
pact of light or reflections can be minimized.

6 EXPERIMENTS

The entire system exhibits its robust behavior and has
been evaluated at a live demo presentation7 in front of
more than 1000 college students. During the demon-
stration day about 50 runs were performed. The main
problem that rarely appeared was a malfunction of
the path planning tool, because no suitable trajectory
could be found. Whereby the path planning had to be
restarted. Sometimes the last two fingers, which re-
duce the grasping radius (see Fig. 1), shift the grasp
object, but without a final effect on the success of the
grasping process. Tab. 1 shows a short analysis of the
arisen problems within 50 runs. The recoginition of
the cylindrical objects fails at strong environmental
influences by the ambient light.

The autonomous grasping function should be able
to find and grasp a cylindrical object in a defined area.
When objects are positioned closer to each other, the
autonomous grasping function show up difficulties to
find the correct object. A minimum distance of 20mm
(this distance is equal to the diameter of the thumb
of the hand prothesis) has to be observed between the
objects.

Table 1: Evaluation of the arisen problems in percent [%] at
50 runs.

Arison Problems Number of Events Percent [%]

Path Planning 11 22%
Hand Prosthesis 4 8%

Object Recognition 2 4%

Sum 17 34%

7 CONCLUSIONS AND FUTURE
WORK

This paper presents an approach of a robot system
equipped with a laser-range scanner to get high accu-
racy table scene sensing. It shows that feature detec-
tion, in our case we only consider cylindrical objects,
is a faster way (12sec.), than usual object segmenta-
tion (more than 30sec.) by a flood-filling recursive
function. The presented method performs with very
high reliability. Thus the approach for object detec-
tion and localization is well suited for use in related
applications under difficult conditions.

A seven degrees of freedom arm manipulator and
an arm prothesis as gripper are used to grasp and de-
liver the desired object. The goal of this system is

7http://www.yo-tech.at/
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to analyze the feasibility and reliability of object de-
tection, which could be shown at a live demo. The
cylinder detection approach can be extended to detect
any type of object, since it is based on a grouping of
high curvature points. This grasping approach can be
applied for any kind of geometrical figures. This will
expand the application to other tasks.

In the future, the robot arm will be installed on a
mobile robot and for the object detection we calculate
the grasping points of novel objects. This includes
the revision of the path planning tool and a segmenta-
tion of sharp curvature points to speed up the method.
Summarizing, this work illustrates that the concept of
a 3-d vision guided robot arm can be adopted to many
applications and has high potential to enable a more
complex system. We will also deal with the devel-
opment and the prototypes integration of a new laser
range sensor with additional two cameras for stereo-
vision to increase the robustness and predictability of
the object detection system.
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Abstract: This paper presents an algorithm for unknown environment exploration based on the local navigation 
algorithm (LNA). The original LNA doesn’t take into account the case in which the robots are trapped and 
stop exploring the environment. In this paper, we propose some modifications to overcome this problem and 
demonstrate it by using real robots. For validation purpose, we ran several experiments using the mini-robot 
Khepera II running on the Teleworkbench. The complete environment is divided into small quadratic 
patches with some objects placed in it representing obstacles. With on-board infrared sensors and wheel 
encoder, the robot can successfully explore the unknown environment. Moreover, by calculating the 
distance to surrounding patches, the implemented algorithm will minimize the distance traveled, and in turn 
of the consumed energy and time. This paper also shows the advantage of using the Teleworkbench for 
performing experiments using real robots. 

1 INTRODUCTION 

Exploration of unknown environments is one of 
important problems in robotics. The goal of the 
exploration task is to cover the whole environment 
in a minimum amount of time or with minimum 
consumed energy depending on the application. 
Exploration approaches focus on guiding the robot 
efficiently through the environment in order to build 
a map. Exploration algorithms using either a single 
or a multi-robot system based on simulations have 
been studied extensively in the past (Stachniss, 
2006, Simmons, 2000, Manolov, 2003, and Burgard, 
2000). In this paper we present the result of the 
implementation of local navigation algorithm (LNA) 
for environment exploration as introduced in 
(Manolov, 2003, Amin, 2007). We also modify the 
LNA to solve the problem of trapped robot so that it 
can explore the whole environment successfully 
independent of its shape and the position of the 
obstacles. Moreover, we use the distance of the 
neighbouring patches relative to the current robot 
position to further improve the algorithm. We also 

demonstrate the implementation of the modified 
algorithm using the mini-robot Khepera II. 
Furthermore, we demonstrate the advantage of using 
the Teleworkbench (Tanoto, 2005) as a test bed for 
performing and analysing experiments with real 
robots. For experiment analysis, we have developed 
a graphical analysis tool based on the MPEG-4 
video standard (Tanoto, 2006).  This tool allows us 
to record a video of the experiments together with 
experimental data and to visualize the internal and 
external behaviour of robots. 
The paper is organized as follows: after presenting 
related work, Section 3 describes the LNA for 
unknown environment exploration and its limitation. 
Our modified algorithm (MLNA) is presented in 
Section 4. After that we present a comparison result 
between the two algorithms using the mini-robot 
Khepera II on the Teleworkbench. Finally, Section 6 
concludes the paper.  
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2 RELATED WORK 

Exploration is the task of guiding a vehicle in such a 
way that it covers the environment with its sensors. 
Efficient exploration strategies are also relevant for 
surface inspection, mine sweeping, or surveillance 
(Choset, 2001). In the past, several strategies for 
exploration have been developed. One group of 
approaches deals with the problem of simultaneous 
localization and mapping (Bourgoult, 2002). A 
common technique for exploration strategies is to 
extract frontiers between known and unknown areas 
(Edlinger, 1994, Yamauchi, 1999) and to visit the 
nearest unexplored place. These approaches only 
distinguish between scanned and un-scanned areas 
and do not take into account the actual information 
gathered at each view-point. To overcome this 
limitation (Gonzales, 2001) determine the amount of 
unseen area that might be visible to the robot from 
possible view-points. To incorporate the uncertainty 
of the robot about the state of the environment 
(Moorehead, 2001) and (Bourgault, 2002) use 
occupancy grids (Hans, 1985) and compute the 
entropy of each cell in the grid to determine the 
utility of scanning from a certain location. (Whaite, 
1997) present an approach that also uses the entropy 
to measure the uncertainty in the geometric structure 
of objects that are scanned with a laser range sensor. 
In contrast to the work described here they use a 
parametric representation of the objects to be 
scanned. (Edlinger, 1994) developed a hierarchical 
exploration strategy for office environments. Their 
approach first explores rooms and then traverses 
through doorways to explore other parts of the 
environment. (Tailor, 1993) describe a system for 
visiting all landmarks in the environment of the 
robot. Their robot maintains a list of unvisited 
landmarks that are approached and mapped by the 
robot. (Dudek, 1991) propose a strategy for 
exploring an unknown graph-like environment. 
Their algorithm does not consider distance metrics 
and is designed for robots with very limited 
perceptual capabilities. Recently, Koenig has shown, 
that a strategy, which guides the vehicle to the 
closest point that has not been covered yet, keeps the 
travelled distance reasonably small (Koenig, 2001). 
However, as experiments reported in this paper 
illustrate, such techniques can lead to a serious 
increase of measurements necessary to build an 
accurate map if the robot is not able to incorporate 
measurements on-the-fly while it is moving. This 
might be the case, for example, for robots extracting 
distance information from camera images.  

3 LOCAL NAVIGATION 
STRATEGY  
FOR ENVIRONMENT 
EXPLORATION  

The exploration strategy has to ensure that the 
complete area is explored. The LNA computes only 
the next step for moving. The computation is 
dependent on the area around the robot (Manolov, 
2003).  
The exploration algorithm works as follows. The 
complete environment is divided into small 
quadratic patches. The robot starts the exploration 
from any position in the environment. It can move 
between patches in all directions (east, west, north, 
south, and diagonal). When the robot visits a certain 
patch, it is considered to be analyzed. For the 
computation of the next movement, an algorithm is 
used to determine the costs of reaching each free 
patch around the robot. The cost function C for a 
free patch P is given as: 

C (P) =N (P) (1) 

Where N (P) is a function that computes the number 
of free neighbouring patches around patch P. A 
visualization of the evaluation is given in Figure 1. 
After evaluating the cost for all free patches around 
the robot, the robot moves to the patch with the 
lowest cost that has the lowest number of neighbours 
and which is therefore most unlikely to be reached 
again in the future  (Manolov, 2003).  
 

Obstacle

Obstacle

Wall C(P)=2

C(P)=3C(P)=1 C(P)=2

C(P)=4

C(P)=2

C(P)=1

C(P)=3

C(P)=2

C(P)=1C(P)=1

D2

2

S

D1

1

C(P)=2

( ) 22 )12(12 YYxxD −+−=

Wall Explored

Wall 

Wall 

Wall

Wall Explored

Explored

Wall 

Wall 

Wall 

Wall Explored

ExploredExplored

Explored

ExploredExplored Explored

Status=Status=

00 UnexploredUnexplored

11 ExploredExplored

22 WallWall

Obstacle

Obstacle

Obstacle

Obstacle

Wall C(P)=2

C(P)=3C(P)=1 C(P)=2

C(P)=4

C(P)=2

C(P)=3C(P)=1 C(P)=2

C(P)=4

C(P)=2

C(P)=1

C(P)=3

C(P)=2

C(P)=1C(P)=1

D2

2

S

D1

1

C(P)=2

( ) 22 )12(12 YYxxD −+−=

Wall Explored

Wall 

Wall 

Wall

Wall Explored

Explored

Wall 

Wall 

Wall 

Wall Explored

ExploredExplored

Explored

ExploredExplored Explored

Status=Status=

00 UnexploredUnexplored

11 ExploredExplored

22 WallWall

Status=Status=

00 UnexploredUnexplored

11 ExploredExplored

22 WallWall  
Figure 1: The algorithm determines for each free patch 
around the robot the costs C to reach it. The costs of all 
neighboring patches are different. Two patches have the 
same cost. The distance between the robot and the 
neighboring patches which have the same minimum costs 
(patch 1 and patch 2).  
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However, it is possible that there exist more than 
one patch with the same minimum cost. To solve 
this problem, we improve the algorithm by taking 
also into consideration the distance between the 
robot and each one of these patches, and then select 
the patch with minimum distance. Figure 1 
illustrates the aforementioned situation. 

4 THE MODIFIED LOCAL 
NAVIGATION ALGORITHM 
(MLNA) 

LNA has a draw back that it can’t ensure 
completeness in the case of a robot being trapped, 
e.g. when all of its neighbors are either obstacles or 
explored, and there is no free cell around to compute 
its cost. In this situation, it will simply stop and fails 
to complete exploring the whole environment as 
illustrated in Figure 2a. 

We modified the algorithm to overcome this 
problem by calculating the shortest path to reach the 
unexplored area and continue exploring the 
environment. Our modified algorithm will determine 
the cost for reaching all the un-explored cells. We 
use the occupancy grid map in our algorithm to 
describe the environment. As illustrated in Figure 2b 
a cell can be in one of the following states which are 
represented by an integer number:  

(a)                         (b)                     (c) 

Figure 2: (a) the trapped robots Problem in LNA. (b) The 
map associated to the environment. (c) The shortest path 
that the robot follows to reach to the unexplored area and 
complete the exploration task. 

Unexplored (0). No robot has been in the cell yet. 
As shown in Figure 2b, the cell with state 0 is 
detected by Khepera sensors as an unexplored free 
cell.  

Explored (1). The cell has been traversed at least 
once by the robot, but it might need to go through it 

again in order to reach unexplored regions. It also 
means that the cell is free. 

Wall (2). The cell cannot be traversed by the robot 
because it is blocked by an obstacle or a wall.  

We had to differentiate between the explored cells 
that contain an obstacle and the explored cells that 
are empty, in order to be able to identify the back 
path of the robot successfully if required. 

4.1 Cost of Reaching a Target Location 

To determine the cost of reaching the Frontier cells, 
which are the cells between known and unknown 
areas, we compute the optimal path from the current 
position of the robot to these cells based on a 
deterministic variant of the value iteration (Eq. (3)). 
In the following, cx,y corresponds to the x-th cell in 
the direction of the x-axis and the y-th cell in 
direction of the y-axis of the two-dimensional 
occupancy grid map. In our approach, the cost for 
traversing a grid cell cx,y is proportional to its 
occupancy value p(cx,y). The minimum cost path is 
computed using the following two steps: 
1. Initialization. The grid cell that contains the 

robot location is initialized with 0, all others 
with∞ . 

(2) 

2. Update Loop. For all grid cells Cx,y do: 

(3) 

Where occmax is the maximum occupancy 
probability value of a grid cell the robot is allowed 
to traverse. This technique updates the value of all 
grid cells by the value of their best neighbours, plus 
the cost of moving to this neighbour. Here, cost is 
equivalent to the probability p(cx,y) that a grid cell 
cx,y is occupied times the distance to the cell. The 
update rule is repeated until convergence. Then each 
value Tx,y corresponds to the cumulative cost of 
moving from the current position of the robot to cx,y. 
The convergence of the algorithm is guaranteed as 
long as the cost for traversing a cell is not negative 
and the environment is bounded. Both criteria are 
fulfilled in our approach.  
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The resulting cost function T can also be used to 
efficiently derive the minimum cost path from the 
current location of the robot to arbitrary goal 
positions cx,y. This can be done by steepest descent 
in T, starting at cx,y. As shown in Figure 2c the 
algorithm will calculate the shortest path to the 
unexplored cell. As soon as the robot reaches this 
cell, it will complete exploring the environment 
using the cost equation (1). 

5 EXPERIMENT USING THE 
MINI-ROBOT KHEPERA 

To test the implemented exploration algorithm with 
real robot, we use the Teleworkbench. We built the 
environment on one small field (1 meter x 1 meter). 
We use Lego bricks to form the environment. As the 
robot platform we use mini-robot Khepera II 
http://www.k-team.com. Its dimension is 5 cm in 
diameter with one on-board microcontroller. The 
robot’s base module is equipped with eight infrared 
sensors. The maximum detection range using the 
Khepera II basic setting. Up to 7cm distance. One of 
the advantages of this robot is that it is extensible, 
which means that diverse auxiliary modules can be 
added on top of it. To allow longer runtime and 
wireless communication, we extend the robot with 
our extension module consisting of an additional, 
battery and a Bluetooth chip. With this module, the 
robot can operate up to 3 hours continuously. 

5.1 Teleworkbench 

The Teleworkbench is a teleoperated platform and 
test bed for managing experiments using mini-robots 
(Tanoto, 2005). The system is accessible via the 
Internet. Through the web-based user interface, local 
or remote users can schedule experiments and set 
programs to be downloaded to each individual robot. 
Via a Bluetooth module, robots can exchange 
messages to each other or to the Teleworkbench 
Server wirelessly. During experiments, the video 
server tracks the robots on the field to provide 
position and orientation of the robots. In parallel, 
this data will be stored locally and streamed 
simultaneously as live-video via the Internet. 
For experiment analysis purpose, we developed a 
graphical analysis tool based on the MPEG-4 video 
standard (Tanoto, 2006). This tool allows us to 
visualize the internal and external behaviour of 
robots. With this tool, the recorded video of the 
experiment can be displayed together with some 

computer-generated objects representing important 
information, e.g. robot path, sensors’ value, or 
exchanged messages. Moreover, users can 
interactively control the appearance of those objects 
during runtime. The Teleworkbench can use 
different types of mini-robots, such as Khepera II, as 
its robotic platform.  

5.2 Algorithm Implementation 

Based on the aforementioned algorithm, we develop 
the robot program in C language. The goal of the 
experiment is to explore an unknown bounded-
environment of size 1 meter square. We divided the 
environment into 8 x 8 patches, each of which has a 
dimension of 0.125 x 0.125 m2 as shown in Figure 
3c. To detect obstacles or walls and their distance 
relative to the robot, we use robot’s on-board 
infrared sensors. Thus, if an object is detected, the 
robot marks the patch with the object as occupied. 
Moreover, the robot gets its position by using 
odometry.  

5.3 Experiment Setup and Execution 

After code compilation, we download the program 
remotely via the Teleworkbench web-based user 
interface. During testing, we ran several experiments 
with different parameters, such as varying the 
threshold for the infrared sensors, etc. this is needed 
due to hardware unideality that is not taken into 
account during simulation. We did each experiment 
as follows: select a robot, download the program, 
turn on the webcam in record mode, free the robot 
after the experiment is over, and save the video data 
and the log files to be used for analysis. After each 
experiment, we ran the post experiment analysis tool 
which will generate an MPEG-4 video with the 
video of the experiment and the robot path as well as 
some colour tiles representing the patches.   

5.4 Experimental Result 

Experiments had been executed with the same 
environment setting and initial position. The result 
shows that by using the LNA the robot could explore 
all the free patches in the environment as shown in 
Figure 3a. But if the environment appears as shown 
in Figure 3b, the robot stops when it finds that all its 
neighbours are either explored or wall. But when 
applying the MLNA the robot could successfully 
explore all the free patches in the environment. 
Moreover, it could detect obstacles and walls 
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robustly by using only its on-board infrared sensors 
as shown in right image in Figure 4.  

The MPEG-4 video played-back on OSMO4 
video player shows the path of the robot during the 
experiment. If needed and available, other 
information, such as sensors, internal state, etc, can 
also be displayed.  
 

 

 

 
 
 
 
 

 

 

 

 
 
 

Figure 3: (a) Snapshots of the video visualizing the 
exploration experiment using LNA. (b) The trapped robot 
problem in LNA. (c) Zooming on the environment 

Figure 4: Snapshots of the video visualizing a step by step 
exploration experiment of an unknown environment using 
the MLNA. 

However, we can see that the robot path deviates 
when it travelled from one patch to the other, as 
shown in Figure 3 and Figure 4. This is mainly due 
to the error generated by odometry. As a result, in 
some occasions the robot collided with obstacles or 
walls during its movement. Another interesting point 
from the experiment is that there is one occasion in 
which the robot had to select one of two patches 
with the same minimum cost (top-left image in 
Figure 4). By using the distance calculation 
(sec.4.1), the robot chose the patch exactly below it 
because of its shorter relative distance to the current 
robot position compared to the one of other cells. 

6 CONCLUSIONS 

In this work the modified local navigation strategy 
for static unknown environment exploration has 
been implemented and tested using the mini-robot 
Khepera running on the Teleworkbench. 
Experiments presented in this paper demonstrate that 
the modified exploration algorithm is able to cover 
successfully the whole unknown environment and 
overcome the draw back in LNA. Moreover, by 
taking into consideration the distance of 
neighbouring cells to the current robot position, the 
robot always select the cells with minimum distance, 
thus less energy and time. We notice also the 
weakness of odometry to provide the robot’s 
position. To improve it, we plan to get more robust 
position information from the Teleworkbench. 
Moreover, varying environment setups and initial 
locations are necessary to prove the robustness of 
the algorithm. 

ACKNOWLEDGEMENTS 

This work is a result of common research between 
the System and Circuit Technology, Heinz Nixdorf 
Institute, University of Paderborn and Scientific 
Computing Department, Faculty of Computer and 
Information Sciences, Ain Shams University. 
cultural department and study mission. This work 
was partly supported by the Sixth Framework 
Programme of the European Union as part of the 
GUARDIANS project (no. 045269). 

  
The robot stops here 

(a) (b) 

(c) 

MODIFIED LOCAL NAVIGATION STRATEGY FOR UNKNOWN ENVIRONMENT EXPLORATION

175



 

REFERENCES 

Stachniss, C., 2006. Exploration and Mapping with 
Mobile Robots. PhD Thesis, Albert-Ludwigs-
University, Freiburg, Germany.  

Simmons, R., Apfelbaum, D., Burgard, W., Fox, D., 
Moors, M., Thrun, S., and ounes, H., 2000. 
Coordination for multi-robot exploration and mapping. 
In AAAINational Conference on Artificial Intelligence, 
Austin, TX, USA. 

Manolov, Ognyan; Iske, Burkhard; Noykov, Sv.; Klahold, 
Jürgen; Georgiev, G.; Witkowski, Ulf; Rückert, Ulrich 
. 2003. Gard - An Intelligent System for Distributed 
Exploration of Landmine Fields Simulated by a Team 
of Khepera Robots. In Proceedings of the 
International Conference Automatics and Informatics, 
Sofia, Bulgaria.  

S. Amin, A.Tanoto, U. Witkowski, U. Rückert, M. S. 
Abdel-Wahab, 2007. Environment Exploration Using 
Mini-Robot Khepera, In Proceedings of the, 4th 

International Symposium on Autonomous Mini-robots 
for Research and Edutainmen (AMiRE 2007), Buenos 
Aires, Argentina. 

Burgard, W., Fox, D., Moors, M., R. Simmons and Thrun., 
S., 2000. Collaborative Multi-Robot Exploration, In 
Proc. Intl. Conf.on Robotics and Automation, San 
Francisco.  

Tanoto, A., Witkowski, U., Rueckert, U. (2005) 
Teleworkbench: A Teleoperated Platform for Multi-
Robot Experiments, In Proceedings of the 3rd 
International Symposium on Autonomous Mini-robots 
for Research and Edutainment (AMiRE 2005), Fukui, 
Japan. 

Tanoto, A., Du, J., Kaulmann, L., Witkowski, U., 2006. 
MPEG-4-Based Interactive Visualization as an 
Analysis Tool for Experiments in Robotics, In 
Proceeding of the 2006 International Conference on 
Modeling, Simulation and Visualization Methods, Las 
Vegas, USA.  

Choset, H. Coverage for robitics - a survey of recent 
results. 2001. Annals of Mathematics and Artifical 
Intelligence.  

Bourgoult, F, Makarenko, A, Williams, B, Grocholsky, B., 
and DurrantWhyte, F., 2002. Information based 
adaptive robotic exploration. In Proc. of the IEEE/RSJ 
Int. Conf. on Intelligent Robots and Systems (IROS). 

Edlinger, T, and Puttkamer, E., 1994. Exploration of an 
indoor-environment by an autonomous mobile robot. 
In Proc. of the IEEE/RSJ Int. Conf. on Intelligent 
Robots and Systems (IROS). 

Yamauchi, B., Schultz, A. and Adams, W., 1999. 
Integrating exploration and localization for mobile 
robots. Adaptive Systems, 7(2). 

Gonz´alez, H. Ba˜nos, H, and Latombe, J, 2001. 
Navigation strategies for exploring indoor 
environments. International Journal of Robotics 
Research. 

Moorehead, S, Simmons, R, and Whittaker, W., 2001. 
Autonomous exploration using multiple sources of 

information. In Proc. of the IEEE Int. Conf. on 
Robotic. 

Hans P. Moravec  and Elfes, A., 1985. High resolution 
maps from wide angle sonar. In Proc. IEEE Int. Conf. 
Robotics and Automation.  

Whaite, P and Ferri, F., 1997.Autonomous exploration: 
Driven by uncertainty. IEEE Transactions on Pattern 
Analysis and Machine Intelligence, 19(3):193– 205 

Tailor, C and Kriegman, D., 1993. Exloration strategies 
for mobile robots. In Proc. of the IEEE Int. Conf. on 
Robotics & Automation (ICRA), pages 248–253. 

Dudek, G, Jenkin, M, Milios, E and Wilkes, D., 1991. 
Robotic exploration as graph construction. IEEE 
Transactions on Robotics and Automation, 7(6):859–865. 

Koenig, S., Tovey, C., and Halliburton., W., 2001. Greedy 
mapping of terrain. In Proc. Of  the IEEE Int. Conf. on 
Robotics & Automation (ICRA). 

Makarenko, A., Williams, B., Bourgoult, ,F., and Durrant-
Whyte, F., 2002. An experiment in integrated 
exploration. In Proc. of the IEEE/RSJ Int. Conf. on 
Intelligent Robots and Systems (IROS), Lausanne, 
Switzerland. 

Stachniss, C., Hähnel, D., Burgard, W., and Grisetti, G., 
2005. On actively closing loops in grid-based 
FastSLAM.  Advanced Robotics. 

Stachniss, C., and Burgard, W., 2005. Mobile robot 
mapping and localization in nonstatic environments, In 
Proc. of the National Conference on Artificial 
Intelligence (AAAI),Pittsburgh, PA, USA. 

Dissanayake, G., Newman,P., Clark, S., Durrant-Whyte, 
F., and Csobra, M., 2001. A solution to the 
simultaneous localization and map building (SLAM) 
problem, IEEE Trans. on Robotics and Automation.. 

Choset, H., 2001. Topological simultaneous localization 
and mapping (SLAM): Toward exact localization 
without explicit localization. IEEE Transactionson 
Robotics and Automation. 

Moorehead, S., Simmons, R., and Whittaker,L., 2001. 
Autonomous exploration using multiple sources of 
information, In IEEE International Conference on 
Robotics and Automation (ICRA ’01).  

Stachniss, C, Burgard, W., 2003.  Exploring unknown 
environments with mobile robots using coverage 
maps. In Proc. of the Int. Conf. on Artificial 
Intelligence (IJCAI). 

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

176



LegOSC
Mindstorms NXT Robotics Programming for Artists

Jorge Cardoso
Research Centre for Science and Technology in Art (CITAR), Portuguese Catholic University

Rua Diogo Botelho 1327, 4169-005 Porto, Portugal
jccardoso@porto.ucp.pt

Manuel Ferreira, Cristina Santos
Department of Industrial Electronics, University of Minho, Campus de Azurem – Guimarães, Portugal
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Abstract: Robotics is an interesting but difficult area for digital artists who generally don’t have much academic back-
ground on electronics or computer programming. Digital artstudents normally use high-level application to
program their visual and sonorous installations. This paper presents LegOSC - a tool that allows the control of
the Mindstorms NXT robots from any application that uses theOpen Sound Control protocol which is imple-
mented by most of those high-level applications. This allows artists to create works which incorporate robotic
parts using the familiar programming environment.

1 INTRODUCTION

Robotics are becoming increasingly interesting for
artists in many areas, e.g., painting (Moura and
Pereira, 2004), theater (Ullanta, 2007), sculp-
ture (Pisaturo, 2007), installation (da Costa, 2007),
music (f18institute, 2007). More and more, art work
incorporates some electro-mechanic parts which pro-
vide more ways for the artist to express himself, or to
complement his ability to do so.

However, using robotic systems still requires
some expertise that most artists don’t possess. Even
in digital art degrees, robotics is usually not a subject.
Art students generally lack the necessary background
in electronics.

Altough there are now some simple tools to build
and program robotic systems (of which, perhaps, the
most widely known is the Lego Mindstorms (Lego
Group, 2007)) and many uses in classrooms (Fa-
gin, 2003; Klassner and Anderson, 2003; Bruder and
Wedeward, 2003; Ceccarelli, 2003), these can still be
difficult to integrate in an art work.

As an example, students in the author’s school
usually use platforms like Processing (Fry and
Reas, 2007), Eyesweb (Camurri et al., 2000),
Adobe Flash (Adobe, 2007b), Adobe Direc-
tor (Adobe, 2007a), Max/MSP (Cycling74, 2007),
Pure Data (Puckette, 1996), to implement their visual

and sonorous installations. These platforms can (and
usually are) be interconnected using MIDI mes-
sages http://www.midi.org, or Open Sound Control
(OSC) (Wright and Freed, 1997) messages.

In order to provide an easier setting for the use of
a robotic system that can be controlled by a platform
like the ones listed above, LegOSC has been imple-
mented – an Open Sound Control gateway application
to control the Lego Mindstorms NXT robotic system.

The rest of this paper is organized as follows: sec-
tion 2 introduces the Lego Mindstorms NXT system;
section 3 describes the Open Sound Control protocol;
section 4 presents the arquitecture and usage of the
LegOSC application; section 5 describes some usages
of LegOSC; section 6 describes some of the limita-
tions of LegOSC; finnaly, section 7 concludes.

2 MINDSTORMS NXT

The Lego Mindstorms NXT system consists of three
main component types: the NXT brick; motors and
sensors and assorted Lego bricks.

The NXT brick has a 32-bit ARM7 microcon-
troller, 256 Kbytes FLASH, 64 Kbytes RAM. It has
Bluetooth wireless communication (Bluetooth Class
II V2.0 compliant) a USB full speed port (12 Mbit/s),
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Figure 1: Hardware block diagram for the NXT brick, from
(Lego Group, 2006b).

4 input ports, 3 output ports, 100 x 64 pixel LCD
graphical display and a loudspeaker - 8 kHz sound
quality. Figure 1 shows the block diagram of the NXT
brick.

Three servo-motors can be connected to the three
output ports and sensors (light, ultrasonic, pressure,
sound, etc) to the four input ports.

The rest of the Lego bricks allow the construction
of various shaped and sized robots.

The Mindstorms NXT robots can be controlled by
uploading a program to the NXT brick and have it run
in an autonomous fashion. These programs can be
written using the Mindstorms NXT visual program-
ming software. In alternative, one can use other lan-
guages with sintaxes close to C, such as “Not eXactly
C” http://bricxcc.sourceforge.net/nbc or with Java
sintaxes such as “LeJos”http://lejos.sourceforge.net,
although some may require changing the NXT
firmware.

The robot can also be controlled wirelessly by us-
ing the Bluetooth Direct Commands protocol (Lego
Group, 2006a). This protocol allows sending instruc-
tions to actuate the motors or read sensors without
the need to previously upload a program to the NXT
brick. It also provides a way to interface the robot
with other programs that understand this bluetooth
protocol.

2.1 Bluetooth Protocol

Figure 2 shows the block diagram for the communi-
cation between a PC and Lego NXT.

Communication can be accomplished by using an
USB cable connecting the PC and the NXT or wire-
lessly by using bluetooth.

Figure 2: Communication block diagram, from (Lego
Group, 2006a).

The protocol can be used to (based on (Lego
Group, 2006a)):

1. Read, write and delete files.

2. Direct communication with the NXT system to:

• Send direct commands to the virtual machine.

• Send message commands to program mail-
boxes.

• Get file list within NXT.

The bluetooth protocol package is shown on Fig-
ure 3.

Bytes 0 and 1 are the LSB and MSB bytes, respec-
tively, of the length of the command data.

Byte 2 is the command type. The 7 least significant
bits identify the command type and the most sig-
nificant bit (bit 7) determines if the command re-
quires a reply from the NXT, or not. The com-
mand type can by one of the following:

• 0x00: Direct command, reply required.

• 0x01: System command, reply required.

• 0x02: Reply command.

• 0x80: Direct command, reply not required.

• 0x81: System command, reply not required.

Byte 3 identifies the command.

Byte 4-N are the command specific data.

LegOSC uses only the Direct Commands subpro-
tocol to communicate with the NXT.

Figure 3: Bluetooth Protocol package.
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3 OPEN SOUND CONTROL

The Open Sound Control is an application level
communication protocol. It was meant to replace
MIDI but, although it was not successfull at that, it
has become a widely used protocol in sound syn-
thesis and video processing applications and many
general purpose programming environments (see
http://www.cnmat.berkeley.edu/OpenSoundControl/
for a more comprehensive list).

OSC is a simple message based, transport-
independent protocol, although most of its implemen-
tations use UDP or TCP as the transport layer. OSC
messages have an address and a variable number of
typed arguments. OSC standard types include 32-
bit integers and floats, strings, blobs and 64-bit fixed
point timetags.

An OSC Message consists of the following parts:
Address Pattern Type Tag Arg 0 ... Arg n

The OSC Address Pattern is an OSC String1 that
starts with the ’/’ character. The OSC Address Pat-
tern is pattern-matched by the receivers to decide if a
message should be delivered.

The Type Tag is also an OSC String in which each
character represents the type of an OSC Argument in
the message.

Each OSC Message may have a variable number
of binary represented arguments. Each argument rep-
resentation is padded with zeroes to make it a multiple
of 4.

4 LegOSC

LegOSC is a gateway application that translates a
set of pre-defined OSC messages into Bluetooth Di-
rect Commands for the NXT brick, and vice-versa, as
shown in Figure 4.

To configure LegOSC we need to define the lo-
cal UDP port on which it will listen for OSC mes-
sages, the IP address and port of the OSC Application
that will be communicating with LegOSC (and listen-
ing for OSC messages) and the virtual COM port on
which the NXT Brick was connected.

Figure 5 shows a screenshot of the LegOSC appli-
cation.

LegOSC will listen for OSC messages that tell it to
actuate the motors or to read sensor values. In case of
the latter, it will respond with another OSC message
with the sensor value. For some applications however,

1An OSC String is null-terminated string of ASCII char-
acteres, padded with nulls to make the total number of char-
acters a multiple of 4.

Figure 4: Communication between the NXT brick, LegOSC
and the OSC Application.

Figure 5: LegOSC Application.

reading sensors will be a continous operation so, in
order to save some OSC traffic, LegOSC can be pro-
grammed to continously send sensor values without
beeing asked for. The user can tell LegOSC that auto-
matic readings are required and how often a reading
should be made.

In order to be able to read a sensor (automatically),
LegOSC must know the type of sensor connected to
each port in the NXT brick. The user can tell LegOSC
the type of sensor using the Sensor Configuration tab
(Figure 6).

Figure 6: Configuring automatic sensor reading.

LegOSC - Mindstorms NXT Robotics Programming for Artists

179



4.1 OSC Messages

The list of currently implemented OSC messages that
LegOSC understands is:

• /motorForward ii – The first integer argument is
the motor number and the second is the power
to apply to the motor. This message will make
the specified motor start to rotate at the specified
power.

• /motorSlowStop i – The integer argument is the
motor number. This message stops the specified
motor without aplying “brakes”.

• /motorBrake i – The integer argument is the motor
number. This message stops the specified motor
and aplies “brakes”.

• /resetMotor i – The integer argument is the motor
number. This message resets the tachometer of
the specified motor.

• /getMotorTachoCount i – The integer argument is
the motor number. This message asks for the cur-
rent tacho count of the specified motor and origi-
nates a /motorTachoCount message as the reply.

• /getButtonState i – The integer argument is the
port to which the pressure sensor is attached. This
message asks for the current state of the pressure
sensor and originates a /buttonState message as
the reply.

• /getLightLevel i – The integer argument is the port
to which the light sensor is attached. This mes-
sage asks for the current value of the light sensor
and originates a /lightLevel message as the reply.

• /getSoundLevel i – The integer argument is the
port to which the sound sensor is attached. This
message asks for the current value of the sound
sensor and originates a /soundLevel message as
the reply.

• /getProximityLevel i – The integer argument is
the port to which the ultrasonic sensor is attached.
This message asks for the current value of the ul-
trasonic sensor and originates a /proximityLevel
message as the reply.

• /getBatteryLevel – This message asks for the cur-
rent voltage of the battery of the NXT.

Some of the above messages generate a response:

• /motorTachoCount ii – Response to /getMotorTa-
choCount. The first integer argument is the motor
number; the second integer argument is the cur-
rent tacho count for that motor.

• /buttonState ii – Response to /getButtonState. The
first integer argument is the port number to which

the pressure sensor is attached; the second integer
argument if the current state of the pressure sensor
(0 – not pressed; 1 – pressed).

• /lightLevel ii – Response to /getLightLevel. The
first integer argument is the port number to which
the light sensor is attached; the second integer ar-
gument if the current value of light sensor.

• /soundLevel ii – Response to /getSoundLevel.
The first integer argument is the port number to
which the sound sensor is attached; the second in-
teger argument if the current value of sound sen-
sor.

• /proximityLevel ii – Response to /getProxim-
ityLevel. The first integer argument is the port
number to which the ultrasonic sensor is attached;
the second integer argument if the current value of
ultrasonic sensor.

• /batteryLevel i – Response to /getBatteryLevel.
The integer argument is the current voltage in mil-
livolts.

4.2 Java Libraries

LegOSC was written using the Java programming lan-
guage and as a by-product of developing this gateway
we developed a Java library that implements the NXT
Bluetooth low-level commands as well as a higher
level library that abstracts these low-level commands
into higher level NXT-related objects. The class dia-
gram is shown on Figure 7 (details of each class are
hidden to save space).

Figure 7: High-level Java library class diagram.

Since we had to develop this Java library and since
the modifications were small, we decided to adapt
the Java library to a Processing library. Processing

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

180



is a tool/programming languaged widely used in dig-
ital arts, so it made sense to allow direct control of
the NXT without the need to use a different program.
Processing libraries are usually composed of a single
class to simplify its usage as much as possible. The
(single) class diagram for this library is shown on Fig-
ure 8.

Figure 8: Processing library class diagram.

5 EXAMPLE USAGES

To give a better idea on how LegOSC can be used,
a brief description of some typical exercises and im-
plementations that students are asked to do is given
next.

The first one is a non-classic way of controlling
a robot. Instead of using a mouse/joystick/keyboard,
students are asked to think of a way to control a robot
using sound. Figure 9 shows an implementation using
Pure Data – an audio synthesis platform. In this ex-
ample, a stereo microphone is used to control two mo-
tors. The sound level at each channel drives its own
motor, thus enabling the user to direct the robot by
making sound lauder at one microphone or the other.

The second example deals with mapping some
physical parameter of the robot, e.g., distance to a
wall, light level reading, into another type of signal.
In this example (Figure 10) a simple Theremin was
implemented. Readings from the proximity sensor
and from the light sensor are used to drive two audio
oscillators that together generate a frequency mod-
ulated audio signal. In this case the movement of
the robot (which could be programmed in a diferente
number of ways) generates an audio signal.

Figure 9: Pure Data implementation of a sound controlled
robot.

Figure 10: Pure Data implementation of a robot theremin.

Both examples were implemented in Pure Data
and the figures show the complete program. Pure Data
is and audio synthesis and manipulation platform so it
simplifies the kind of programming needed to imple-
ment the examples.

LegOSC - Mindstorms NXT Robotics Programming for Artists
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6 LIMITATIONS

LegOSC was developed with an education and artis-
tic purposes in mind. It is not intended for precision
robotics.

The understood messages were kept as simple as
possible in order to allow basic control of the robots
but not to overwhelm the student/artist with detail.

The bluetooth communication latency may also
make it unsuitable for some applications where a
rapid response to an event is required.

7 CONCLUSIONS AND FUTURE
WORK

We have developed an Open Sound Control gateway
application for controlling the Lego Mindstorms NXT
robotics system. This application is intended to be
used by digital art students as a simple way to control
and integrate robotic art work with other often used
systems to develop visual and sonorous installations.

We hope it will allow an easier first approach to
teaching and using robotics in the digital arts area.

LegOSC is currently being used by the author’s
students and we hope to enhance it with the experi-
ence gained with its usage.

One of the improvements that we have already
gathered from experiences is the ability to control sev-
eral NXT using the same LegOSC instance. This will
facilitate the programming of applications that make
use of several robots at the same time.

The tool is freely available for download
at http://diablu.googlecode.com/svn/trunk/LegOSC/.
The Processing library is also available from the Pro-
cessing site at http://processing.org.
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Abstract: The biped robots have more flexible mechanical systems and they can move in more complex environment
than wheeled robots. Their abilities to step over both static and dynamic obstacles allow to the biped robots to
cross an uneven terrain where ordinary wheeled robots can fail. In this paper we present a footstep planning
for biped robots allowing them to step over dynamic obstacles. Our footstep planning strategy is based on a
fuzzy Q-learning concept. In comparison with other previous works, one of the most appealing interest of our
approach is its good robustness because the proposed footstep planning is operational for both constant and
random velocity of the obstacle.

1 INTRODUCTION

In contrast with the wheeled robots, the biped robots
have more flexible mechanical system and thus they
can move in more complex environment. Actually,
their abilities to step over both static and dynamic
obstacles allow to the biped robots to cross an un-
even terrain where regular wheeled robots can fail.
Although there are a large number of papers dealing
with the field of biped and humanoid robots (see for
examples (Hackel, 2007) and (Carlos, 2007)), only a
few of publication researches concern the path plan-
ning for biped robots (Ayza, 2007), (Chestnutt, 2004),
(Sabe, 2004). In fact, the design of a path planning for
biped robots into indoor and outdoor environment is
more difficult than for wheeled robots because it must
take into account their abilities to step over obstacles.
Consequently, path planning with obstacle avoidance
strategy like the wheeled robots is not sufficient.

Generally, the previous proposed approaches in
the field of path planning for biped robots are based on
a tree search algorithm. In (Kuffner, 2001) , Kuffner
et al. have proposed a footstep planning approach us-
ing a search tree from a discrete set of feasible foot-
step locations. This approach has been validated on
the robot H6 (Kuffner, 2001) and H7 (Kuffner, 2003).
Later, this strategy has been extended for the robot

Honda ASIMO (Chestnutt, 2005). Although the foot-
step planning proposed by Kuffner seems an interest-
ing way to solve the problem of the path planning
for biped robots, the main drawbacks are on the one
hand the limitation at 15 foot placements (Kuffner,
2001) in order to limit the computational time, and
on the other hand, this approach is operational only
in the case of the predictable dynamic environments
(Chestnutt, 2005). In this paper, we present a new
concept of a footstep planning for biped robots in
dynamic environments. Our approach is based on a
Fuzzy Q-learning (FQL) algorithm. The FQL, pro-
posed by Glorennec et al. (Glorennec, 1997) (Jouffe,
1998), is an extension of the traditional Q-learning
concept (Watkins, 1992) (Sutton, 1998) (Glorennec,
2000) allowing to handle the continuous nature of the
state-action. In this case, both actions and Q-function
may be represented by Takagi-Sugeno Fuzzy Infer-
ence System (TS-FIS). After a training phase, our
footstep planning strategy is able to adapt the step
length of the biped robot only using a Fuzzy Inference
System. However, our study is limited to the sagittal
plane and does not take into account the feasibility of
the joint trajectories of the leg. In fact, the footstep
planning gives only the position of the landing point.
But the first investigations show a real interest of this
approach because:
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• The computing time is very short. After the learn-
ing phase, the footstep planning is based only on
a FIS,

• The footstep planning is operational for both pre-
dictable and unpredictable dynamic environment
allowing to increase the robustness.

This paper is organized as follows. In Section 2,
the Fuzzy Q-learning concept is presented. Section
3 describes the footstep planning based on the Fuzzy
Q-learning. In section 4, the main results, obtained
from simulations, are given. Conclusions and further
developments are finally set out in section 5.

2 FUZZY Q-LEARNING
CONCEPT

Reinforcement learning (Sutton, 1998) (Glorennec,
2000) involves problems in which an agent interacts
with its environment and estimates consequences of
its actions on the base of a scalar signal in terms of
reward or punishment. The goal of the reinforcement
learning algorithm is to find the action which maxi-
mize a reinforcement signal. The reinforcement sig-
nal provides an indication of the interest of last chosen
actions. Q-Learning, proposed by Watkins (Watkins,
1992), is a very interesting way to use reinforcement
learning strategy. However, the Q-Learning algorithm
developed by Watkins deals with discrete cases and
assumes that the whole state space can be enumerated
and stored in a memory. Because the Q-matrix values
are stored in a look-up table, the use of this method
becomes impossible when the state-action spaces are
continuous. For a continuous state space, Glorenec
et al. (Glorennec, 1997) (Jouffe, 1998) proposed to
use fuzzy logic where both actions and Q-function
may be represented by Takagi-Sugeno Fuzzy Infer-
ence System (TS-FIS). Unlike the TS-FIS in which
there is only one conclusion for each rule, the Fuzzy
Q-Learning (FQL) approach admits several actions
per rule. Therefore, the learning agent has to find the
best issue for each rule.

The FQL algorithm uses a set ofNK fuzzy rules
such as:

IF x1 is M1
1 AND xi is M j

i THEN






yk = a1
k with q = q1

k
or yk = al

k with q = ql
k

or yk = aNl
k with q = qNl

k

(1)

xi (i = 1..Ni) are the inputs of the FIS which represent
the state space,Ni is the size of the input space. Each

fuzzy setj for the inputi is modeled by a membership
functionM j

i and its membership valueµj
i . al

k andql
k

are respectively thel th possible action for the rulek
and its corresponding Q-value (k = 1..Nk;l = 1..Nl ).
At each step timet, the agent observes the present
stateX(t). For each rulek, the learning system has
to choose one action among the totalNl actions us-
ing an Exploration/Exploitation Policy (EEP). In our
approach,ε-greedy algorithm is used to select the lo-
cal action for each activated rule. The action with the
best evaluation value (max(ql

k), l = 1..Nl ) has a prob-
ability Pε to be chosen, otherwise, an action is chosen
randomly among all possible actions. After, the ex-
ecution of the next computed action, the agent may
update the Q-value using of a reinforcement signal.
The algorithm of the FQL may be decomposed into
four stages:

• After the fuzzification of the perceived stateX(t),
the rule valuesαk(t) are computing using equa-
tion (2):

αk(t) = µj
1 µj

2................µ
j
Ni (2)

• The final actionY(t) is computed through two lev-
els of computation: in the first level, local actionl
in each activated rule is determined by using EEP,
and in the second level global action is calculated
as a combination of all local actions. Equations
(3) and (4) give respectively the computation of
the global actionY(t) and the correspondingQ(t)
value according to the truth valueαk(t):

Y(t) =
Nk

∑
k=1

αk(t)a
l
k(t) (3)

Q(t) =
Nk

∑
k=1

αk(t)q
l
k(t) (4)

• Matching up the new action, given byY(t)
and taking into account the environment’s reply,
Q(t)may be updated using equation (5):

∆Q(t) = β[r + γVmax(t +1)−Q(t)] (5)

WhereVmax(t + 1) is the maximum Q-value for
the activated rule at the next step timet +1:

Vmax(t +1) =
Nk

∑
k=1

αk(t +1)max(Ql
k(t +1)) (6)

γ is a discount factor which can be chosen from 0
to 1. If it is close to 0, the reinforcement informa-
tion tends to consider only the immediate reward,
while if it is closer to 1, it considers the future
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Figure 1: Footstep planning strategy.

rewards with greater weight.β is a learning rate
parameter allowing to weight the part of the old
and new rewards in a reinforcement signalr.

• Finally, for each activated rules, the correspond-
ing elementary quality∆ql

k of the Q-matrix is up-
dated as:

∆ql
k = Q(t)αk(t) (7)

3 FOOTSTEP PLANNING

The proposed footstep planning is based on a FQL ap-
proach. Our aim is to design a control strategy allow-
ing to adjust automatically the step length of a biped
in order that the robot avoids dynamic obstacles by
using step over strategy. As figure 1 shows it, our
footstep planning may be divided into four parts:

• The first part involves a fuzzification of inputs of
the state X(t),

• The second concerns the FQL algorithm allowing
to compute the length of the step,

• The third part allows simulating dynamic environ-
ment into which the robot moves,

• And the fourth part gives the reinforcement signal.

3.1 Virtual Dynamic Environment

The both robot and obstacle move in sagittal plane but
in opposite directions. We consider that the walking
of the biped robot may include as well strings of sin-
gle support phases (only one leg is in contact with the
ground) as instantaneous double support phases (the
two legs are in contact with the ground). The biped
robot may adjust the length of its step but we con-
sider that the duration of each step is always equal

to 1s. The size and velocity of the obstacle are in-
cluded into[0,0.4m] and [0,0.4m/s] ranges respec-
tively. Although the robot has the ability to adjust
its step length, there are two possibilities in which the
robot may crash with the obstacle. First one occurs
when the length of the step is not correctly adapted
according to the position of the dynamic obstacle. In
this case, the swing leg touches directly the obstacle
during a double support phase. The other case cor-
responds to the situation where the obstacle collides
with the stance leg during the single or double sup-
port phase.

3.2 Fuzzification

The design of our footstep planning is based on both
Takagi-Sugeno FIS and Q-learning strategies. Conse-
quently, it is necessary to use a fuzzification for each
input. In the proposed approach, we use two inputs
in order to perform a correct footstep planning. These
inputs are the distance between the robot and the ob-
stacledobs and the velocity of the obstaclevobs. dobs
and vobs are updated at each double support phase.
dobscorresponds to the distance between the front foot
and the first side of the obstacle.vobs is computed
from the distance covered during 1s. The fuzzification
of vobs anddobs is carried out by using respectively 6
and 11 triangular membership functions. Figure 2(a)
and 2(b) gives the membership functions of the obsta-
cle velocity and distance respectively.

3.3 FQL-based Step Length

The FQL algorithm uses a set of fuzzy rules such as
equation (1). For the proposed problem, the number
of the rules is 66 (6 and 11 membership functions
for velocity and distance of the obstacle respectively).
For each rules, we define 5 possible outputs which
are[0.1,0.2,0.3,0.4,0.5]m. In fact, these outputs cor-
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(a) Obstacle velocityvobs (in m/s).

(b) Obstacle distancedobs (in m).

Figure 2: Membership functions used for the input space.

respond to the length of the step. Consequently, at
each step time, the Fuzzy Q-Learning algorithm needs
to choose one output among five possible outputs for
each activated rules. It must be pointed out that the
chosen output is included into a discrete set, but the
real outputY(t) is a real number dues a fuzzification.
During the simulation, the size of the obstacle is con-
stant but the velocity of the obstacle may be modi-
fied. At each episode, initialization of some param-
eters are necessary. The initial distance between the
biped robot and the obstacle is always equal to 2.5m.
The velocity of the obstacle is chosen randomly into
the interval[0,0.4]m/s. During one episode, the step
length of the robot is computed using the FQL algo-
rithm described in section 2. Consequently, the biped
robot moves step by step towards the obstacle dur-
ing the episode. The episode is finished whether the
robot steps over the obstacle (success) or if the robot
crashes into obstacle (failure). The discount factor
γ and the learning rate parameterβ are equal to 0.8
and 0.1 respectively. This parameters have been cho-
sen empirically after several trials in order to assure a
good convergence of FQL algorithm. The probability
Pε is equal to 0.1 and means that the random explo-
ration is privileged during the learning phase.

3.4 Reinforcement Signal

The reinforcement signal provides an information in
terms of reward or punishment. Consequently, the re-
inforcement signal informs the learning agent about
the quality of the chosen action. In our case, the learn-
ing agent must find a succession of action allowing

to the biped robot to step over an obstacle. But here
the obstacle is a dynamic object which moves towards
the biped robot. Consequently, the reinforcement in-
formation have to take into account of the velocity
of the moving obstacle. In addition, the position of
the foot just before the stepping-over is very impor-
tant as well. On the base of these considerations, we
designed reinforcement signal in two parts.

Firstly, if xrob < xobs wherexrob andxobs give the
positions of the robot and of the obstacle respectively:

• r = 0, if the robot is still far from obstacle,

• r = 1, if the position of the robot is appropriate to
cross the obstacle at next step,

• r = −1, if the robot is too close to the obstacle.

In this first case,r is computed with the following
equation:

r =











0 if ( xrob ≤ (xobs−1.2vobs∆t) )
1 if (xrob > (xobs−1.2vobs∆t))

AND (xrob ≤ (xobs−1.1vobs∆t)).
-1 if (xrob > (xobs−1.1vobs∆t))

(8)
xrob andxobsare updated after each action.vobs∆t rep-
resents the distance covering by obstacle during the
time ∆t. As the duration of the step is always equal
1s, ∆t is always equal to 1s.

Secondly, if (xrob ≥ xobs):

• r =−2, if the robot crashes into the obstacle at the
next step,

• r = 2, if the robot crosses the obstacle at the next
step.

In this last case,r is given by equation (9).

r =

{

-2 if ( xrob ≤ (xobs+Lobs) )
2 if ( xrob > (xobs+Lobs) )

(9)

WhereLobs is the size of the obstacle.

4 SIMULATION RESULTS

In this section, we present the main results related the
footstep planning based on FQL approach by using
MATLAB software. It must be noticed that our goal
is to design a control strategy allowing to give a path
planning into a dynamic environment for biped robot
but we do not take into account the dynamic of the
biped robot. We consider only discrete information
allowing to compute the landing position of the foot.
In addition, we consider only flat obstacles in the fol-
lowing simulations.
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4.1 Training Phase

During the training phase, the goal of the learning
agent is to find the best rules in order that the biped
robot crosses the obstacle. On the base of the previous
description, we trained the Q-matrix during 10000
episodes. After a full training, we test the footstep
planning approach with 1000 velocity samples cover-
ing uniformly the input range[0,0.4]m/s.

Table 1 gives results about successes rate for four
sizes of the obstacle. The rate success corresponds
to the ratio between the number of successes and the
totality of trials (1000). And the figure 3 shows an
example of the repartition between the successes and
the failures over an input rangevobs and whenLobs
is equal to 0.2m. When the robot can step over the
obstacle successfully, the results is 1 otherwise it is 0.

Table 1: Rate success according to obstacle size.

Size (m) 0.1 0.2 0.3 0.4
Successes rate(%) 65.6 31.3 21.7 4.8

Figure 3: Successes rate when the size of the obstacle is
equal to 0.2m.

It must be pointed out that more the size is large,
more the successes rate is weak. And like figure 3
shows it, there is a threshold (0.12m/s approxima-
tively whenLobs= 0.2m) where our footstep planning
never finds a solution. Consequently, the velocity of
the obstacle must be limited if we want the biped
crosses the obstacle successfully.

4.2 Footstep Planning Examples

Figure 4 shows a footstep sequence when the robot
crosses an obstacle. The size of the obstacle is equal
to 0.2mand its velocity is constant during all the sim-
ulation. Rectangles indicate the obstacle and the spots

indicate the two positions of the feet (left and right)
for each step. Table 2 gives the step length for all
the steps. It must be pointed out that when the biped
robot is close to the obstacle, then the length of the
step decreases in order to prepare the stepping over.
Finally, the last step allows to avoid obstacle without
collision.

Table 2: Length of the stepLstep whenvobs = 0.1m/s and
Lobs= 0.2m.

Step 1 2 3 4 5 6
Lstep 0.50 0.22 0.50 0.45 0.13 0.50

Figure 4: Successful footstep planning whenvobs= 0.1m/s
andLobs= 0.2m.

It is pertinent to note that one of the most inter-
esting point in our approach is its abilities to operate
when the velocity of the obstacle is not constant. Fig-
ure 5 shows the footstep sequence when the obstacle
moves with a random velocity. The velocity of the
obstacle is carried out by the sum of a constant value
which is equal to 0.1m/sand a random value included
into [−0.1..0.1]m/s. Table 3 givesVobs andLstep for
each step. The size of the obstacle is equal to 0.1m.
It must be pointed out that the control strategy allows
to adapt automatically the length of the step accord-
ing to the obstacle velocity thanks to FQL algorithm.
For 1000 trials realized in the same conditions, the
successes rate is equal to 85% approximatively. This
is very interesting because our strategy allows to in-
crease the robustness of the footstep planning.

5 CONCLUSIONS

In this paper we have presented a footstep planning
strategy for biped robots allowing them to step over
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Table 3: Length of the step whenvobs is random andLobs=
0.1m.

Step 1 2 3 4 5 6
vobs 0.14 0.05 0.16 0.10 0.16 0.04
Lstep 0.50 0.23 0.37 0.44 0.10 0.50

Figure 5: successful footstep planning whenvobs is random,
Lobs= 0.1m.

dynamic obstacles. Our footstep planning tactic is
based on a fuzzy Q-learning concept. The most ap-
pealing interest of our approach is its outstanding ro-
bustness related to the fact that the proposed footstep
planning is operational for both constant and variable
velocity of the obstacle.

Futures works will be focus on the improvement
of our footstep planning strategy:

• First, our actual control strategy does not take into
account the duration of the step. However, this
parameter is very important with dynamic obsta-
cles. Therefore, our goal is to enhance the pro-
posal footstep planning in order to take care about
both the length and the duration of the step,

• Second, in some cases, biped robot can not step
over obstacle: for example when the size of the
obstacle is too large. Consequently, the footstep
planning must be able to propose a path planning
in order to make the robot avoid obstacle.

• Third, in long-term, our goal is to design more
general footstep planning based on both local
footstep planning and global path planning,

• Finally, experimental validation may be consider
on real humanoid robot. But in this case, it is nec-
essary to design the joint trajectories based on the
position of feet.
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Abstract: Omni-directional robots are becoming more and more common in recent robotic applications. They offer
improved ease of maneuverability and effectiveness at the expense of increased complexity. Frequent appli-
cations include but are not limited to robotic competitions and service robotics. The goal of this work is to
find a precise dynamical model in order to predict the robot behavior. Models were found for two real world
omni-directional robot configurations and their parameters estimated using a prototype that can have 3 or 4
wheels. Simulations and experimental runs are presented in order to validate the presented work.

1 INTRODUCTION

Omni-directional robots are becoming a much sought
solution to mobile robotic applications. This kind of
holonomic robots are interesting because they allow
greater maneuverability and efficiency at the expense
of some extra complexity. One of the most frequent
solutions is to use some of Mecanum wheels (Diegel
et al., 2002) and (Salih et al., 2006). A robot with 3
or more motorized wheels of this kind can have al-
most independent tangential, normal and angular ve-
locities. Dynamical models for this kind of robots are
not very common due to the difficulty in modeling
the several internal frictions inside the wheels, mak-
ing the model somewhat specific to the type of wheel
being used (Williams et al., 2002).

Frequent mechanical configurations for omni-
directional robots are based on three and four wheels.
Three wheeled systems are mechanically simpler but
robots with four wheels have more acceleration with
the same kind of motors. Four wheeled robots are
expected to have better effective floor traction, that
is, less wheel slippage – assuming that all wheels
are pressed against the floor equally. Of course four
wheeled robots also have a higher costs in equipment,
increased energy consumption and may require some
kind of suspension to distribute forces equally among
the wheels.

In order to study and compare the models of the
3 and 4 wheeled robots, a single prototype was built
that can have both configurations, that is, the same
mechanical platform can be used with 3 wheels and
then it can be disassembled and reassembled with a 4

(a) Three wheeled robot. (b) Four wheeled robot.

Figure 1: Omni-directional robot.

wheel configuration, see figure 1.
Data from experimental runs is taken from over-

head camera. The setup is taken from the heritage
of the system described in (Costa et al., 2000) that
currently features 25 fps, one centimeter accuracy in
position(XX and YY axis) and about 3 sexagesimal
degrees of accuracy in the heading of the robot.

In order to increase the performance of robots,
there were some efforts on the studying their dy-
namical models (Campion et al., 1996)(Conceição
et al., 2006)(Khosla, 1989)(Tahmasebi et al.,
2005)(Williams et al., 2002) and kinematic models
(Campion et al., 1996) (Leow et al., 2002)(Loh et al.,
2003)(Muir and Neuman, 1987)(Xu et al., 2005).
Models are based on linear and non linear dynami-
cal systems and the estimation of parameters has been
the subject of continuing research (Conceição et al.,
2006)(Olsen and Petersen, 2001). Once the dynam-
ical model is found, its parameters have to be esti-
mated. The most common method for identification
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of robot parameters are based on the Least Squares
method and Instrumental Variables.

However, the systems are naturally non-linear
(Julier and Uhlmann, 1997), the estimation of pa-
rameters is more complex and the existing meth-
ods (Ghaharamani and Roweis, 1999)(Gordon et al.,
1993)(Tahmasebi et al., 2005) have to be adapted to
the model’s structure and noise.

1.1 Structure

This paper starts by presenting the mechanical proto-
type and studied mechanical configurations for the 3
and 4 wheeled robots. Finding the dynamical model is
discussed and then, an initial approach in estimating
model parameters for each robot is done. The need
for additional accuracy drives the comparative study
on relative importance of the estimated parameters.
An additional experiment is done for estimating fi-
nal numerical values for the configurations of 3 and
4 wheels. Conclusions and future work are also pre-
sented.

2 MECHANICAL
CONFIGURATIONS

Figures 2 and 3 present the configuration of the three
and four wheeled robots respectively, as well as all
axis and relevant forces and velocities of the robotic
system. The three wheeled system features wheels
separated by 120 degrees.

Figure 2: Three Wheeled Robot.

Figures 2 and 3 show the notation used through-
out this paper, detailed as follows:
• x,y,θ - Robot’s position (x,y) and θ angle to the defined

front of robot;

• d [m] - Distance between wheels and center robot;

• v0,v1,v2,v3 [m/s] - Wheels linear velocity;

• ω0,ω1,ω2,ω3 [rad/s] - Wheels angular velocity;

• f0, f1, f2, f3 [N] - Wheels traction force;

Figure 3: Four Wheeled Robot.

• T0,T1,T2,T3 [N ·m] - Wheels traction torque;
• v,vn [m/s] - Robot linear velocity;
• ω [rad/s] - Robot angular velocity;
• Fv,Fvn [N] - Robot traction force along v and vn;
• T [N ·m] - Robot torque (respects to ω).

3 MODELS

3.1 Kinematic

The well known kinematic model of an omni-
directional robot located a (x,y,θ) can be written as
vx(t) = dx(t)/dt , vy(t) = dy(t)/dt and ω(t) = dθ(t)/dt
(please refer to figures 2 and 3 for notation issues).
Equation 1 allows the transformation from linear ve-
locities vx and vy on the static axis to linear velocities
v and vn on the robot’s axis.

XR =

 v(t)
vn(t)
ω(t)

 ; X0 =

 vx(t)
vy(t)
ω(t)


XR =

 cos(θ(t))
−sin(θ(t))

0

sin(θ(t))
cos(θ(t))

0

0
0
1

 ·X0 (1)

3.1.1 Three Wheeled Robot

Wheel speeds v0, v1 and v2 are related with robot’s
speeds v, vn and ω as described by equation 2.

 v0(t)
v1(t)
v2(t)

=

 −sin(π/3)
0

sin(π/3)

cos(π/3)
−1

cos(π/3)

d
d
d

 ·
 v(t)

vn(t)
ω(t)

 (2)

Applying the inverse kinematics is possible to obtain
the equations that determine the robot speeds related
the wheels speed. Solving in order of v, vn and ω, the
following can be found:

v(t) = (
√

3/3) · (v2(t)− v0(t)) (3)
vn(t) = (1/3) · (v2(t)+ v0(t))− (2/3) · v1(t) (4)
ω(t) = (1/(3 ·d)) · (v0(t)+ v1(t)+ v2(t)) (5)
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3.1.2 Four Wheeled Robot

The relationship between the wheels speed v0, v1, v2
and v3, with the robot speeds v, vn and ω is described
by equation 6. v0(t)

v1(t)
v2(t)
v3(t)

=

 0
−1
0
1

1
0
−1
0

d
d
d
d

 ·
 v(t)

vn(t)
ω(t)

 (6)

It is possible to obtain the equations that determine the
robot speeds related with wheels speed but the matrix
associated with equation 6 is not square. This is be-
cause the system is redundant. It can be found that:

v(t) = (1/2) · (v3(t)− v1(t)) (7)
vn(t) = (1/2) · (v0(t)− v2(t)) (8)
ω(t) = (v0(t)+ v1(t)+ v2(t)+ v3(t))/(4 ·d) (9)

3.2 Dynamic

The dynamical equations relative to the accelerations
can be described in the following relations:

M · dv(t)
dt

= ∑Fv(t)−FBv(t)−FCv(t) (10)

M · dvn(t)
dt

= ∑Fvn(t)−FBvn(t)−FCvn(t) (11)

J · dω(t)
dt

= ∑T (t)−TBω(t)−TCω(t) (12)

where the following parameters relate to the robot as
follows:
• M [kg] - mass;

• J [kg ·m2] - inertia moment;

• FBv,FBvn [N] - viscous friction forces along v and vn;

• TBω [N ·m] - viscous friction torque with respect to the
robot’s rotation axis;

• FCv,FCvn [N] - Coulomb frictions forces along v and vn;

• TCω [N ·m] - Coulomb friction torque with respect to
robot’s rotation axis.

Viscous friction forces are proportional to robot’s
speed and as such FBv(t) = Bv ·v(t), FBvn(t) = Bvn ·vn(t)
and TBω(t) = Bω ·ω(t), where Bv,Bvn [N/(m/s)] are the
viscous friction coefficients for directions v and vn
and Bω [N ·m/(rad/s)] is the viscous friction coeffi-
cient to ω.

The Coulomb friction forces are constant in am-
plitude FCv(t) = Cv · sign(v(t)), FCvn(t) = Cvn · sign(vn(t))
and TCω(t) = Cω · sign ω(t), where Cv,Cvn [N] are
Coulomb friction coefficient for directions v e vn and
Cω [N ·m] is the Coulomb friction coefficient for ω.

3.2.1 Three Wheeled Robot

The relationship between the traction forces and rota-
tion torque of the robot with the traction forces on the
wheels is described by the following equations:

∑Fv(t) = ( f2(t)− f0(t)) · sin(π/3) (13)

∑Fvn(t) = − f1(t)+( f2(t)+ f0(t)) · cos(π/3)(14)

∑T (t) = ( f0(t)+ f1(t)+ f2(t)) ·d (15)

The traction force on each wheel is estimated by trac-
tion torque, which can be determined using the motor
current, as described in the following equations:

f j(t) = Tj(t)/r (16)
Tj(t) = l ·Kt · i j(t) (17)

• l - Gearbox reduction;

• r [m] - Wheel radius;

• Kt [N ·m/A] - Motor torque constant;

• i j [A] - Motor current (j=motor number).

3.2.2 Four Wheeled Robot

The relationship between the traction forces and rota-
tion torque of the robot with the traction forces on the
wheels, is described by the following equations:

∑Fv(t) = f3(t)− f1(t) (18)

∑Fvn(t) = f0(t)− f2(t) (19)

∑T (t) = ( f0(t)+ f1(t)+ f2(t)+ f3(t)) ·d (20)

As above, the traction force in each wheel is esti-
mated using the wheels traction torque, which is de-
termined by the motor current, using equations 16 and
17, where j=0,1,2,3.

3.3 Motor

The prototype uses brushless motors for the locomo-
tion of the robot. The model for brushless motors is
the similar to the common DC motors, based on (Pil-
lay and Krishnan, 1989).

u j(t) = L ·
di j(t)

dt
+R · i j(t)+Kv ·ωm j(t) (21)

Tm j(t) = Kt · i j(t) (22)

• L [H] - Motor inductance;

• R [Ω] - Motor resistor;

• Kv [V/(rad/s)] - EMF motor constant;

• u j [V ] - Motor voltage (j=motor number);

• ωm j [rad/s] - Motor angular velocity (j=motor num-
ber);

• Tm j [N ·m] - Motor torque (j=motor number).
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4 PARAMETER ESTIMATION

The necessary variables to estimate the model param-
eters are motor current, robot position and velocity.
Currents are measured by the drive electronics, posi-
tion is measured by using external camera and veloc-
ities are estimated from positions.

The parameters that must be identified are the vis-
cous friction coefficients (Bv,Bvn,Bω), the Coulomb
friction coefficients (Cv,Cvn,Cω) and inertia moment
J. The robot mass was measured, and it was 1.944 kg
for the three wheeled robot and 2.34 kg for the four
wheeled robot.

4.1 Experience 1 - Steady State Velocity

This method permits to identify the viscous friction
coefficients Bω and the Coulomb friction coefficients
Cω. The estimation of the coefficient ω was only im-
plemented because inertia moment is unknown, and it
is necessary to have an initial estimate of these coef-
ficients. The experimental method relies on applying
different voltages to the motors in order to move the
robot according his rotation axis - the tests were made
for positive velocities. Once reached the steady state,
the robot’s speed ω and rotation torque T can be mea-
sured. The robot speed is constant, so, the accelera-
tion is null, and as such equation 12 can be re-written
as follows:

∑T (t) = Bω ·ω(t)+Cω (23)

This linear equation shows that it is possible to test
different values of rotation speed and rotation torques
in multiple experiences and estimate the parameters.

4.2 Experience 2 - Null Traction Forces

This method allows for the estimation of the viscous
friction coefficients (Bv,Bvn), the Coulomb friction
coefficients (Cv,Cvn) and the inertia moment J. The
experimental method consists in measuring the robot
acceleration and speed when the traction forces were
null. The motor connectors were disconnected and
with a manual movement starting from a stable posi-
tion, the robot was pushed through the directions v,
vn and rotated according to his rotation axis. During
the subsequent deceleration, velocity and acceleration
were measured. Because the traction forces were null
during the deceleration equations 10, 11, and 12 can
be re-written as follows:

dv(t)
dt

= −Bv

M
· v(t)− Cv

M
(24)

dvn(t)
dt

= −Bvn

M
· vn(t)− Cvn

M
(25)

dω(t)
dt

= −Bω

J
·ω(t)− Cω

J
(26)

These equations are also a linear relation and estima-
tion of all parameters is possible.

The inertia moment J is estimated using the values
obtained previously in section 4.1. To do this, equa-
tion 26 must be solved in order of J:

J =− ω(t)
(dω(t)/dt)

·Bω−
1

(dω(t)/dt)
·Cω (27)

4.3 DC Motor Parameters

The previous electrical motor model (equation 21) in-
cludes an electrical pole and a much slower, dominant
mechanical pole - thus making inductance L value
negligible. To determinate the relevant parameters Kv
and R, a constant voltage is applied to the motor. Un-
der steady state condition, the motor’s current and the
robot’s angular velocity are measured. The tests are
repeated several times for the same voltage, chang-
ing the operation point of the motor, by changing the
friction on the motor axis.

In steady state, the inductance L disappears of the
equation 21, being rewritten as follows:

u j(t) = R · i j(t)+Kv ·ωm j(t) (28)

As seen in equation 29, by dividing (28) by i j(t), a
linear relation is obtained and thus estimation is pos-
sible.

u j(t)
i j(t)

= Kv ·
ωm j(t)
i j(t)

+R (29)

5 RESULTS

5.1 Robot Model

By combining previously mentioned equations, it is
possible to show that model equations can be rear-
ranged into a variation of the state space that can be
described as:

(dx(t)/dt) = A · x(t)+B ·u(t)+K · sign(x) (30)

x(t) = [v(t) vn(t) w(t)]T (31)

This formulation is interesting because it shows ex-
actly which part of the system is non non-linear.

5.1.1 Three Wheeled

Using equations on section 3.2, 13 to 17 and 28, the
equations for the three wheeled robot model are:

A =

 A11
0
0

0
A22
0

0
0

A33

 (32)

A11 = − 3 ·K2
t · l2

2 · r2 ·R ·M
− Bv

M

A22 = − 3 ·K2
t · l2

2 · r2 ·R ·M
− Bvn

M

A33 = −3 ·d2 ·K2
t · l2

r2 ·R · J
− Bw

J
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B =
l ·Kt

r ·R
·

 −√3/(2 ·M)
1/(2 ·M)

d/J

0
1/M
d/J

√
3/(2 ·M)

1/(2 ·M)
d/J

 (33)

K =

 −Cv/M
0
0

0
−Cvn/M

0

0
0

−Cw/J

 (34)

5.1.2 Four Wheeled

Using equations on section 3.2 and equations 16 to
20 and 28 we get the following equations to the four
wheeled robot model.

A =

 A11
0
0

0
A22
0

0
0

A33

 (35)

A11 = −2 ·K2
t · l2

r2 ·R ·M
− Bv

M

A22 = −2 ·K2
t · l2

r2 ·R ·M
− Bvn

M

A33 = −4 ·d2 ·K2
t · l2

r2 ·R · J
− Bw

J

B =
l ·Kt

r ·R
·

 0
1/M
d/J

−1/M
0

d/J

0
−1/M

d/J

1/M
0

d/J

 (36)

K =

 −Cv/M
0
0

0
−Cvn/M

0

0
0

−Cw/J

 (37)

5.2 Experimental Data for Robot Model

Experience 1 was conducted using an input signal cor-
responding to a ramped up step. This way wheel
sleeping was avoided, that is, wheel - traction prob-
lems don’t exist.

Shown in Figure 4 are the experimental plots re-
garding the 4 wheeled system. Due to space con-
straints only T vs. ω and results of the experiment 2
along the v direction are shown.

The motor model was presented earlier in equa-
tion 21.

Experimental tests to the four motors were made
to estimate the value of resistor R and the constant
Kv. The numerical value of the torque constant Kt is
identical to the EMF motor constant Kv.

Figure 5 plots experimental runs regarding motor
0. Other motors follow similar behavior.

5.3 Numerical Results

Table 1 presents the experimental results to the fric-
tion coefficients and inertial moment. From the exper-
imental runs from all 4 motors, the parameters found
are Kv = 0.0259 V/(rad/s) and R = 3.7007 Ω .

(a) Experience 1 - T and ω.

(b) Experience 2 - Direction v.

Figure 4: Experimental Results for the four wheeled robot.

Figure 5: Experimental tests for motor 0.

Table 1: Friction coefficients and inertia moment.

Parameters 3 wheels 4 wheels
J(kg ·m2) 0.015 0.016

Bv(N/(m/s)) 0.503 0.477
Bvn(N/(m/s)) 0.516 0.600

BωN ·m/(rad/s) 0.011 0.011
Cv(N) 1.906 1.873
Cvn(N) 2.042 2.219

Cω(N ·m) 0.113 0.135

5.4 Sensitivity Analysis

To understand which model parameters have more in-
fluence on the robot’s dynamics, a comparison was
made between the matrices of the models.

The model equation 30 is a sum of fractions. Ana-
lyzing the contribution of each parcel and of the vari-
able portion within each fraction, a sensitivity analy-
sis is performed, one estimated parameter at a time.
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1. Matrix A, robot moving along v direction;

• Three wheeled robot:(
3 ·K2

t · l2

2 · r2 ·R ·M

)
=

Ka1

R
= 3.3110

(Bv/M) = Ka2 ·Bv = 0.3245

• Four wheeled robot:(
2 ·K2

t · l2

r2 ·R ·M

)
=

Ka1

R
= 3.6676

(Bv/M) = Ka2 ·Bv = 0.2041

2. Matrices B and K, robot moving along v direction with
constant voltage motor equal to 6V ;

• Three wheeled robot:( √
3 · l ·Kt

2 · r ·R ·M

)
·12 =

Kb

R
·12 = 5.7570

(Cv/M) = Kk ·Cv = 0.8728

• Four wheeled robot:(
l ·Kt

r ·R ·M

)
·12 =

Kb

R
·12 = 5.5227

(Cv/M) = Kk ·Cv = 0.7879

The same kind of analysis could be taken further by
analyzing other velocities (vn and ω). Conclusions
reaffirm that motor parameters have more influence
in the dynamics than friction coefficients. This means
that it is very important to have an accurate estima-
tion of the motor parameters. Some additional ex-
periences were designed to improve accuracy. The
method used previously does not offer sufficient ac-
curacy to the estimation of R. This parameter R is
not a physical parameter and includes a portion of the
non-linearity of the H bridge powering the circuit that,
in turn, feeds 3 rapidly switching phases of the brush-
less motors used. In conclusion, additional accuracy
in estimating R is needed.

5.5 Experience 3 - Parameter
Estimation Improvement

The parameter improving experience was made using
a step voltage with an initial acceleration ramp.

As seen in 5.1 the model was defined by the equa-
tion 30 and we can improve the quality of the estima-
tion by using the Least Squares method. The system
model equation can be rewritten as:

y = θ1 · x1 +θ2 · x2 +θ3 · x3 (38)

Where x1 = x(t), x2 = u(t), x3 = 1 and y = dx(t)/dt. The
parameters θ are estimated using:

θ =
(

xT · x
)−1
· xT · y (39)

x = [x1(1) . . .x1(n) x2(1) . . .x2(n) x3(1) . . .x3(n)]T (40)

Estimated parameters can be skewed and for this rea-
son instrumental variables are used to minimize the
error, with vector of states defined as

z = [x1(1) . . .x1(n) x2(1) . . .x2(n) x3(1) . . .x3(n)]T (41)

The parameters θ are now calculated by:

θ =
(

zT · x
)−1
· zT · y (42)

Three experiments were made for each configuration
of 3 and 4 wheels, along v, vn and ω. For the v and
vn experiments values Cv and Cvn are kept from pre-
vious analysis. For the ω experiment, the value of
the R parameter used is the already improved version
from previous v and vn experimental runs of the cur-
rent section.

The numerical value of R for each motor was
estimated for each motor and then averaged to find
R=4.3111 Ω. The results are present on followings ta-
bles. Table 2 shows values estimated by the experi-
ment mentioned in this section.

Table 2: Parameters estimated using the method 3.

Parameters 3 wheels 4 wheels
J(kg ·m2) 0.0187 0.0288

Bv(N/(m/s)) 0.5134 0.5181
Bvn(N/(m/s)) 0.4571 0.7518

BωN ·m/(rad/s) 0.0150 0.0165
Cω(N ·m) 0.0812 0.1411

The final values for friction and inertial coeffi-
cients are averaged with results from all 3 experimen-
tal methods and the numerical values found are pre-
sented in Table 3.

Table 3: Parameters of dynamical models.

Parameters 3 wheels 4 wheels
d(m) 0.089
r (m) 0.0325

l 5
Kv (V/(rad/s)) 0.0259

R (Ω) 4.3111
M(kg) 1.944 2.34

J (kg ·m2) 0.0169 0.0228
Bv (N/(m/s)) 0.5082 0.4978
Bvn (N/(m/s)) 0.4870 0.6763

Bω (N ·m/(rad/s)) 0.0130 0.0141
Cv (N) 1.9068 1.8738
Cvn (N) 2.0423 2.2198

Cω (N ·m) 0.0971 0.1385

5.6 Model Validation Experiences

The models were validated with experimental tests on
using a step voltage with an initial acceleration ramp.
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Due to space constraints in this document, figures 6
to 9 show plots for some of the runs only. Other runs
confirm the global validity of the model as simulation
follows reality closely.

Figure 6: 3 wheel model validation - velocity along vn.

Figure 7: 3 wheel model validation - angular velocity ω.

Figure 8: 4 wheel model validation - velocity along v.

Figure 9: 4 wheel model validation - velocity along vn.

6 CONCLUSIONS

This paper presents models for mobile omni-
directional robots with 3 and 4 wheels. The derived
model is non-linear but maintains some similarities
with linear state space equations. Friction coefficients
are most likely dependent on robot and wheels con-
struction and also on the weight of the robot. The
model is derived assuming no wheel slip as in most
standard robotic applications.

A prototype that can have either 3 or 4 omni-
directional wheels was used to validate the presented
model. The test ground is smooth and carpeted. Expe-
rience data was gathered by overhead camera capable
of determining position and orientation of the robot
with good accuracy.

Experiences were made to estimate the parame-
ters of the model for the prototypes. The accuracy of
the presented model is discussed and the need for ad-
ditional experiences is proved. The initial estimation
method used two experiences to find all parameters
but a third experience is needed to improve the accu-
racy of the most important model parameters. Sen-
sitivity analysis shows that the most important model
parameters concern motor constants.

Observing estimated model parameters, the four
wheel robot has higher friction coefficients in the vn
direction when compared to the v direction. This
means of course higher maximum speed for move-
ment along v axis and higher power consumption for
movements along the vn direction. This difference in
performance points to the need of mechanical suspen-
sion to even wheel pressure on the ground.

The found model was shown to be adequate for the
prototypes in the several shown experimental runs.

7 FUTURE WORK

The work presented is part of a larger study. Fu-
ture work will include further tests with different pro-
totypes including prototypes with suspension. The
model can also be enlarged to include the limits for
slippage and movement with controlled slip for the
purpose of studying traction problems. Dynamical
models estimated in this work can be used to study the
limitations of the mechanical configuration and allow
for future enhancements both at controller and me-
chanical configuration level. This study will enable
effective full comparison of 3 and 4 wheeled systems.
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Abstract: Electromagnetic application system to improve the surface quality of steel strip is getting popular because 
customers demand better surface quality of steel strip. To realize such a requirement, non-contact 
conveyance methods by means of air floater and electromagnetic levitation and propulsion were considered. 
However, air floating method is not easy to control of the position of steel strip since the system is highly 
nonlinear. And thus, the application of a magnetic levitation and propulsion to steel strip conveyance is 
suitable. Sensors measuring positions of steel strip also need to be non-contact in order to maintain non-
contact and simple characteristics of the system. This paper proposes the method of the spatial position 
estimation of steel plate without using sensors. This method simplifies non-contact conveyance system and 
cuts down expenses of the system. Spatial positions of steel strip can be estimated by currents supplied for 
electromagnet to maintain a fixed air gap. Estimated positions are then fed back into the control system to 
do position control. Computer simulation and experimental results are provided to verify the suitability of 
the proposed system performance and concept.  

1 INTRODUCTION 

In 1990s, various kinds of research activities were 
conducted to convey steel strips by means of non-
contacting methods. One of them was 
electromagnetic conveyance technology. At first, 
most researchers were focused on reducing vibration 
of steel strip. (Liu and Yao, 2002). Later on, 
University of Tokyo conducted very promising 
research of levitation and propulsion of steel strip 
via electromagnetic force. (Hayashiya, and et el, 
1999).  

Steel making industries produce and treat large 
amounts of thin steel strips in cold rolling processes 
to obtain high quality steel strips using various ways. 
Actually, steel strips are processed at high speed in 
continuous cold rolling process lines. Because of 
this, vibration and position deviation of steel strip 
are the main hazardous problems which cause 
surface defects and lower productivity. The non-
contact operation and the quick response mechanism 
can be considered to solve the above mentioned 

problems. Applications of electromagnetic force can 
be one of the useful technical approaches. (Liu and 
Yao, 2002).  

Electromagnetic application system to improve 
the surface quality of steel strip is getting popular 
because customers demand better surface quality of 
steel strip. To realize such a requirement, non-
contact conveyance methods by means of air floater 
and electromagnetic levitation and propulsion were 
considered. However, air floating method is not easy 
to control of the position of steel strip since the 
system is highly nonlinear. And thus, the application 
of a magnetic levitation and propulsion to steel strip 
conveyance is suitable. Sensors measuring positions 
of steel strip also need to be non-contact in order to 
maintain non-contact and simple characteristics of 
the system. This paper proposes the method of the 
spatial position estimation of steel plate without 
using sensors. This method simplifies non-contact 
conveyance system and cuts down expenses of the 
system. Spatial positions of steel strip can be 
estimated by currents supplied for electromagnet to 
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maintain a fixed air gap. Estimated positions are 
then fed back into the control system to do position 
control. Computer simulation and experimental 
results are provided to verify the suitability of the 
proposed system performance and concept. (Gerber, 
2002) 

2 BACKGROUND 

Non-contacting conveyance system by means of 
electromagnetic force can be seen in Figure 1. The 
system should generate normal, thrust, and guidance 
forces in order to maintain steel strip under control. 
The system is now then designed based on the above 
concept. 
 

Steel Plate Normal Force

Thrust Force

Guidance Force
Iron Core + Coil

U

 
Figure 1: Non-Contacting System Concept. 

Figure 2 shows the schematic diagram of the 
non-contact conveyance system. N i⋅ shows the 
magnetomotive force and Φ  means magnetic flux. 
Reluctance,ℜ , can be a clearance at the middle of 
E-shaped core. Reluctance,ℜ , can be expressed as 
equation (1) in terms of the area, A, at the middle of 
E-shaped core. (Roters, 1951).  
 

0

z
Aμ

ℜ =
 

(1) 

 
where μ0c is the permeability in the air which 

can be set as 74 1 0  H /mπ −× . 
As shown in Figure 1, reluctance on both sides 

can be twice as much as the center part of E-shaped 
core, since the area on both sides is half of the 
middle part.  The equivalent reluctance, ℜeq, can be 
obtained as shown in equation (2). 

 
1 2

1 1
2 2

e qℜ = ℜ + = ℜ
+

ℜ ℜ  
(2) 

 

From equation (2) and Ohm’s law, applied 
magnetic field, ℑ, can be expressed by equation (3), 

 

d N iℑ = ⋅ = ⋅∫ H l               (3) 
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Figure 2: Schematic Diagram of the System. 

Where N and i  shows number of turns and applied 
current to the coil. Magnetic flux can be computed 
by using applied magnetic flux ℑ  and equivalent 
reluctance eqℜ with Ohm’s law as follows (Trumper, 
Weng, Ritter, 1999), 
 

e q e q

N iℑ
Φ = =

ℜ ℜ
                         (4) 

 
Hence, flux linkage with N turns of coils can be 
expressed as shown in equation (5). 
 

2

eq

N iNλ = Φ =
ℜ

                         (5) 

 
Applied current, i , to the electromagnet can 

induce some amount of force to the steel strip.  The 
induced force to the steel strip can be expressed by 
magnetic force, fe. 

 

c
e

W
f

z
∂

=
∂

                               (6) 

 

Where magnetic energy, cW , can be obtained as 
follows,  
 

0

i

cW dtλ= ∫                             (7) 
 
Equation (7) can be obtained by integrating equation 
(5) with respect to time and differentiate partially 
with respect to the moving direction.  fe is induced 
force with respect to applied current i and clearance 
z. 

+

−
NI

ℜ

Φ

2ℜ2ℜ
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⎝ ⎠
                    (8) 

 
Induced force, fe, can be negative when the 
electromagnet attracts the thin steel strip. In other 
words, attractive force caused by the electromagnet 
can be expressed by negative force comparing with 
repulsive force (Choi and Baek 2002). 
 

Lim Steel PlateForce Sensor

 
Figure 3: Configuration of the System. 

3 SYSTEM DYNAMICS 

This paper assumes that the steel strip should keep 
constant clearance and perpendicular position during 
its movement. The position estimation of the steel 
strip cannot be estimated correctly since current 
applied to the electromagnet is changed according to 
the inclined steel strip. In this paper, two 
assumptions were used to derive the equation of 
motion between the steel strip and the 
electromagnet. They are as follows: one is that the 
clearance is always constant, and the other is that the 
steel strip is always perpendicular to its moving 
direction. 
 

The initial condition of the system is satisfied 
when a=0. AF  is same as BF  and applied current 
has also the same amount at the initial condition. If a 
is not zero, AF  and BF  are not the same and 
applied current is also not the same, since the 
distance between the electromagnet and the center of 
gravity of the steel strip is changed and the force 
cannot be balanced any more. In other words, the 
forces applied to the steel strip from the 
electromagnet should be changed to keep the steel 
strip perpendicular in accordance with moving 
distance. The moving distance or the position of the 
steel strip can be estimated by the above mentioned 
things. (Nasar and Boldea, 1976). 
 
Figure 4 shows that the steel strip has moved to the 
amount of a from the initial position toward x-
direction. 

AF  and BF  means the attractive forces to the 
points A and B, respectively. In this case, following 
two equations can be derived from the force and 
moment balance equations. 
 

0 ;z A B steelF F F F= + =∑                     (9) 
 

0 ; ( ) ( ) 0y B AM F n a F n a= + − − =∑     (10) 
 
The above two equations can be expressed in 
equation (11), where steelF is steel strip weight, 

steelM  steel strip mass, and g  the acceleration of 
gravity. 

steel steelF M g= ×                       (11) 
 
From equations (9) and (10), the following equation 
can be derived with respect to a ,  

B A

steel

F F
a q

F
−

= ⋅                       (12) 

 
The equations about the applied current to each 

coil can be derived by using equation (13),  
22

0 ( , )
4

n
n

AN i
F n A B

z
μ ⎛ ⎞= =⎜ ⎟

⎝ ⎠
        (13) 

 
By substituting equation (13) into equation (12), 

the moving position a can be expressed with respect 
to the applied current as shown in equation (13),  

2 2 2
0

4
B A

steel

AN q i ia
F

μ −
= ⋅                  (14) 

 
or the following equation can be derived from 
equation (8),  

2 2

2 2
B A

B A

i i
a q

i i
−

= ⋅
+

                      (15) 

 
Figure 4: Movement of the Strip. 
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4 CONTROL SYSTEM 

Levitation force (Normal force) can be described by 
y and ipc, where y is the air gap between 
electromagnetic core and steel strip and ipc is DC 
offset, respectively. Thrust force can be expressed 
by equation (16) and (17), by assuming that the 
frequency of power is fixed and AC power alone 
takes charge of control.  (Fujisaki, 2001). 

 

Fy = f(y, iDC)                         (16) 
 

Fy = f(iAC)                            (17) 
 
where, iAC is the maximum value of  AC current. 

 
Equations of motion can be obtained by the 

following: 

yKMgFyM

xKFxM

dyy

dxx

&&&

&&&

−−=

−=
             (18) 

 
Where, M is the mass of the strip, Fx is thrust 

force, g is graivity, Kdx is the friction coefficient in 
the x direction, Kdy is the friction coefficient in the y 
direction.   

 
From equations of motion, the following equation 

can be obtained. 
dBuAxx ++=&     (19) 
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Control inputs can be derived by the following 
equations: 

 
( ) xddxxdxdxIxxdxDdxPx vKaMdtxxKvvKxxKF ++−+−+−= ∫)()(  

               (21) 
 

( ) yddyydydyIyydyDdyPy vKaMMgdtyyKvvKyyKF +++−+−+−= ∫)()(  
              (22) 

where, vx and vy are velocities in the direction of x 
and y, respectively. Feedback gains are as 
follows: (Choi and Baek, 2002) 

 

⎥
⎦

⎤
⎢
⎣

⎡
=

000
000

yP

xP
P K

K
K , 

⎥
⎦

⎤
⎢
⎣

⎡
=

000
000

yI

xI
I K

K
K , 

 and 

⎥
⎦

⎤
⎢
⎣

⎡
=

000
000

yD

xD
D K

K
K             (23) 

 
Now, currents can be applied as follows: 
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⎟
⎠
⎞

⎜
⎝
⎛ +⋅⋅+=

3
2cos ππftaFFI xyB

     (25) 
 

⎟
⎠
⎞

⎜
⎝
⎛ +⋅⋅+=

3
22cos ππftaFFI xyC

     (26) 
 
where, a is AC magnitude weighting factor. 
The overall control system can be designed as 
shown in figure 5.   

 
Figure 5: Control System Diagram. 

5 POSITION ESTIMATION OF 
STEEL STRIP 

The center of gravity of the steel strip is 
positioned in the middle of two equal spaced 
electromagnets. In this experiment, the steel strip 
is moving to the x-axis while it is lifted. Figures 6 
through 8 show the experimental results. Figure 6 
shows that the lifted steel strip can keep the 
constant clearance and stable. Figure 7 depicts the 
fluctuating current during the steel strip 
movements to the x-axis. Figure 8 is the compared 
positions of the steel strip as the steel strip moves 
to the x-axis. These graphs are the estimated 
position, the measured and filtered value by laser 
position sensor. (Nakagawa, 2000). 
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Figure 6: Air gap. 
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Figure 7: Current. 
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Figure 8: Position of a Moving Steel Strip. 

6 RESULTS 

A non-contact conveyance of the steel strip by 
electromagnets has been proposed to show that the 
applied current can be changed in accordance with 
the movement of the levitated steel strip. 
The position estimation method of the steel strip by 
the applied current has also been proposed and 
tested in the constructed non-contact steel strip 
conveyance system. The estimated position of the 
steel strip has been compared the measured one by a 
laser position sensor. The estimated position of the 

steel strip shows satisfactory results comparing with 
the measured one. Non-contact sensors are very 
expensive and some of them make system 
complicated. To eliminate sensors, this paper 
proposes the method of the spatial position 
estimation of steel strip without sensors. This 
method simplifies non-contact conveyance system 
and cuts down expenses. The spatial position of steel 
strip with currents supplied for electromagnet was 
estimated and used to maintain a fixed air gap. And 
the theoretical analysis was verified by experiments 
and shows good control performance. 
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Abstract: A new strategy for walking robots control in uncertain environments, called Stable States Transition 
Approach (SSTA), is proposed in this paper. All the controls, both the steps succession and the evolution 
inside each step are established by the evolution environment and by the objective proposed during the 
evolution. There are no predetermined types of legs movements; they are on-line determined during the 
robot evolution, irrespective of the ground shape. To apply this strategy it was necessary the robot 
interpretation as a Variable Causality Dynamic Systems (VCDS). Experimental results are implemented and 
verified in RoPa, a platform for simulation and design of walking robot control algorithms, to demonstrate 
the efficacy of the proposed control method. 

1 INTRODUCTION 

In the last years, many researches combine results 
from the fields of robotics and control systems, 
especially for wheeled and legged mobile robots 
(Fulgenzi, Spalanzani and Laugier, 2007), (Jung, 
Hsia and Bonitz, 2004).  

Mobile robots control in uncertain environments 
represents still a challenge for real world 
applications. The robot should be able to gain its 
goal position facing the implicit uncertainty of the 
surrounding environment. 

The walking robots, particularly the legged 
robots, allow many advantages with respect to the 
wheeled robots, especially regarding the autonomy 
in difficult environments. Unfortunately, a specific 
type of movement called legged locomotion, 
(Thirion 2001), (Cubero 2001), is characterized by 
strongly nonlinear mathematical models to allow 
describing both the fundamental aspects: leg 
movements and leg coordination. During the legged 
locomotion, the control algorithms must assure a 
stable movement that can be dynamic stable 
movement or static stable movement.  

The problem of walking robots control in 
uncertain environments has been deeply studied in 
literature and several techniques have been 
developed. 

Many control algorithms implemented on the 
existing walking robots, (CWR, 2003), are based on 
"state of the art" technologies to control the 
movements of articulated limbs and joint actuators. 
Some of them try to recreate movements of 
biological insects which execute various types of 
periodic gait patterns and adaptive gaits at very high 
speed, (Cubero, 2003). The walking control 
algorithms are often around some distributed 
architectures, (Schmucker, 1996), (Galt, 1999), by 
assembling a multitude of small processes which are 
executed concurrently. 

Other approaches consider the robot having the 
necessary intelligence to operate in uncertain 
environments and use fuzzy logic or neural networks 
based techniques, (Thirion, 2001), (Gu 2001), 
(Nanayakkara, Watanabe, Izumi, and Kiguchi, 
2001), advanced control schemas, genetic algorithms 
(Kiguchi, Watanabe, Izumi, and Fukuda, 2000), 
(Kumarawadu, Watanabe, Kiguchi and Izumi, 2002) 
etc.,  to develop the dynamic walking.  
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In this paper it is developed a new concept of 
walking called SSTA "Stable States Transition 
Approach" based on the variable causality 
mathematical model of the walking robot. According 
SSTA both the leg coordination and individual leg 
movements are entirely dependent on the robot goal 
and the environments only.  

The control structure of SSTA, presented in this 
paper, is proposed in order to apply the best control 
with respect to safety issues and convergence to the 
goal.  

Simulation results show how the developed 
walking control algorithm allows the robot to 
navigate safely, in uncertain environments, toward 
the goal and to modify its behavior according to the 
SSTA control strategy. 

The paper is structured as follows: in Section II 
the geometrical structure of the walking robot is 
described in detail; in Section III the variable 
causality mathematical model of the walking robot is 
described and discussed. In Section IV the general 
block diagram of SSTA walking robot control is 
proposed. In Section V the algorithm for walking 
robot control in SSTA strategy is presented. In 
Section VI simulation results are shown and 
discussed. Last section closes the paper with 
conclusions and purposes for future activities.  

2 GEOMETRICAL STRUCTURE 
OF THE WALKING ROBOT 

It is considered the walking robot structure as 
depicted in Fig.1, having three normal legs 

i j pL , L , L  and a head equivalent to another leg, L0, 
containing the robot centre of gravity, G, placed in 
its foot. The robot body RB is characterized by two 
position vectors O0, O1 and the leg joining points 
denoted Ri, Rj, Rp. The joining point of the head, L0, 
is the central point O0, R0= O0, so the robot body RB 
is univocally characterized by the set, 
 

0 1 i j p 0RB {O ,O , , , , }= λ λ λ λ  (1)
 

where 0 0λ = . 
The robot position in the vertical plane is defined 

by the pair of the position vectors O0, O1 where 
1 0| O O | 1− = , or by the vector O0 and the scalar θ, 

the angular direction of the robot body. 
 
 

 
Figure 1: Geometrical structure of the robot. 

The robot has a rigid body if the three scalars 
( i , i 1: 4λ = ) are time constant. The variable θ 
determines the robot body angle in vertical plane. 
The geometrical structure of the walking robot is 
defined by the relations 

1 0 jO O e ⋅θ− =  (2) 
k 0 k jR O e ⋅θ= + λ ⋅  (3) 

from which,  
1 2 1 2k k k k j

1 2R R ( ) e ,k ,k {1,2,3,4}⋅θ− = λ −λ ⋅ ∈  (4) 
The robot position in the vertical plane is defined 

by the pair of the position vectors O0, O1, where  
1 0| O O | 1− =  (5) 

or by the vector O0 and the scalar θ, the angular 
direction of the robot body. 

Each of the four robot legs Lk, k=1:4 is 
characterized by an Existence Relation ER(L) 
depending on specific variables, 

kER(L ) : k k kR G A 0− − =  (6) 
k 1,k 2,kk k j k j j u j uA a e a e e e⋅α ⋅θ ⋅ ⋅= ⋅ = − ⋅ ⋅ ⋅  

(7) 
k 2,kk k j k j j uB b e b e e⋅β ⋅θ ⋅= ⋅ = − ⋅ ⋅  

(8) 
k k j kR G e AB 0⋅θ− + ⋅ =  (9) 

2,k 1,kk j u k k j uAB e [b a e ]⋅ ⋅= − + ⋅  
(10) 

From this point of view, the walking robot is an 
object containing five fundamental components, 

1 2 3 4WR {L , L , L ,L ,RB}=  (11) 
This determines a system of equations where the 
unknown variables selection depends on the robot 
status. This system is called Existence Relation of 
the walking robot denoted ER(WR). 

This means that in specific circumstances some 
variables are effects of the others but the causality 
ordering can be changed. For example, sometimes a 
junction is external controlled but it could become a 
free junction as the effect of the other causes.   
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The mathematical model of this object is a 
Variable Causality Dynamic Systems (VCDS) and 
will be analyzed from this point of view. 

Irrespective of the leg numbers, any walking 
robot, evolving in a vertical plane with a rigid body, 
has only two legs as a support on the ground.  

The ground, at the time moment t, is defined by 
an unknown equation. 

( )z x, t= ψ  
(12) 

about which only some values are obtained  
( )z* x*, t *= ψ  

(13) 

as a result of feet testing at time instant t*. 
A pair of legs i j{L ,L }, i, j {1,2,3}, i j∈ ≠  

constitutes the so called Active Pair of Legs (APL) if 
the robot body position is the same irrespective of 
the feet position of all the other legs different of Li 
(the prime-active leg) and Lj (the second-active leg). 

A robot is a fixed robot on the ground (FRG) if 
its position is constant in time when both all its 
commands and the ground are time invariant  

( ) ( )x, t x , tψ = ψ ∀  
(14) 

A robot containing N proper legs can have only 
Na numbers of APL, 

2
a NN C N(N 1) / 2= = −  (15) 

In this case N=3 so Na=3. All the other legs that 
at a time instant do not belong to APL are called 
Passive Legs (PL). 

A label is assigned to each possible APL. The 
APL label is expressed by a variable q called Index 
of Activity (IA) that can take Na values, numbers or 
strings of characters. For example the string of 
characters, q='ijp', points out that the pair i j{L , L }  is 
an APL and the leg Lp is a passive leg. Instead of 
strings of characters, the IA can take numerical 
values as for example, 

q 123 i 1; j 2;p 3,= ⇔ = = = ⇔   

i 1 j 2 p 3L L ;L L ;L L ;= = =
 

 

3 VARIABLE CAUSALITY 
MATHEMATICAL MODEL OF 
THE WALKING ROBOT 

A good description for walking robot behavior is as 
a VCDS. In such a system, all the variables that 
characterize its behavior (the terminal variables) are 
represented by a matrix X called the global variable 
of the system. In the case of the above robot, the 
matrix X is a 16x5 matrix. The first four columns of 
this matrix contain variables related to the legs Lk 

k=1:4 and the fifth variable related to the robot body 
or other useful information. 

For example, the k-column contains 
Xk=[u1,k , u2,k , Rk , Gk , sk , αk , βk , ak , bk , λk ], 

k=1:4, where sk  expresses the state of the k leg Lk
  

and the fifth column contains   
X5=[O0 , θ , ε12 , ε23 , ε31 ,...] 

where ε12 , ε23 , ε31 express the stability indexes. 
A distinction has to be pointed out between the 

walking robot as a physical object, which has a 
mathematical model, and different systemic input-
output representations generated by this 
mathematical model. 

These different systemic input-output 
representations refer specially to different VCDS 
extensions of the walking robot model subsystems. 
VCDS representations are used in the SSTA control 
algorithm of the walking robot. 

According to SSTA, all the control actions are 
closed loop performed. Both the sequence of 
different types of movements and evolutions inside 
of each specific movement, depend on the general 
walking robot behavior objective and the 
environment only.  

Even if, as a physical object, the walking robot 
has some command parameters, it behaves as a 
VCDS because of the internal kinematics restrictions 
that determine mechanical locks of the rigid body. 
For example in this paper the variables   

1,I 2,Iu , u , I {1, 2,3, 4}=  (16) 

are the command parameters, as inputs to robot 
actuators, but discrepancies can appear between the 
values as desired values supplied by the control 
device and the realized values of these parameters. 
In addition, a physical robot can have the possibility 
of controlling its causal structure through a new 
variable cz. For example, the angle 2, ju  is set as free 
angle or other angles intentionally are set free. The 
values of the free variables depend on the kinematics 
restrictions or depend on the position parameters, 
intentionally some how modified. For example, it is 
possible externally to modify the position vector Ri 
or only its real or imaginary part 

k k,x k,yR R j R , k 1: 4= + ⋅ = . All these justify the 
interpretation of the walking robot as VCDS.  

In the framework of VCDS description, inputs 
and outputs do not exist. All the variables are 
terminal variables satisfying the System Existence 
Relation (SER). As long as the system exists, the 
SER is true according to a causality ordering 
specified by the variable cz which acts as a true 
input variable. 
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In the VCDS approach with discrete time 
evolution, the global variable X is represented by 
three instants: d

kX , k 1X −  and kX which respectively 
express: the desired value at the current step, the 
previous value and the actual realized value. 

Depending on the actual value of the ordering 
structure signal kcz , and the actual value of the 
index of activity signal kq , only some components 
of the matrix d

kX are effectively realized. 
The VCDS evolution equation of the WR is 

d
k k 1 k k kX F(X ,X ,q ,cz )−=  (17) 

The VCDS model of the walking robot is used in 
the SSTA control structure proposed by the authors. 
The behavior of the walking robot in different causal 
structure is analyzed in details in other papers.  

4 SSTA CONTROL STRUCTURE 

It is consider that the walking robot has to evolve in 
space along a direction Ox, which determines a 
vertical section in the plane xOz of the evolution 
environment as an unpredictable but measurable 
function, called also the ground, 

z (x)= ψ  (18) 
The evaluation of the curve (x)ψ can be 

performed by using walking robot external tools or 
by using its legs for ground testing.  

Evolution of the walking robot on unpredicted 
ground (x)ψ implies performing very complex 
movements for walking robot legs. They must be 
coordinated in such a way to avoid ground collision 
during gaiting. Generally, in classical approaches, 
the legs movements are predetermined, specifically 
for different typical shapes of the ground.  

The general block diagram of SSTA walking 
robot control is presented in Fig.2. 

 

 
Figure 2: The general block diagram of SSTA walking 
robot control. 

The evolution attitude refers, for example, to the 
forward or backward evolution, having some 
imposed fixed body angle, or variable body angle 
but with maximum stability. 

As a physical object, at a time moment t=kT, the 
robot is controlled by the variables k k ku ,q ,cz) , 
where ku) represents the matrix of the desired values 
command angles of the proper legs 1 2 3L , L , L , and of 
the head, assimilated as a leg, 4L . So, 

1,1 1,2 1,3 1,4
k k k k

k 2,1 2,2 2,3 2,4
k k k k

u u u u
u

u u u u

⎡ ⎤
= ⎢ ⎥
⎢ ⎥⎣ ⎦

)  (19) 

The variables k kq ,cz , represent the values of the 
activity index q and respectively the causal ordering 
cz at the time moment t=kT. By kd  there are 
equivalently represented all the other disturbances 
acting on the physical robot evolving in the 
environment expressed by the functionΨ . The 
desired values ku)  are applied to the positioning 
systems, as a request, but they are not necessarily 
realized. This depends on the values of k kq ,cz . 

Applying to the physical robot the desired 
commands ku) , under the conditions of 

k k kq ,cz , ,dΨ , the global variable X, takes the value 
kX and the abscissa x of the robot centre point 
0O takes the value kx . 

The values k kX , x will be utilized by the control 
algorithm in the next time step. The real evolution 
ground, expressed by a function Ψ  is externally or 
internally expressed by a function *Ψ , known, at 
least, around the actual position of the robot. 

5 IMPLEMENTATION OF THE 
WALKING ROBOT CONTROL 
ALGORITHM IN SSTA 
STRATEGY 

By SSTA strategy is assured the walking robots 
evolution in uncertain environments subordinated to 
two goals: 
- achievement of the desired trajectory expressed by 
the functions 0

zO f (x)= and (x)θ = θ , where x is 
the ground abscissa and 0

xO x= ; it is considered the 
evolution from left to right;  
- assuarance of the system stability that is, in any 
moment of the evolution the centre of gravity has to 
be in the stability area. 

Considering the walking robot as a variable 
causality dynamic system it is possible to realize this   
desideratum in different variants of assurance the 
steps succession. The steps succesion suposes a 
series of elementary actions that are accomplished 
only if the stability condition exists. 
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Continuously, by sensorial means or using the 
passive leg, the robot has informations about its 
capacity of evolving on the ground. Every time it is 
considered that the legs i, j are on the ground and the 
the system is stable ( ij [0,1]ε ∈ ). The passive leg  

pG  is which realises the walking.  
By testing the ground is realized its division in 

lots representing  the fields on x axis which constitue 
the abscissas of some points that can be touched by 
the pG  leg. The leg will always touch the ground 
only on an admitted lot. 

A next support point given by the free pG  leg , 
is chosen so that to existe a next stable state ipε  or 

jpε , taking into account the actual state of legs 
activity. For example, if q=132, passive leg (which 
tests) is p 2G G=  and assures 12 [0,1]ε ∈  or 

23 [0,1]ε ∈ . When the change of legs activity is 
realised (q=123 or q=321 or q=231 etc.),  the present 
passive leg pG  will become the leg i or the leg j. 

In this paper, a variant of mouvements succesion, 
composed by 12 steps, is proposed. 

 
Figure 3: The graphical representation of SSTA walking strategy. 
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6 EXPERIMENTAL RESULTS 

An experimental platform, called RoPa, has been 
conceived. The RoPa platform is a complex of 
MATLAB programs for simulation and control of 
walking robots evolving in uncertain environments 
according to SSTA control strategy. 

A number of eight causality orderings of the 
robotic structure have been implemented on RoPa. 

Figure 4 presents the interface of this application 
for the causality structure with four free joints. The 
four degrees of freedom are thus consumed: one to 
fulfil the kinematics restriction; one to ensure the 
desired value of the θ angle of the robot body and 
two for the desired values 0 0 0

x zÔ (O ,O ) of the robot 
body.  

The causal ordering is activated by selecting the 
causal variable cz=[15 25 0].  

 

 
Figure 4: RoPa Graphic User Interface. 

The stability of this evolution is graphical 
represented by a stability certificate of the evolution. 
This certificate attests the stability index of the 
active pair of legs in any moment. 

7 CONCLUSIONS 

The experiments performed on RoPa demonstrate 
the efficacy and adaptability of the proposed method 
when the walking robots evolve in uncertain 
environments. All the causal orderings are perfectly 
integrated in RoPa structure proving the correctness 
of the theoretical results. 

The mathematical model developed in the paper 
becomes an element of the VCDS walking robot 

model. The robustness of this mathematical model 
was proved by many experimental results. 

Further investigations will be directed towards a 
hexapod robot performing a task in uncertain 
environment. 
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ROBOT GOES BACK HOME DESPITE ALL THE PEOPLE
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Abstract: We have developed a navigation system for a mobile robot that enables it to autonomously return to a start
point after completing a route. It works efficiently even in complex, low structured and populated indoor
environments. A point-based map of the environment is built as the robot explores new areas; it is employed
for localization and obstacle avoidance. Points corresponding to dynamical objects are removed from the map
so that they do not affect navigation in a wrong way. The algorithms and results we deem more relevant are
explained in the paper.

1 INTRODUCTION

Autonomous navigation around indoor environments
is a difficult task for a mobile robot to achieve, es-
pecially if there are people passing by frequently. A
good start point is presented in (Borenstein et al.,
1996) by breaking down the general problem of
robot navigation into three questions:”Where am I?”,
”Where am I going?”, ”How should I get there?”. So,
the first (and main) problem encountered when deal-
ing with this issue is the necessity of knowing where
the robot is at every moment.As the robot moves, er-
rors in odometry information increase significantly
hence making it essential that these data be corrected.
Different probabilistic methods for performing this
correction using measurements received from stereo-
ceptive sensors (such as laser range-finders or sonars)
have thus far been developed, being those capable of
building a map at the same time for proper representa-
tion of the environment the most effective and popular
ones.

As for the second question, the goal to be reached
is often defined by the user. It may be given by higher
level tasks depending on the particular application.

The last question is challenging as well. A first
step is motion control, which is better addressed by
means of a closed-loop controller using position feed-
back (Siegwart and Nourbakhsh, 2004). With a reg-
ulator of this kind, path planning comes to comput-
ing a sequence of passing points leading to the tar-
get. Once a nominal trajectory has been obtained,
safe navigation requires reactive control, for the robot

should be able to change its behavior if a situation
that endangers its mission appears. Regarding this,
several strategies have been used in the literature to
face obstacle avoidance. Some of the proposed solu-
tions (Feiten et al., 1994), (Yang and Li, 2002) consist
of sending special drive and steer velocity commands
when an obstacle is detected. The latter and other
authors do so through fuzzy control. An interesting
and generic approach is an iterative algorithm found
in (Lamiraux et al., 2004) for real time deformation
of previously collision free paths when operating with
nonholonomic robots.

Dynamic objects in the environment bring about
further difficulties in map building and reactive con-
trol. If the problem is simplified and observed fea-
tures are represented as permanent in the map, it is
still useful for localization purposes but there will be
discrepancies with reality. It also increases the map’s
size unnecessarily and may result in the robot avoid-
ing obstacles which are no longer there. (R.Siegwart
et al., 2002) tackle this issue applying the EM algo-
rithm and making use of an a priori map of the en-
vironment. They also address other aspects of robot
navigation in populated exhibitions, remarking the
importance of introducing novel combinations and
adaptations of different preexisting approaches. (Hh-
nel et al., 2003) developed a statistical method to
identify measurements corresponding to dynamic ob-
jects and perform localization and building of occu-
pancy grid maps, all in the context of the EM algo-
rithm.

In this paper we present a system which allows
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the robot to build a point-based map of its static sur-
roundings while being teleoperated from somewhere;
this map is afterwards used by the robot to localize it-
self and make its way back to its original pose, avoid-
ing any obstacles which may be near the initial path.
Experiments in highly crowded and cluttered environ-
ments have been carried out successfully.

This work is to be used in an ambitious project
concerning the autonomous setup of an interactive
robot at museums and trade fairs. The robot’s name
is Urbano and it already counts on a robust local-
ization system based upon geometrical features over
SLAM-EKF that originates 2D precise maps in real
time (Rodrı́guez-Losada, 2004). Here we expose an
efficient less complex model with the specific demon-
strator of the returning home utility. This work has
been partially founded by DPI-2004-07907-C02-01.

The paper is organized as follows. Section 2 in-
cludes a description of the algorithms corresponding
to localization and mapping. In Section 3 we present
the movement and reactive control implemented al-
gorithms. Section 4 accounts for experimental results
we have obtained. Finally, Section 5 contains our con-
clusions and future working lines.

2 LOCALIZATION AND
MAPPING

2.1 Localization and Map Building

The solution adopted for this problem is a Maxi-
mum Incremental Probability algorithm whose foun-
dation is the Extended Kalman Filter(EKF). The sys-
tem elaborates and continually updates a map built
from the observations acquired from the laser mea-
surements.

The state vector used is defined as the robot’s
global pose, [xR,yR,θR]T , whereas the odometry mea-
surements (incremental, so referred to the robot’s lo-
cal coordinate system) represent the system inputs,
~u = [ux,uy,θu]T . Time subscripts are omitted in the
latter so as to simplify notation; measurements ob-
tained last are always the ones considered. According
to this, the state equation is put as:

~xRk =~xRk−1 ⊕~u = f (~xRk−1 ,~u) (1)

where ⊕ represents the composition of relative trans-
formations.Odometry measurements can be modelled
as a gaussian variable, ~uk ∼ N(~̂uk,Q).

2.1.1 Predictor Equations

Applying the definition of the ⊕ operator, the pre-
dicted state, x̃Rk , will be given by:

x̃Rk
ỹRk

θ̃Rk

=

x̂Rk−1 +uxcosθ̂Rk−1 −uysinθ̂Rk−1

ŷRk−1 +uxsinθ̂Rk−1 +uycosθ̂Rk−1

θ̂Rk−1 +θu

 (2)

And the state’s covariance prediction, P̃k, is computed
from:

P̃k = FxP̂k−1FT
x +FuQFT

u (3)

being Fx = δ f
δ~x |~̃xRk

, Fu = δ f
δ~u |~̃xRk

(we use the best state
estimation obtained up to now)

The algorithm is initiated with x̂0 = 0, P̂0 = 0.

2.1.2 Corrector Equations and Data Association

Ideally, each observation~oi = [oix,oiy]T (or laser mea-
surement received) is implicitly related to the pre-
vious estimation of the state by means of compo-
sition with it and comparison to the corresponding
~l j = [xl j,yl j]T point in the map. The resultant expres-
sion is known as the innovation of observation i:

~hi j = ~xR⊕~oi−~l j = h(~xR,~oi,~l j) =~0 (4)

which combined with ⊕ definition is the same as:

~hi j =
(
−xl j + x̃R +oixcosθ̃R−oiysinθ̃R
−yl j + ỹR +oixsinθ̃R +oiycosθ̃R

)
=~0 (5)

If we denote Hxi jk
= δ ~hi j

δ~x |~̃xRk ,~oi
, Hzi jk

= δ ~hi j
δ~oi
|~̃xk,~oi

for
every iteration k, the covariance of each innovation is
given by:

Si jk = Hxi jk
P̃kHT

xi jk
+Hzi jk

RHT
zi jk

(6)

where R is the covariance of laser measurements.
We have followed the Nearest Neighbor strategy

to pair each observation with its correspondent map
point. Computation of the Mahalanobis distance for
innovation hi jk once we have got its covariance matrix
Sk will let us select that map point which minimizes
such distance. If Mahalanobis test is passed for that
association, then it is taken into account at the correc-
tion step; otherwise it will be added as a new point of
the map vector. Among all the hi j,Hxi j and Hzi j matri-
ces obtained for an observation at a certain iteration,
only those corresponding to the map point, if any, as-
sociated to it will be kept to correct the estimation.
They will be denoted himin ,Hximin ,Hzimin . As more as-
sociations are made, there are more measurements to
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be used. This is contemplated by filling other matri-
ces containing joint information from all of them:

~h = [h1min , . . . ,htmin ]
T (7)

Hx = [Hx1min , . . . ,Hxtmin ]
T (8)

Hz =

Hz1min
. . .

htmin

 (9)

where t is the total number of associations. Now we
get the global S matrix and the Kalman gain from

S = HxP̃HT
x +HzRHT

z (10)

K = P̃HT
x S−1 (11)

The corrected values are updated from this informa-
tion and the prediction values obtained from 2 and 3:

~̂x = ~̃x−Kh; (12)

P̂ = (I−KHx)P̃ (13)

2.2 Removal of Dynamic Points

The algorithm presented above incorporates to the
map every observed point which cannot be associated
to a pre-existing one. If we stick to it, points cor-
responding to a dynamic object detected at a given
moment are included in the map when they are first
seen (just as any other object is) and nothing is done
to avoid them being there forever. Here we propose
a method that removes map points far from being ob-
served at a given moment, before the correction and
update of the map take place.

Firstly, an evolvent polygon of the laser measure-
ments is constructed in a recursive way. The general
procedure is summarized in the following lines:

• A segment from the first measurement to the last
is taken.

• The furthest observation from that segment is
sought among the others.

• If the separation between the segment and that ob-
servation is high enough, the process is repeated
between the first observation and the one selected
and then between this observation and the last
one.

• When for one segment there is no observation at
a greater distance than a threshold, its limits are
stored in a vector containing the polygon vertices.

Some other simplifications are made in order not to
generate too many vertices. Map points that remain
quite inside the polygon cannot correspond to cur-
rently observed objects because if so, they would ei-
ther have been included as polygon vertices or they
would be very close to them (due to the threshold and
the simplifications mentioned above).

β

α4α5

β

α2

α3α6

α1

Figure 1: Angles to be measured for seeing if a point is
inside an unconvex polygon.

To find out whether a map point is inside the poly-
gon, we compute a series of angles (α1...αv in figure
1) as soon as the vertices extraction is over. Then,
for every point in the map which is not too near the
polygon’s border we determine its coordinates in the
laser reference system and then compute the value of
the β angle represented in the same figure. Selecting
those alphas β lies in between (α1 and α2 in the fig-
ure’s case) we obtain the corresponding vertices and
use their distance to the robot to establish if that map
point should be erased. We use a conservative crite-
rion that leaves outside the map only those points at a
smaller distance than the closest of both vertices. This
prevents any map points being removed incorrectly.

The computational cost of creating the polygon
and finding the values of the needed angles is upper
bounded, since the number of observations provided
by the laser is constant. Notice that only one angle
has to be computed for each point in the map, which
makes it a not very cumbersome algorithm.

3 MOTION CONTROL

3.1 Motion Controller

To get the robot moving from one point to another
we have employed gain scheduling, implementing a
controller in agreement to the divide and conquer ap-
proach. The error is a linear combination of three
angles. In first place is the difference between the
present orientation of the robot and the one it should
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have to look straight ahead to the next goal. The sec-
ond angle is that one the robot should turn to have the
same global orientation as the current trajectory seg-
ment it is at. The third angle is similar to the second
although in this case it is the next trajectory segment
that is considered. Weights of 0.3, 0.2 and 0.5 have
been used to produce smooth anticipative movement
following a given trajectory. We define several inter-
vals for that global error and vary a constant value of
drive velocity and the gain of a proportional controller
for the steer velocity within each of them.

In the experiments described here, the given tra-
jectory is obtained by saving the robot’s pose every
time it moves a constant distance.

Nominal path
Collision path
Corrected path

Goal

Ob t l

Start

Obstacle

Start
Robot

Figure 2: Possible paths if the robot is not near the defined
trajectory.

If the robot were to be quite separated from the
defined trajectory, this controller would take it to the
goal not across the nominal path but across one in
which there might be an obstacle(figure 2).

The corrected path is obtained by forcing the robot
to approach the nominal path before heading for the
target. For this purpose we have included control laws
that regulate angles δ1 or δ2 in figure 3 depending on
which side of the path the robot is at. We use an-
gles in [−π,π] along all our work, which is what the
ForceInRange function has been defined for. These
laws are employed instead of the initial ones only
when the robot is far enough from the defined path.

When the robot is told to go back, it turns 180 at
first and then come into action the rules that have just
been commented. At a certain distance from home,
the robot begins to slow down until it reaches its fi-
nal pose. Then it turns to adopt the orientation it had
when it abandoned home.

3.2 Path Deformation

To get a trajectory free of obstacles we displace the
points of the nominal trajectory which are affected by
objects detected in the environment.To begin with, we
make sure that consecutive points in the initial trajec-
tory are at a short enough distance, let it be 0.1m.For
each point i we follow the same steps. At first, a point

Goal
yR xR

δ

θ

δ1

ang1 ang1+ PI/2Start
g ang1+ PI/2

δ1 = ang1 + PI/2 ‐ θ

Goal

ForceInRange(ang1‐ PI/2)

Start yR

ang1

δ xR
θ

δ2

δ2 = ForceInRange(ang1 ‐ PI/2) ‐ θ2 g ( g / )

Figure 3: Angles through which control is executed.

p is defined on the normal to the segment joining that
point of the trajectory and the next one so that it is 1m
away from the former. The vector going from point i
to point p will be referred to as v1. We define a vector
v2 with origin at the considered trajectory point and
end at the subsequent obstacles detected. The orthog-
onal projection of this vector v2 onto v1 determines
point p2. Its distance to the trajectory point i is d,
which may be positive or negative if the obstacle is at
one side or another of the trajectory.

0.1
x1‐x0 (x1,y1)

α y1‐y0(x0,y0)

v b l

α)(10sin 01 yyyy −α

v2 obstacle

)(10
1.0

sin 01 yyyy
−==α

d

d

)(10
1.0

cos 01
01 xxxx

−=
−

=α
d1

p2

|v |= 1

xp = x0 + sin α= x0 + 10(y1 ‐ y0)
yp = y0 – cos α= y0 ‐ 10(x1 ‐ x0)

p (x y )

|v1 |= 1yp  y0  cos α  y0  10(x1  x0)

v1
p = (xp,yp)

Figure 4: Definition of point p and other magnitudes for the
trajectory point i = 0.

The distance from p2 to the obstacle will be called
d1. All these magnitudes are represented in figure
4.Only those objects resulting in a small enough value
of d1 take part in the deformation relative to that
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i+1

i

i’

Figure 5: Displacement applied to each point of the nominal
trajectory.

path point. Correcting d by considering the influ-
ence of the robot radius and afterwards obtaining its
minimum and maximum values, an area of permitted
movement can be determined. We will call these two
distances min_int[i] and max_int[i], respectively.

They are initialized with the maximum displace-
ment allowed, for the case of no presence of obstacles
and other similar situations. Their mean will be the
displacement,error [i], to apply to that path point in
order to leave it at an intermediate distance between
the limits found for each of both sides (see figure 5).
To generate a smoother deformation we use the aver-
age of that error value and the previous and next ones:

error2[i] = (error[i−1]+ error[i]+ error[i+1])/3

4 EXPERIMENTS AND RESULTS

The system has been tested in different environments,
using simulators (one we have developed ourselves
and also MobileSim, by Activemedia Robotics) and
real robot data from text files at the beginning, and the
robot Urbano afterwards. Urbano stands on a B21r
platform and has a laser SICK LMS200 mounted on
top. The architecture of the system is the one in fig.
6.

The most significant experiments we have con-
ducted took place at our laboratory, which has very
narrow areas and people often coming to and fro. The

Robot PC LMS 200Robot PC

Serial Port

LMS 200

B21r

Client PC

Mobility 
Server

TCP streams

Figure 6: Urbano’s distribution schema.

robot was teleoperated from one end of the laboratory
to the other, finding a lot of visitors while building the
map.When we had brought it to the main entrance, we
told him to return home. Since that moment all of its
behavior is absolutely autonomous. In the way back,
other people were seen and Urbano was able to avoid
them. Some other slight corrections were made in or-
der to follow a path which got apart from close obsta-
cles. One of the maps we obtained is the one in figure
7. The green path is the odometry corresponding to
the teleoperation mode. The pink path is the one rep-
resenting dead-reckoning in the way back. The blue
trajectory is the correction for the first stage of the ex-
periment, while the red one is the correction obtained
when the robot was coming back home. Cyan points
are those which were removed from the map. Most of
them were clearly identified with people’s successive
positions when walking in front of the robot.

Another experiment was performed in the build-
ing where lessons are imparted at a time in which
there were plenty of students coming out from their
classes. The resultant map and the actual environment
are shown in figure 8.

5 CONCLUSIONS

The system presented here has two main components,
one having to do with localization and map building
and one related to control and path deformation.

The implemented localization and mapping algo-
rithm is a Maximum Incremental Probability method
based on the Extended Kalman Filter (EKF). Its main
drawback is the fact that it does not consider the un-
certainty in the map itself, but it allows for a higher
degree of simplicity and has proven an appropriate
behavior on the experimental conditions of a wide va-
riety of tests apart from those exposed in this paper
(using data obtained by several real robots in differ-
ent indoor environments, some of them having large
odometry errors). The elimination of points makes
more realistic and reliable maps which represent the
last structure observed by the robot. If the same map
were used in another experiment, instead of making
the robot build a new one in real time,it would get
adapted to the configuration of the environment at that
moment. This strategy also prevents mistakes in data
association and reduces maps’ size when possible.

The developed control module enables the robot
to achieve a final target without hitting any obstacles.
A high level technique keeps the path to be followed
away from the objects detected by the laser, and the
controller does not let the robot get far from this col-
lision free path. Obstacles at lower height than the
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Figure 7: Real time built map of our laboratory.

Figure 8: Real time built map of an area plenty of students.

laser sensor cannot be seen. Consequently, not only
will these obstacles be left out of the map and cause
it to be less accurate but, what is much worse, they
will not be considered in path deformation either. As
a precaution, Urbano has got some ultrasound sensors
at an intermediate height which make the robot stop
if they detect it is about to crash, but it might not be
enough under some circumstances. This caveat gives
rise to one of our next working lines.

6 FUTURE WORK

As previously mentioned, we now orientate our work
towards the integration of knowledge models for the
autonomous setup of an interactive robot at museums
and trade fairs. The reference of this project, called
Robonauta, is:DPI2007-66846-c02-01.

To achieve this important objective, some lines re-
lated to this work and to Urbano’s navigation in gen-
eral are:

• Extension of geometrical models. Employing a

wrist that can precisely position the 2D scanner
in different angles for data acquisition, we aim at
constructing robust algorithms to create 3D maps
which will make the robot’s navigation safer.

• Improvements in control, so that the robot can
move faster and follow its path more accurately.

• Path definition by means of people tracking or by
means of voice commands spoken to the robot.

• Incorporation of new conducts which will enable
the robot to follow a learning process by itself.
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Abstract: Planning the grasp positions either from vision or tactile sensors one can expect various uncertainties. This
paper describes a scheme that match visual stereo and tactile data based on stereo vision and tactile sensors.
For grasp planning, initially, the grasping positions are generated from stereo features, then the feedback of
tactile features is used to match these positions. The result of the matching algorithm is used to control the
grasping positions. The grasping process proposed is experimented with an anthropomorphic robotic system.

1 INTRODUCTION

In recent years, considerable research in robotic
grasping systems has been published. The pro-
posed system works by using the principle of
sensing-planning-action. To place our approach in
perspective, we review existing methods for sensor
based planning for grasping. The existing literature
can be broadly classified into three categories; vision
based, tactile based and both vision-tactile based. For
all categories, the extracted image features are key
factors, they can range from geometric primitives
such as edges, lines, vertices and circles to optical
flow estimates. The first category uses visual image
features to estimate the grasping points and from
them define the robot’s motion with respect to the
object position and orientation before performing a
grasp (Yoshimi and Allen, 1994), (Maekawa et al.,
1995), (Smith and Papanikolopoulos, 1996), (Sanz
et al., 1998), (Kragic et al., 2001), and (Morales
et al., 2002). The second category uses tactile image
features to estimate the characteristics of the area in
contact with the object (Berger and Khosla, 1991),
(Chen et al., 1995), (Perrin et al., 2000), and (Lee
and Nicholls, 2000). The last category uses data
fusion from both vision and tactile sensors in order
to control grasping tasks efficiently (Namiki and
Ishikawa, 1999), and (Allen et al., 1999).

This paper is an extension of our previous work
(Boudaba and Casals, 2006) and (Boudaba and
Casals, 2007) on grasp planning using visual features.
In this work, we demonstrate the utility of matching
both visual and tactile image features in the context
of grasping, or fingers position controlling. In our
approach, we avoid using any object model, and in-
stead, we work directly from image features to plan
the grasping points. In order to avoid finger position-
ing errors, matching, by back projecting these tactile
features into visual features is required to compute the
similarity transformation that relates the grasping re-
gion with the sensitive touching area. To achieve a
high level of grasping position matching efficiency,
two matching schemes are considered in this paper.
The first establishes grasp points correspondences be-
tween the left and right images of the stereo head. In
this scheme, only the grasp positions are back pro-
jected into one side of the stereo image. A second
scheme is a region matching where the whole sensi-
tive touching area with the object is used in the back
projection into the visual image. All the points be-
longing to the sensitive area of a tactile sensor are
back-projected into the grasp region of visual fea-
tures. The processing in each match is completely
independent and can be performed at its own rate.
Our approach based on features matching can play the
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critical role of forcing the fingertips to move towards
the desired positions before the grasping is executed.

2 GRASPING SYSTEM
DESCRIPTION

In robotic grasping tasks, when data from several
sensors are available simultaneously, it is generally
necessary to precisely analyze all of them along the
entire grasping process (see Figure 1). The object
being extracted from a video sequence requires
encoding its contour individually in a layered manner
and provide at the receiver’s side some enhanced
visual information. In the same way, from the data
being extracted from a tactile sensor, the tactile layer
processes and provides the tactile information at
its receiver’s side. The architecture of the whole
grasping system is organized into several modules,
which are embedded in a distributed MCA2 (Mod-
ular Controller Architecture Version 2) software
framework (Scholl et al., 2001). There are mainly
three modules involved in this development; the
stereo vision, tactile sensors, and grasp planning.
In MCA2, every module is structured in a data
vector that allows the module to receive and send
the data from/to other modules, or to take any part
of an output data and permute and copy it to other
modules. In order to control its current functionality,
every module has fully or partially access to the input
data of the other modules depending on the tasks
involved. For instance, the grasp planning module
has full access to the input data of the sensory system
and has partially access to the robot hand. Because
the architecture of the system has a global planning
to access to all the data available to the system, the
grasp planning module can locally plan the grasping
positions without having a global view of the robot’s
environment. For instance, the robot hand needs
some information supplied by the global planning
module such as grasp configurations for the object to
be grasped.

2.1 Visual Layer: Feature Extraction

We consider visual features extraction in the context
of a stereo head (see Figure 2). First, however,
we recall the epipolar geometry technique which is
motivated by considering the search of corresponding
points in the stereo image pair. Since we are dealing
with a stereo head, we need to extract features well
suited for determining the grasp points on the first
image either from the left or right side of a stereo

Figure 1: Grasping system description.

pair and then computing their correspondences in
the second image. Given the estimated object pose,
placed on the table, the full observability of the
object is then projected into the left and right image
planes. The visual layer takes these images and
calibration data as input (see Figure 1) and provides
as output a set of visual features. Segmentation is
used to separate the object from the background
and other objects in the environment by determining
the coordinates of a closed rectangular bounding
box. After segmenting the region corresponding to
the object, features belonging to the object contour
are extracted. A function is then constructed for
parameters regrouping object features together.

 

Stereo 
camera 
system 

Pan-tilt 
unit 

Figure 2: Stereo camera system and a Pan-tilt unit.

We denote byV a function regrouping visual pa-
rameters that is defined by

V = {glist,gparam,com} (1)

whereglist, gparam andcom are the visual features.
During image processing,V is maintained as a dou-
bly linked list of grasping region and intervening their
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parameters asg1gparam1
, · · · ,gmgparamm

. A grasping
regiongi is defined by its ending pointsgui andgvi+1,
and its orientationφ with respect to the object’s center
of masscom. The resulting parameters ofV fully de-
scribe the two-dimensional location of features with
respect to the image plane The visual features ob-
tained can be used as input data for both, grasp plan-
ning and grasp position matching. For more details
about this topic, we refer the reader to our previous
work (Boudaba and Casals, 2007).

2.2 Tactile Layer: Feature Extraction

Unlike vision which provides global features of the
object, tactile sensor provides local features when
the fingertip is in contact with the object. The tactile
layer shown in Figure 1 takes as input the data ex-
tracted from a set of tactile sensor (or so calledGroup
Of Tactile sensor (GOT)) and the configuration of
the robot hand and provides as output a set of tactile
features. To simplify the problem, tactile features
are treated as visual features using the basic results
from different approaches. For the purpose of sensor
features matching, extracting edge features are of
interest and will be discussed in section 4. Figure
3 illustrates the PCB tactile sensor module with its
memory and data control units. The sensor module
(from Weiss Robotics, (K.Weiss and Woern, 2005))
consists of a sensitive area organized in matrix of 4x7
sensor cells with a spacial resolution of 3.8 mm. By
using four modules, (two in each gripper finger), the
parallel gripper shown in Figure 3 is equipped with a
total number of 112 sensor cells.

Figure 3: Gripper equipped with tactile sensor modules.

The data of the tactile sensor matrix corresponds
to a two-dimensional planar image. We analyze this
image using moments up to the 2nd order (Hu, 1962).
The two-dimensional(p + q)th order momentmp,q of
an image is defined as the following double sum over

all image pixels(x,y) and their valuesf (x,y):

mpq = ∑
x

∑
y

f (x,y)xpyp p,q≥ 0 . (2)

The momentm0,0 constitutes the resulting force ex-
erted on the sensor. The center of gravitycog =

(xc,yc)
T of this force can be computed as follows:

xc =
m10

m00
, yc =

m01

m00
. (3)

The center of gravity of each tactile sensor matrix
determines a contact point of the gripper.

3 GRASP POSITION MATCHING

The Grasping system can be explained in more
detail through a set of tasks. In order to complete
the grasp matching process, it is necessary to find
the relationship between their Cartesian coordinate
frames (see Figure 4).
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Figure 4: Sensor frames relationship for grasping.

We define these frames as follows:

• HCS. Head Coordinate System has a stand
alone configuration of stereo head. The fixation
of the head is assured by controlling the pan-tilt
angle. The offset to the object coordinate system
(OCS) is constant.
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• GCS. Gripper Coordinate System (also known
as the end effector frame) is determinated by con-
trolling the angular configuration of the robot arm.
The robot arm moves over itself and the measure-
ments given by all joints enable the system to de-
termine the Tool-Center-Point (TCP) relative to
the robot coordinate system.

• OCS. Object Coordinate System is fixed on the
table and does not change its position and orienta-
tion during calibration. Once the object pose rela-
tive to the stereo head (HCS) is determinated, the
GCS relative to the object pose is determinated by
usingrobot hand - stereo head calibration.

• TCS. Tactile Coordinate System. The location
of TCS is terminated by controlling theGCS con-
figuration.

• WCS. World Coordinate System. The location
of the object position and orientationOCS, HCS
and the robot base station are determinated rela-
tive to theWCS.

In the remaining of this work, the kinematics of
the robot arm and robot hand are ignored. So far,
for grasping using features matching, we have es-
tablished two mapping relationships between feature
frames. The first mapping implies finding the grasp
points correspondence between left and right image
of the stereo head(CltoCr). The second mapping
implies matching the two apparent features into the
tactile and stereo frames(TtoH).

3.1 Stereo Images Matching: CltoCr

We adopt some notations similar, but not identical
to the work of (Hartley and Zisserman, 2000) on
multiple view geometry (see Figure 4). Considering
a pointPo in contact with the object, its distance to
the center of mass,do is measured and its projection
into the stereo head and tactile frames is given by
(pl, pr) and pt , respectively. The subscripts,o, c, l,
r, andt are referred to object, contact point, left and
right frames, and tactile frame, respectively.

Let pr = (ur,vr,1)T and pl = (ul,vl ,1)T denote
the projection ofPo on the right and left images, re-
spectively. The epipolar plane defined by the three
pointsPo, Cl andCr intersects the two image planes
in two epipolar linesepr andepl . The line connect-
ing the two centers of projection [Cl ,Cr] intersects the
image planes at the conjugate pointser andel which
are called epipoles. Using the projective coordinates,
the epipolar constraints can be written:

pT
l Fpr = 0 (4)

where F is the so-called fundamental matrix
which consists of a 3x3 unknown entries and can be
expressed as follows:

F =





f11 f12 f13
f21 f22 f23
f31 f32 f33



 (5)

In the calibrated environment, the 9 unknown entries
of F can be captured in an algebraic representation as
defined by

F = C−T
r EC−1

l (6)

where the fundamental matrixF encapsulates both
the intrinsic and the extrinsic parameters of the stereo
head, while the essential matrixE = [T]×R which
compactly encodes the extrinsic parameters of the
stereo head can be composed of the baseline vector
t = [Cr −Cl] = (tx,0,tz)T and the angular rotationβ
about the y-axis that renders the left image parallel to
the right one, then we have:

E =





0 −tz 0
tz 0 −tx
0 tx 0









cos(β) 0 −sin(β)
0 1 0
sin(β) 0 cos(β)





(7)

Cl andCr are the intrinsic parameter matrices of
the left and right cameras defined by

Cl =





ful 0 Cul
0 fvl Cvl
0 0 1



 ,Cr =





fur 0 Cur
0 fvr Cvr
0 0 1





(8)

whereu0l and v0l (resp. u0r and v0r) are the coor-
dinates of the principle point (in pixels) of the left
(resp. right) camera.( fx, fy) are the focal length inx
andy direction.

For more details about camera calibration and re-
lated topics, we refer to the work of (Faugeras and
Toscani, 1986) and (Tsai and Lenz, 1989).

3.2 Tactile and Stereo Matching: TtoH

By dealing with the contact constraint, the minimum
distance between a fingertip (tactile) and the object
can be expressed by a parameterdt . So keeping a fin-
gertip in touch with the object, the conditiondt = 0
must be maintained, and tactile features are extracted
and measured into the tactile frames. Matching these
tactile features with visual features implies the com-
putation of a similarity transformation relating the
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grasping region to actual sensitive touching area. Tac-
tile and visual features are then related by the follow-
ing transformation

si = TtoHvi (9)

wheresi and vi are points on the tactile and visual
image features, respectively.TtoH is the similarity
transformation given by

TtoH =





scosα −sinα tx
sinα scosα ty
0 0 1



 (10)

wheres , α, and [tx,ty,1] are scaling, rotation angle
and translation vector of the tactile image with
respect to the visual image, respectively.

In the calibration cases, the parameters of (10) can
be computed directly using homogeneous transforma-
tion matrices between frames as shown in Figure 4.

4 IMPLEMENTATION

The implementation of our algorithm for grasping
position matching using stereo vision and tactile
sensor can be divided into two parts. First is related
to the grasp planning using stereo vision. The
second part of this implementation is related features
matching between stereo vision and tactile sensor.

4.1 Grasp Planning using a Stereo Head

As stated before, the first implementation con-
sists of computing the grasp points correspon-
dence in the stereo vision. More formally, let
G =

{

Gv1,Gv2, · · · ,Gvk

}

be a set of valid grasps and
Gl

vi
= (gl

ui
,gl

vi
,1)T be its ith− determinated grasp

point on the left image, next step is to compute its cor-
respondence on the right image,Gr

vi
= (gr

ui
,gr

vi
,1)T .

To do this, we first need to establish a mapping
relationship between a line and point by exploiting
the epipolar constraint defined by (4).

Let

Lri = FGl
vi
, Lli = FT Gr

vi
(11)

be the mapping equations whereFT is the transpose
of F and i := 1,2, ...,k is the number of grasping
points.Gl

vi
(resp.Gr

vi
) is the determinated grasp point

on the left (resp. right) image andLri (resp. Lli ) is
its corresponding epipolar line on the right (resp.
left) image. By exploiting the epipolar constraint (4),
the grasping points are constrained to lie along the
epipolar linesLri andLli , respectively.

If both grasping points satisfy the relation
Gl

vi
FGr

vi
= 0 then the lines defined by these points are

coplanar. This is a necessary condition for the grasp
points to correspond.

Given the parameters of a line and a grasp point
in one image, the maximum deviation of a point from
the line can be computed as follows:

d2
li = norm(Lli ,G

l
vi
), d2

ri
= norm(Lri ,G

r
vi
) (12)

whered2
li

(resp. d2
ri
) is the maximum deviation of a

grasp point on the left (resp. right) image.

We can estimate a cost function with respect to a
parametert as follows:

C(t) = d2
li + d2

ri
(13)

The minimum threshold (tmin) corresponds to theti
where the cost function is minimum.

4.2 Features Matching

The second implementation consists of computing
the similarity between the stereo and the tactile
images features. To compare image features, the
Hausdorff metric based on static features matching is
used (Huttenlocher et al., 1993).

Given two feature sets:S =
{

s1,s2, ...,sq
}

and
V =

{

v1,v2, ...,vq
}

, the Hausdorff distance from the
point setS to point setV is defined as

h(S,V) = maxmins∈Sv∈V
∥

∥si− v j
∥

∥ (14)

where
∥

∥si− v j
∥

∥ corresponds to the sum of the pixel
difference and indicesi and j correspond to the size
of a searching window.

The matching process is evaluated according to
the output of the function (14). The matching that
results in the lowest cost is the one that matches the
closest grasp planning. Since we want to guide the
gripper toward the grasping points previously gener-
ated by the grasp planning, the solution consists of re-
ducing the cost function (or so called grasp error) by
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Table 1: Parameters measure of grasping positions and cost function: obj1, obj2.

Threshold: t = 2 corresponds to the maximum deviation.
Object Left grasp (xl,yl) dl Right grasp (xr,yr) dr C

Gl
v1

358.500 365.500 2.934 Gr
v1

313.500 377.000 2.940 17.252
obj1 Gl

v2
359.000 400.000 5.008 Gr

v1
312.500 411.500 5.018 50.261

Gl
v1

355.000 226.000 1.726 Gr
v1

299.500 237.500 1.731 5.9768
obj2 Gl

v2
363.000 314.500 0.922 Gr

v1
309.000 323.500 0.926 1.7028

Gl
v3

309.500 316.500 5.251 Gr
v1

255.000 321.500 5.259 55.234

(a) obj1: Left image (b) obj1: Right image (c) obj2: Left image (d) obj2: Right image

(e) Left image features (f) Right image features (g) Left image features (h) Right image features

Figure 5: Result of two and three-fingered grasp planning algorithms using stereo images.

moving the tactile sensors toward these points. The
cost of a solution is expressed as the total sum of con-
tact displacements over the surface of the object from
an initial contact configuration. If the result of match-
ing is outside a given margin, then the grasp controller
should launch a new measurement via joint angle and
position sensors.

4.3 Matching Algorithm

• Input: images:im1, im2. features:V1, V2. Num-
ber of fingers:k. Fundamental matrix:F. Thresh-
old t. Size of window: 7x7 pixel.

• Output: Grasping points:(Gl
vi
,Gr

vi
), with i :=

1, ...,k. Matching:h(S,V)

� Process:

1. Perform the features extraction tasks

• for i := 1 to 2 do
• extract features: Vi:= imi.

2. Perform the grasp planning tasks

• select V1 on which the grasp will be performed.
• Get valid grasps point Gv from (1)

3. Perform the grasping point correspondences

• select V2 on which the grasping correspon-
dences will be performed

• for i := 1 to k do
• Compute Gl

vi
:= Gvi

• Compute Lri and Gr
vi

using (11)

4. Perform the matching function

• for i, j := 1 to 7,7 do
• Compute h(S,V)≤ r and h(S,V)≥ r
• Compute pixel difference h(S,V) from (14)
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(a) Tactile sensor feedback: top gripper (b) Tactile sensor feedback: bottom gripper

(c) Gripper grasping an object (d) Fingers position

Figure 6: The Experiment setup. (a)-(b) Tactile sensor feedback giving the sensitive area in contact with the object. (c) Object
grasped with two fingers parallel gripper. (d) Tactile sensor output giving the top/bottom position of the gripper.

5. Perform the cost function

• Compute d2
li

and d2
ri

using (12)
• Compute C(t) with (13)

6. End.

4.4 Experimental Results

The algorithm was implemented on our experimental
system, which consists of a 7 DOF manipulator arm,
a robot hand with two fingers, each one equipped with
a tactile sensor module mounted directly to the finger
tip, and a vision system (see Figure 6). This first pro-
totype of anthropomorphic robot system developed
by the German Research Foundation (see (Boudaba
et al., 2005)) is used as platform and demonstrator for
a coming generation of service robots. The grasping
configuration is based on a stand-alone stereo head
(MEGA-D from Videre Design) mounted on a pan-
tilt controller unit equipped with a pair of 4.8 mm
lenses and a fixed baseline of about 9cm. We have
experimented our approach with two different kind of
objects placed on a fixed table with a fixed position

and orientation (static object). Figure 5 illustrates the
results obtained from our matching algorithm using
stereo vision. The performance of our results (see Ta-
ble 1) is validated according to a cost functionC de-
fined in the stereo images as the errors between grasp-
ing points. The cost that results in the lower value is
the one that matches the closest grasp planning. Fig-
ures 6(b)-(d) illustrate the feedback of tactile sensor
giving the top/bottom position of fingers with respect
to the tactile image plane in (b) while (c)-(d) showing
the top/bottom sensitive area in touch with the object.

5 CONCLUSIONS

The implementation of our algorithms for grasping
points matching using stereo vision and tactile sen-
sor have been detailed. Two schemes for grasping
points matching have been included in this work. In
the first scheme, stereo vision matching was used to
find the grasp points correspondence between left and
right images. It is shown that the quality of matching
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depends strongly on the precise computation of the
intrinsic and extrinsic parameters of the stereo head
calibration. The performance of our results is evalu-
ated according to a cost function defined in the stereo
images as the errors between a pair of grasping points.
In the second scheme, the tactile sensor provides the
sensitive area of a fingertip in contact with an object
which was used with the grasp region to compute the
similarity between both features. Using these two
matching schemes, we were able to fuse the visual
grasp region with the tactile features and capabilities
of reducing or avoiding the grasp positioning errors
(or so called controlling the grasp planning) before
executing a grasps.
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Abstract: In this paper, we present a method for fast and robust object recognition. As an example, the method is
applied to traffic sign recognition from a forward-looking camera in a car. To facilitate and optimise the
implementation of this algorithm on an embedded platform containing parallel hardware, we developed a
voting scheme for constellations of visual words, i.e. clustered local features (SURF in this case). On top of
easy implementation and robust and fast performance, even with large databases, an extra advantage is that
this method can handle multiple identical visual features in one model.

1 INTRODUCTION

One of the key upcoming technologies making cars
safer to drive with is automatic recognition of road
signs. An on-board camera installed in the car ob-
serves the road ahead. Intelligent computer vision al-
gorithms are being developed that enable the detec-
tion and recognition of various objects in these im-
ages: traffic lane markings, pedestrians, obstacles,
. . . Here, we focus on the recognition of traffic signs.
Based on recognition results, certain alerts can be sent
to the driver, e.g. a warning if the current speed of the
car is higher than the speed limit declared in the traffic
sign. Because that the appearance of a certain traffic
sign is fixed (even described by law), the detection is
quite a bit easier than e.g. the detection of pedestri-
ans. Nevertheless, in real-life experiments substantial
appearance variation is measured, mainly due to dif-
ferent light conditions, viewpoint changes, ageing of
the traffic sign, deformations and even vandalism. We
can conclude that a robust method is needed.

The remainder of this text is organised as follows.
Section 2 gives an overview of relevant related work.
In section 3, our algorithm is described. Somereal
life experiments are presented in section 4. The paper
ends with a conclusion in section 5.

2 RELATED WORK

Real-time road sign recognition has been a research
topic for many years. This problem is often addressed

in a two-stage procedure involving detection and clas-
sification. In contrast, our solution is an all-in-one
operation which more likely leads to a faster algo-
rithm. An other difference with related work in the
field is that our solution does not rely on template
matching (Rosenfeld and Kak, 1976), colour (Zhu
and Liu, 2006), the detection of geometrical ba-
sis shapes (Garcia-Garrido et al., 2006), or canny
edges (Sandoval et al., 2000). Moreover, our solu-
tion is not limited to certain traffic sign shapes (Bal-
lerini et al., 2005). We use clusters of local image
features (SURF) to robustly describe the appearance
of the traffic sign.

A few years ago, a major revolution in the object
recognition field was the appearance of the idea of
local image features (Tuytelaars et al., 1999; Lowe,
1999). Indeed, looking at local parts instead of the
entire pattern to be recognised has the inherent ad-
vantage of robustness to partial occlusions. In both
template and query image, local regions are extracted
around interest points, each described by a descrip-
tor vector for comparison. The development of ro-
bust local feature descriptors, like e.g. Mindru’s gen-
eralised colour moment based ones (Mindru et al.,
1999), added robustness to illumination and changes
in viewpoint.

Many researchers proposed algorithms for lo-
cal region matching. The differences between ap-
proaches lie in the way in which interest points, local
image regions, and descriptor vectors are extracted.
An early example is the work of Schmid and Mohr
(Schmid et al., 1997), where geometric invariance
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was still under image rotations only. Scaling was han-
dled by using circular regions of several sizes. Lowe
et al. (Lowe, 1999) extended these ideas to real scale-
invariance. More general affine invariance has been
achieved in the work of Baumberg (Baumberg, 2000),
that uses an iterative scheme and the combination of
multiple scales, and in the more direct, constructive
methods of Tuytelaars & Van Gool (Tuytelaars et al.,
1999; Tuytelaars and Gool, 2000), Mataset al.(Matas
et al., 2002), and Mikolajczyk & Schmid (Mikola-
jczyk and Schmid, 2002). Although these methods
are capable to find very qualitative correspondences,
most of them are too slow for use in a real-time appli-
cation as the one we envision here. Moreover, none
of these methods are especially suited for the imple-
mentation on an embedded computing system, where
both memory and computing power must be as low as
possible to ensure reliable operation at the lowest cost
possible.

The classic recognition scheme with local fea-
tures, presented in (Lowe, 1999; Tuytelaars and Gool,
2000), and used in many applications such as in our
previous work on robot navigation (Goedemé et al.,
2005; Goedemé et al., 2006), is based on finding
one-on-one matches. Between the query image and
a model image of the object to be recognised, bijec-
tive matches are found. For each local feature of the
one image, the most similar feature in the other is se-
lected.

This scheme contains a fundamental drawback,
namely its disability to detect matches when multiple
identical features are present in an image. In that case,
no guarantee can be given that the most similar fea-
ture is the correct correspondence. Such pattern rep-
etitions are quite common in the real world, though,
especially in man-made environments. To reduce the
number of incorrect matches due to this phenomenon,
in classic matching techniques a criterion is used such
as comparing the distance to the most and the sec-
ond most similar feature (Lowe, 1999). Of course,
this practice throws away a lot of good matches in the
presence of pattern repetitions.

In this paper, we present a possible solution to
this problem by making use of thevisual wordcon-
cept. Visual words are introduced (Sivic and Zisser-
man, 2003; Li and Perona, 2005; Zhang et al., 2005)
in the context of object classification. Local features
are grouped into a large number of clusters with those
with similar descriptors assigned into the same clus-
ter. By treating each cluster as avisual word that
represents the specic local pattern shared by the key-
points in that cluster, we have a visual word vocabu-
lary describing all kinds of such local image patterns.
With its local features mapped into visual words, an

image can be represented as abag of visual words,
as a vector containing the (weighted) count of each
visual word in that image, which is used as feature
vector in the classication task.

In contrast to the in categorisation often used
bag-of-words concept, in this paper we present the
constellation-of-wordsmodel. The main difference is
that not only the presence of a number of visual words
is tested, but also their relative positions.

3 ALGORITHM

Fig. 1 gives an overview of the algorithm. It consists
of two phases, namely the model construction phase
(upper row) and the matching phase (bottom row).

First, in a model photograph(a), local features are
extracted(b). Then, a vocabulary of visual words is
formed by clustering these features based on their de-
scriptor. The corresponding visual words on the im-
age(c) are used to form the model description. The
relative location of the image centre (theanchor) is
stored for each visual word instance(d).

The bottom row depicts the matching procedure.
In a query image, local features are extracted(e).
Matching with the vocabulary yields a set of visual
words ( f ). For each visual word in the model de-
scription, a vote is cast at the relative location of the
anchor location(g). The location of the object can
be found based on these votes as local maxima in a
voting Hough space(h). Each of the following sub-
sections describes one step of this algorithm in detail.

3.1 Local Feature Extraction

We chose to use SURF as local feature detector, in-
stead of the often used SIFT detector. SURF (Bay
et al., 2006; Fasel and Gool, 2007) is developed to be
substantially faster, but at least as performant as SIFT.

3.1.1 Interest Point Detector

In contrast to SIFT (Lowe, 1999), which approxi-
mates Laplacian of Gaussian (LoG) with Difference
of Gaussians (DoG), SURF approximates second or-
der Gaussian derivatives with box filters, see fig. 2.
Image convolutions with these box filters can be com-
puted rapidly by using integral images as defined in
(Viola and Jones, 2001). Interest points are localised
in scale and image space by applying a non-maximum
suppression in a 3× 3 neighbourhood. Finally, the
found maxima of the determinant of the approximated
Hessian matrix are interpolated in scale and image
space.
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Figure 1: Overview of the algorithm. Top row (model building): (a) model photo,(b) extracted local features,(c) features
expressed as visual words from the vocabulary,(d) model description with relative anchor positions for each visual word.
Bottom row (matching):(e) query image with extracted features,( f ) visual words from the vocabulary,(g) anchor position
voting based on relative anchor position,(h) Hough voting space.

Figure 2: Left: two filters based on Gaussian derivatives.
Right: their approximation using box filters.

Figure 3: Middle: Haar wavelets. Left and right: examples
of extracted SURF features.

3.1.2 Descriptor

In a first step, SURF constructs a circular region
around the detected interest points in order to assign a
unique orientation to the former and thus gain invari-
ance to image rotations. The orientation is computed
using Haar wavelet responses in both x and y direction
as shown in the middle of fig. 3. The Haar wavelets
can be easily computed via integral images, similar
to the Gaussian second order approximated box fil-
ters. Once the Haar wavelet responses are computed,
they are weighted with a Gaussian centred at the in-

terest points. In a next step the dominant orientation
is estimated by summing the horizontal and vertical
wavelet responses within a rotating wedge, covering
an angle ofπ3 in the wavelet response space. The re-
sulting maximum is then chosen to describe the ori-
entation of the interest point descriptor. In a second
step, the SURF descriptors are constructed by extract-
ing square regions around the interest points. These
are oriented in the directions assigned in the previ-
ous step. Some example windows are shown on the
right hand side of fig. 3. The windows are split up
in 4× 4 sub-regions in order to retain some spatial
information. In each sub-region, Haar wavelets are
extracted at regularly spaced sample points. In order
to increase robustness to geometric deformations and
localisation errors, the responses of the Haar wavelets
are weighted with a Gaussian, centred at the interest
point. Finally, the wavelet responses in horizontaldx
and vertical directionsdy are summed up over each
sub-region. Furthermore, the absolute values|dx| and
|dy| are summed in order to obtain information about
the polarity of the image intensity changes. The re-
sulting descriptor vector for all 4×4 sub-regions is of
length 64. See fig. 4 for an illustration of the SURF
descriptor for three different image intensity patterns.

More details about SURF can be found in (Bay
et al., 2006) and (Fasel and Gool, 2007).
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Figure 4: Illustrating the SURF descriptor.

Figure 5: The position of the anchor point is stored in the
model as polar coordinates relative to the visual word scale
and orientation.

3.1.3 Visual Words

As explained before, the next step is forming a vo-
cabulary of visual words. This is accomplished by
clustering a big set of extracted SURF features. It is
important to build this vocabulary using a large num-
ber of features, in order to be representative for all
images to be processed.

The clustering itself is easily carried out with the
k-means algorithm. Distances between features are
computed as the Euclidean distance between the cor-
responding SURF descriptors. Keep in mind that this
model-building phase can be processed off-line, the
real-time behaviour is only needed in the matching
step.

In the fictive ladybug example of fig. 1, each vi-
sual word is symbolically presented as a letter. It can
be seen that the vocabulary consists of a file linking
each visual word symbol with a mean descriptor vec-
tor of the corresponding cluster.

3.2 Model Construction

All features found on a model image are matched with
the visual word vocabulary, as shown in fig. 1(c). In
addition to the popular bag-of-words models, which
consist of a set of visual words, we add the relative
constellation of all visual words to the model descrip-
tion.

Each line in the model description file consists of
the symbolic name of a visual word, and the rela-

tive coordinates(rrel ,θrel) to the anchor point of the
model item. As anchor point, we chose for instance
the centre of the model picture. These coordinates
are expressed as polar coordinates, relative to the in-
dividual axis frame of the visual word. Indeed, each
visual word in the model photograph has a scale and
an orientation because it is extracted as a SURF fea-
ture. Fig. 5 illustrates this. The resulting model is
a very compact description of the appearance of the
model photo. Many of these models, based on the
same visual word vocabulary, can be saved in a com-
pact database. In our traffic sign recognition applica-
tion, we build a database of all different traffic signs
to be recognised.

3.3 Matching

This part of the algorithm is time-critical. We are
spending lots of efforts in speeding up the matching
procedure, in order to be able to implement it on an
embedded system.

The first operation carried out on incoming images
is extracting SURF features, exactly as described in
section 3.1. After local feature extraction, matching
is performed with the visual words in the vocabulary.
We used Mount’s ANN (Approximate Nearest Neigh-
bour) (Arya et al., 1998) algorithm for this, which is
very performant. As seen in fig. 1( f ), some of the vi-
sual words of the object are recognised, amidst other
visual words.

3.3.1 Anchor Location Voting

Because each SURF feature has a certain scale and
rotation, we can reconstruct the anchor pixel location
by using the feature-relative polar coordinates of the
object anchor. For each instance in the object model
description, this yields a vote for a certain anchor lo-
cation. In fig. 1(g), this is depicted by the black lines
with a black dot at the computed anchor location.

Ideally, all these locations would coincide at the
correct object centre. Unfortunately, this is not the
case due to mismatches and noise. Moreover, if there
are two identical visual words in the model descrip-
tion of an object (as in the ladybug example for words
A, C andD), each detected visual word of that kind in
the query image will cast to different anchor location
votes, of which only one can be correct.

3.3.2 Object Detection

For all different models in the database, anchor lo-
cation votes can be quickly computed. Next task is
to decide where a certain object is detected. Because
a certain object can be present more than once in the
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Figure 6: Some model photos from the traffic sign library.

query image, it is clear that a simple average of the an-
chor position votes is not a sufficient technique, even
if robust estimators like RANSAC are used to elimi-
nate outliers. Therefore, we construct aHough space,
a matrix which is initiated at zero and incremented at
each anchor location vote, fig. 1(h). The local max-
ima of the resulting Hough matrix are computed and
interpreted as detected object positions.

4 EXPERIMENTS

For preliminary experiments, we implemented this al-
gorithm using Octave and an executable of the SURF
extractor. Fig. 7 shows some typical results of dif-
ferent phases of the algorithm. The test images were
acquired by taking 640× 480 digital photographs at
random natural road scenes.

In fig. 6, a number of model photographs are
shown. Each of such images, having a resolution
of about 100× 100 pixels, yielded a thourough de-
scription of the traffic sign design in a model descrip-
tion containing on the average 52 features, what boils
down to a model file size of only 3.2 KB.

Fig. 7 shows a typical output during the detection
stage. In a query image, local features are extracted.
These are matched with the visual word vocabulary.
Then, for each traffic sign model, for the matching vi-
sual words the relative anchor position is computed.
This stage is visualised in the figure. As can be no-
ticed, in the centre of the traffic sign, many anchor
votes are coinciding.

The traffic signs were detected by finding local
maxima in the Hough space, for this example visu-
alised in fig. 8. We performed experiments on 35
query images and were able to detect 82% of the
trained types. Detection failures were mostly due to
the fact that the signs were too far away and hence too
small, and severe occlusions by other objects.

Figure 7: Typical experimental results. In a query image, all
matching visual words are shown for thepedestrian cross-
ing. sign (white squares). From each visual word, the an-
chor location is computed (black line pointing form visual
word centre to anchor). The zoom on the right shows clearly
the recognised sign: many anchor lines coincide.

5 CONCLUSIONS AND FUTURE
WORK

In this paper, we presented an algorithm for object de-
tection based on the concept of visual word constella-
tion voting. The preliminary experiments proved the
performance of this approach. The method has the
advantages that it is computing power and memory
efficient and that it can handle pattern repetitions in
the models.

We applied this method successfully on automatic
traffic sign recognition.

As told before, our aim in this work is an em-
bedded implementation of this algorithm. The Oc-
tave implementation presented here is only a first step
towards that. But we believe the proposed approach
has a lot of advantages. The SURF extraction phase
can mostly be migrated to a parallel hardware imple-
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Figure 8: Hough space for the anchor positions of the ex-
ample in fig. 7.

mentation on FPGA. Visual word matching is sped
up using the ANN-libraries, making use of Kd-trees.
Of course a large part of the memory is used by the
(mostly sparse) hough space. A better description of
the voting space will lead to a great memory improve-
ment of the algorithm.
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Abstract: Teams of humans and robots pose a new challenge to teamwork. This stems from the fact that robots and
humans have significantly different perceptual, reasoning, communication and actuation capabilities. This pa-
per contributes to solving this problem by proposing a knowledge-based multi-agent system to support design
and execution of stereotyped (i.e. recurring) human-robotteamwork. The cooperative workflow formalism
has been selected to specify team plans, and adapted to allowactivities to share structured data, in a frequent
basis, while executing. This novel functionality enables tightly coupled interactions among team members.
Rather than focusing on automatic teamwork planning, this paper proposes a complementary and intuitive
knowledge-based solution for fast deployment and adaptation of small scale human-robot teams. In addition,
the system has been designed in order to provide informationabout the mission status, contributing this way
to the human overall mission awareness problem. A set of empirical results obtained from simulated and real
missions demonstrates the capabilities of the system.

1 INTRODUCTION

As highly appealing the idea of humans and robots
enrolling in teamwork might seem, their significantly
different perceptual, reasoning, and actuation capabil-
ities make the task a daunting one. Typically, human-
robot teamwork (Tambe, 1997; Scerri et al., 2002;
Sierhuis et al., 2005; Nourbakhsh et al., 2005; Sycara
and Sukthankar, 2006) solutions grow from work on
multi-robot and multi-agent systems adapted to in-
clude humans. This paper proposes to see the problem
from the other end, i.e. to include robots as partici-
pants on human-centred operational procedures, sup-
ported by knowledge management concepts usual in
human organisations. Both views are complementary
rather than mutually exclusive.

Human teamwork operational procedures are typ-
ically knowledge intensive tasks (Schreiber et al.,
2000), which can be approximately represented by a
set of templates. Knowledge engineering methodolo-

gies can be used to grasp and formalise domain ex-
perts’ knowledge into the form of templates. These
templates specify stereotyped (i.e. recurring) team
plans, which need to be adapted to the situation at
hand. Here, much of the work on automatic team-
work (re)planning (Sycara and Sukthankar, 2006)
can be employed. Nonetheless, visual interfaces
through which humans can manually adapt the plan
are paramount. See for instance that most of the clues
to detect and solve exceptions to a plan in complex
situations are not observable without complex tacit
human knowledge, which is continuously evolving as
the mission unfolds. Bearing this in mind, a formal-
ism that directly maps the plan and its visual repre-
sentation is essential. In addition to meet this require-
ment, workflows also have the advantage of being
common for the representation of activities in human
organisations, thus providing a natural integration of
robots in human knowledge intensive tasks.

Another benefit of considering a knowledge-based
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component for human-robot teamwork is that actual
human-robot teams encompass few elements, mean-
ing that the cost of having one human taking care of
major strategic decisions for the entire team is pos-
sibly less than having the system taking uninformed
strategic decisions. In addition, providing humans
with a visual description of the mission state is es-
sential to improve theiroverall mission awareness
(refer to (Drury et al., 2003) for a thorough study
on the awareness topic in the human-robot interac-
tion domain). The need for this improvement is sug-
gested by the limitations of common map-centric and
video-centric interfaces on fostering mission aware-
ness (Drury et al., 2007).

The paper is organised as follows: Section 2
presents the knowledge-based concepts of the pro-
posed approach, whereas Section 3 describes the
multi-agent system for human-robot teamwork. In
Section 4, a case study is described, and a set of em-
pirical results, obtained from both simulated and real
experiments, are discussed. Finally, conclusions and
pointers to future work are given in Section 5.

2 KNOWLEDGE-BASED
APPROACH

Under the assumption of knowledge-based human-
robot teamwork, domain knowledge must be ac-
quired, formalised, adapted, and employed for the co-
ordination of team members performing a mission.
Such knowledge is mainly composed ofmission tem-
platesspecified by a domain expert in terms of work-
flows. Mission templates are then adapted and instan-
tiated by the mission coordinator (a human) to the ac-
tual team on field, in order to build an operational
team plan. That is,physical entities(i.e. robots and
humans) are assigned toparticipantsin the mission
template. The proposed approach is composed of four
major steps, namely:

Mission Template Specification.Mission templates
are knowledge intensive tasks specifications, i.e.
domain knowledge, maintained in a knowledge
base supported by a well specified ontology. Mis-
sion templates are non operational team plans, in
the sense that: (1) on field adaptations to the tem-
plate are expected; and (2) no knowledge of which
physical entity (i.e. human or robot) will play the
role of a given participant is known beforehand.

Mission Template Adaptation. On field, the mis-
sion coordinator selects and adapts templates ac-
cording to the environment and work to be done
by the team. An example of an adaptation is the

Figure 1: Partial view of the WFDM tool. Dark boxes rep-
resent active activities. Transitions, data-flow links, and ex-
ceptions are represented by blue, grey, and pink arrows, re-
spectively. Each row corresponds to a team participant.

addition of a new activity to deal with a specific
exception. In the process, some of the adapted
mission templates are added to the mission tem-
plates library for reuse.

Mission Template Instantiation. In this step the
mission coordinator instantiates the adapted mis-
sion template towards an operational team plan,
by recruiting physical entities to the team.

Team Plan Execution. Finally, the operational team
plan is distributed to each team member and exe-
cuted.

Mission specification, adaptation, instantiation,
and monitoring are performed in the WorkFlow De-
sign and Monitor (WFDM) tool (see Fig. 1). It was
developed by the authors over the Together Workflow
Editor (TWE) community edition1 tool for workflow
design applied to human organisations.

2.1 Data-Flow Links

Typically, workflows describe sequences of activities,
which can exchange data at transition time. This lim-
its their application in domains where activities must
exchange data in a tightly coupled way, i.e. during
their execution. To cope with this limitation, the con-
cept ofcooperative workflowshas been proposed in
(Godart et al., 2000). Although in cooperative work-
flows, activities can share data while executing, being
mostly business management oriented, the exchanged
data is performed sporadically and in the form of doc-
uments.

1TWE homepage: http://www.together.at/
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The introduction of robots as team members adds
new challenges to the execution of cooperative work-
flows. Robots require the use of structured data, i.e.
with an explicit semantics. In addition, since many
of the interactions have the purpose of allowing one
participant (typically a human) to modulate the be-
haviour of another one (typically a robot), messages
must be exchanged in a frequent basis. An example
of a tightly coupled interaction is when a robotic team
member is being teleoperated by a human team mem-
ber.

Bearing this in mind, the cooperative workflow
formalism is here extended withdata-flow links,
which allow activities to exchange structured mes-
sages, i.e. according to the ontology, in an asyn-
chronous and frequent basis.

In addition to task-dependent interactions, sub-
ordination relationships also play a relevant role in
human-robot teamwork. For this purpose, some ac-
tivity parameters are defined at system level. For
example, one team member (typically human) must
be able to terminate another team member’s (typi-
cally robotic) activity. This termination order is sent
through a data-flow link. This feature can be seen in
Fig. 1, in which the robot is teleoperated only while
the human operator considers necessary.

3 MULTI-AGENT SYSTEM FOR
TEAMWORK

This section describes the multi-agent system sup-
porting the creation, adaptation, instantiation, and fi-
nally, execution of team plans. The system is built
over the Java-based multi-agent platform JADE (Bel-
lifemine et al., 1999), which provides two main facil-
ities, namely: a yellow pages service for agent regis-
tration and lookup, plus an inter-agent messaging in-
frastructure.

Fig. 2 illustrates the major components of the
multi-agent system. The coordinator represents hu-
man operators/experts responsible for formalising,
adapting, instantiating, and monitoring a mission.
The robotic and human participants represent robots
and humans, respectively, involved in the mission’s
execution.

The explicit separation between human and
robotic participant is essential at all levels. First,
when defining domain knowledge, it is important to
know which concepts must be followed by a human
readable description. At execution time, humans are
very good in understanding the situation at hand, even
in the presence of incomplete information. With ex-
perience, humans are also very good in understanding

Figure 2: Multi-agent system for teamwork.

when something is not working properly, like suspect-
ing that messages are being lost when information ap-
pears in an intermittent way. Unlike robots, humans
are not fully dependent on system level mechanisms
to handle these situations. Consequently, watchdog
and handshaking mechanisms, among others, are im-
portant in tasks to be performed by robots.

Understanding what activities are to be performed
by humans and robots allows the system, for instance,
to use the network in a parsimonious way. Handshak-
ing mechanisms, which introduce network overhead,
can be relaxed when performed in messages flow-
ing from robots to humans. Considering humans and
robots in such asymmetrical way, allows the system
to exploit each one’s specificities on its behalf.

3.1 Coordinator

By using the WFDM tool, the domain expert for-
malises knowledge, the coordinator adapts, instanti-
ates, and monitors the execution of the mission. The
WFDM tool interacts with the coordinator’s proxy in
the system, i.e. themission middle agent, in order to
provide the coordinator with a list of available phys-
ical entities able to play the role of each mission’s
participant. The coordinator is responsible for the fi-
nal selection. Afterwards, the part of the plan corre-
sponding to each participant is sent to itsMission Ex-
ecution (ME) proxy agent. Finally the team initiation
is done by themission middle agent, by informing all
ME proxy agentsof the event.
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Figure 3: Human participant graphical interface. The frame
in the rear illustrates the main front-end containing the ac-
tivity’s description. The frame in the front is dynamically
adapted according to the current activity.

During mission execution, eachME proxy agent
informs themission middle agentof its execution state
(e.g. which activity is currently being executed). This
information is then presented through the WFDM tool
to the coordinator, reflecting the status of the mis-
sion. This symbolic information augments the coor-
dinator’smission awareness.

3.2 Participants

Each ME proxy agentis composed of two main
components: (1) theMulti-Agent System Interaction
Mechanism(MAS-IM), and the (2)physical entity in-
terface. The MAS-IM is the component that enables
the agent to interact with other agents in the multi-
agent community, as well as to exploit its middleware
services (e.g. yellow pages service). In this work, this
module is built over the JADE platform. Themission
middle agentalso aggregates a MAS-IM module for
the same purposes. Thephysical entity interfaceis the
module abstracting the physical entity, i.e. its control
system in the robot case (e.g. thebehavioural hier-
archy in Fig. 2), and a set of graphical interfaces (see
Fig. 3) in the human case.

3.3 Plan Execution

Let us start explaining the plan execution with a mo-
tivating example. At a given moment, thehuman
ME proxy agentknows that its current activity is
waypoint-selection. In this situation, itsphysi-

cal entity interfaceadapts the graphical interface as
in Fig. 3, so that the human can fill in the next way-
point for the robot. Each time the operator updates
this field, itsoperator ME proxy agentsends an inter-
agent message to therobot ME proxy agent, currently
executing the activitygoto-waypoint. This mes-
sage exchange has been specified in the team plan by
means of a data-flow link. Then, through itsphysi-
cal entity interface, therobot ME proxy agentupdates
the robot’s control system according to the incoming
message, consequently modulating thegoto WayPoint
(WP) behaviour. TheWP behaviouris implemented
by a set of perception-action rules able to drive the
robot towards the given waypoint. In addition, the
human is also provided with a message suggesting the
use of a 2-D visualisation (Santos et al., 2007) so as to
enhance itssituation awareness, before selecting the
waypoint. This example highlights the main role of
thehuman ME proxy agent: to provideawareness.

In detail, the plan execution proceeds as follows.
As mentioned, eachME proxy agentreceives from the
mission middle agentthe part of the team plan corre-
sponding to the participant it is representing. Then, it
executes its part of the plan according to the following
algorithm:

1. Obtain participant’sstart-activity.

2. While the current activity is not terminated, up-
date its input parameters with the contents of in-
coming, from otherME proxy agents, data-flow
messages. In addition,ME proxy agentssend
data-flow messages to others alike, whose con-
tents are the current activity’s output parameters
values.

The aforementioned process of updating the activ-
ity’s input parameters is done by sending a mes-
sage to the participant’sphysical entity interface,
which is able to interface directly with the entity’s
execution layer (e.g. robot’s control system). In
turn, the execution layer provides theME proxy
agentwith the current values of the activity’s out-
put parameters, through thephysical entity inter-
face.

The activity’s termination event, along with its
code (e.g.not-ok-aborted, not-ok-time-out,
or ok), is provided to theME proxy agentthrough
thephysical entity interface.

3. Being the current activity,C, terminated, the last
obtained values of its output parameters are sent
to theME proxy agentsof those participants that
have active incoming transitions fromC. These
transitions become active if their associated con-
ditions on the termination code ofC are met.
These messages are buffered in the receivingME
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proxy agentsallowing subsequent asynchronous
consumption. For further reference, these mes-
sages will be calledtransition messages.

4. Wait until one of the subsequent participant’s ac-
tivities becomes active. This activation occurs if
all necessary, or one sufficient of its transitions, is
active too. This is assessed by verifying if any of
the receivedtransition messages refers to the
necessary and sufficient transitions.

5. The parameters encompassed in received
transition messages are used to update the
activity’s input parameters. If more than one
message (e.g. sent by activities in different
participants) feeds the same input parameter, only
one is selected according to a pre-specified –
in the plan – priority. The actual update of the
activity’s input parameters is carried out as in step
2, i.e. through thephysical entity interface.

6. Return to step 2 until theend-activity is
reached.

To allow the coordinator to follow the mission
unfolding, messages stating activities and transitions
activation/deactivation events are sent to themission
middle agent, which in turn updates the WFDM tool.

4 CASE STUDY

In order to illustrate the proposed architecture, one
case study has been selected: scanning a terrain with
a scent sensor to detect minefields. The case study is
defined as a high-level task involving one robot, and
two humans, viz. one robot operator plus one sensor
operator. The goal is to determine if a given terrain
is a minefield. When the mission starts, the robot is
equipped with a sensor able to determine the proba-
bility of the terrain to be a minefield. After analysing
the terrain, the sensor is returned to the sensor op-
erator, which is located in a safe location away of
the potential minefield. The robot operator, also re-
mote to the operations site, helps the robot whenever
needed. Fig. 1 depicts how the team plan looks like in
the graphical interface of the WFDM tool.

In this case study, the robot first moves towards
the operator handling the scent sensor so as to get the
sensor (GotoSensorOperator 1). After reaching the
operator,GotoSensorOperator 1 terminates activat-
ing PutSensor, in which the sensor operator equips
the robot with the sensor. Then, the robot operator
parameterises a zig-zag behaviour (i.e. a set of paral-
lel lanes to be followed in a sequential manner) us-
ing the graphical interface of activityDefineZigZag.
Afterwards, the robot moves in the direction of the

defined zig-zag region (GotoZigZagRegion), while
being modulated by the robot operator whenever nec-
essary (AssistGotoZigZagRegion). The zig-zag
specification is passed to the robot as a transition in-
put parameter, whereas theGotoZigZagRegion mod-
ulating signal is passed through a data-flow link. As
soon as the robot reaches the zig-zag region, the zig-
zag behaviour is activated (ZigZag), which is also as-
sisted by the robot operator (AssistZigZag). An ex-
ample of assistance is “change to the next lane”. If
the robot departs too much from the lane being fol-
lowed, caused for instance by the presence of a large
obstacle, thenZigZag terminates with an exception.
In response, the robot passes to teleoperation mode
(BeingTeleOperated) and the current robot opera-
tor’s activity is terminated.

Then, the robot operator is called to teleoper-
ate the robot (TeleOperate). In this case, the
TeleOperate provides BeingTeleOperated with
teleoperation commands as data-flow messages. This
corresponds to the mission state illustrated in Fig. 1.
As soon as the operator considers the robot is again
in a convenient position to resume its autonomous
zig-zag behaviour,TeleOperate terminates, which
in turn requestsBeingTeleOperated to terminate as
well. This is an example of a human activity termi-
nating a robot activity by means of data-flow. Be-
ing again in autonomous zig-zag behaviour, the robot
eventually reaches the end point of the zig-zag region
and ZigZag terminates. Then, the robot moves to-
wards the sensor operator (GotoSensorOperator 2),
leaving the sensor there (RemoveSensor), whose data
is logged (LogData). All Goto* activities are of the
same typeGotoXY.

4.1 Empirical Results

A set of simulated and field missions with the phys-
ical robot Ares for off-road environments (Santana
et al., 2007; Santana et al., 2008), demonstrated the
feasibility of the system. The information provided
to the operator was enough for a proper awareness at
each moment of the mission. The design of demining
and surveillance missions, as complex as the one
presented as case study, posed no major challenges
to the user. However, for more complex tasks it
was clear the need for workflow nesting capabilities.
In terms of network load, the system showed to be
sustainable, even for teleoperation cycles of 10Hz.
However, wireless communication temporary failures
resulted in the loss of messages, resulting in system’s
performance degradation, and sporadic crashes.

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

232



5 CONCLUSIONS AND FUTURE
WORK

To our knowledge, this paper contributes with a pio-
neering step towards exploitation of knowledge based
techniques in human-robot teamwork. The goal was
to enable cooperative execution of stereotyped tasks,
essential in demanding scenarios, where timely deci-
sion making is required. The cooperative workflow
formalism, usually employed for business oriented
human organisations, was selected.

Clear distinctions on the way humans and robots
interact required the workflow formalism to be
adapted. Some adaptations were suggested, with par-
ticular focus ondata-flow links. These links en-
able the implementation of tightly coupled coordina-
tion. This ability is usually disregarded in works of
both theoretical teamwork and cooperative workflow
fields, which typically focus on high-level tasks with
sporadic interactions. Although multi-robots litera-
ture is more concerned with tightly coupled coordina-
tion, it lacks a structural approach to cope with the hu-
man factor. This paper presented a multi-agent system
that explicitly considers the human. First, the work-
flow formalism is usually employed by humans and
consequently natural to them. Second, by consider-
ing different message exchanging protocols and sys-
tem level activity parameters, both human and robot
asymmetries are explicitly taken into account. Third,
human readable information is formally attached to
the ontology concepts used by the human participant.
As future work we expect to make use of nested
workflows. In addition, the abstraction of human-
robot sub-teams as work-flow participants will also
be subject of analysis. Dynamic invocation of team
sub-plans will be pursued as a way of applying well
known stereotyped problem solvers (i.e. mission tem-
plates) to the situation at hand. Robustness against
communication channels degradation must be further
studied. Handshaking and message aging policies
must be analysed, separately, for the human-robot and
robot-robot interaction cases. A thorough analysis of
non-expert user friendliness is still missing.

ACKNOWLEDGEMENTS

We thank Paulo Santos and Carlos Cândido for
proofreading. The work was partially supported by
FCT/MCTES grant No. SFRH/BD/27305/2006.

REFERENCES

Bellifemine, F., Poggi, A., and Rimassa, G. (1999). JADE
– a FIPA-compliant agent framework. InProc. of
PAAM’99, pages 97–108, London.

Drury, J., Keyes, B., and Yanco, H. (2007). LASSOing
HRI: Analyzing Situation Awareness in Map-Centric
and Video-Centric Interfaces. InProc. of the HRI’ 07,
pages 279–286, Arlington, Virginia, USA.

Drury, J., Scholtz, J., and Yanco, H. (2003). Awareness in
human-robot interactions. InProc. of the IEEE Int.
Conf. on Systems, Man and Cybernetics.

Godart, C., Charoy, F., Perrin, O., and Skaf-Molli, H.
(2000). Cooperative workflows to coordinate asyn-
chronous cooperative applications in a simple way. In
Proc. of the 7th Int. Conf. on Parallel and Distributed
Systems, pages 409–416.

Nourbakhsh, I., Sycara, K., Koes, M., Yong, M., Lewis,
M., and Burion, S. (2005). Human-Robot Teaming
for Search and Rescue.Pervasive Computing, IEEE,
4(1):72–78.

Santana, P., Barata, J., and Correia, L. (2007). Sustainable
robots for humanitarian demining.Int. Journal of Ad-
vanced Robotics Systems (special issue on Robotics
and Sensors for Humanitarian Demining), 4(2):207–
218.

Santana, P., Cândido, C., Santos, P., Almeida, L., Correia,
L., and Barata, J. (2008). The ares robot: case study of
an affordable service robot. InProc. of the European
Robotics Symposium 2008 (EUROS’08), Prague.

Santos, V., Cândido, C., Santana, P., Correia, L., and Barata,
J. (2007). Developments on a system for human-robot
teams. InProceedings of the 7th Conf. on Mobile
Robots and Competitions, Paderne, Portugal.

Scerri, P., Pynadath, D., and Tambe, M. (2002). Towards
adjustable autonomy for the real world.Journal of
Artificial Intelligence Research, 17:171–228.

Schreiber, G., Akkermans, H., Anjewierden, A., deHoog,
R., Shadbolt, N., VandeVelde, W., and Wielinga, B.
(2000). Knowledge Engineering and Management:
The CommonKADS Methodology. MIT Press.

Sierhuis, M., Clancey, W., Alena, R., Berrios, D., Shum, S.,
Dowding, J., Graham, J., Hoof, R., Kaskiris, C., Ru-
pert, S., and Tyree, K. (2005). NASA’s Mobile Agents
Architecture: A Multi-Agent Workflow and Commu-
nication System for Planetary Exploration, i-SAIRAS
2005.München, Germany.

Sycara, K. and Sukthankar, G. (2006). Literature review of
teamwork models. Technical Report CMU-RI-TR-06-
50, Robotics Institute, Carnegie Mellon University.

Tambe, M. (1997). Towards flexible teamwork.Journal of
Artificial Intelligence, 7:83–124.

A KNOWLEDGE-BASED COMPONENT FOR HUMAN-ROBOT TEAMWORK

233



PROSPECTIVE ROBOTIC TACTILE SENSORS 
Elastomer-Carbon Nanostructure Composites as Prospective Materials for Flexible 

Robotic Tactile Sensors 

Maris Knite, Gatis Podins, Sanita Zike, Juris Zavickis 
Institute of Technical Physics, Riga Technical University, Azenes str. 14/24, Riga, Latvia 

knite@latnet.lv 

Velta Tupureina 
Institute of Polymer Materials, Riga Technical University, Azenes str. 14/24, Riga, Latvia  

veltupur@ktf.rtu.lv 

Keywords: Flexible, pressure sensor, polyisoprene, carbon black, CNT. 

Abstract: Our recent achievements in the design, processing and studies of physical properties of elastomer – nano-
structured carbon composites as prospective compressive strain sensor materials for robotic tactile elements 
are presented. Composites made of polyisoprene matrix and high-structured carbon black or multi-wall 
carbon nano-tube filler have been designed and manufactured to develop completely flexible conductive 
polymer nano-composites for tactile sensing elements. Electrical resistance of the composites as a function 
of mechanical strain and pressure is studied. 

1 INTRODUCTION 

Sensors of strain and pressure are important in many 
fields of science and engineering. One of the main 
confines of the existing conventional sensors is 
being discrete-point, fixed-directional and inflexible. 
For design of pressure sensors the most often used 
material is piezoelectric ceramics made separated 
from the material or structure being monitored. 
There is a demand for new flexible large-area 
sensors that can be embedded, for example, into the 
flexible skin material of robotic fingers and used for 
sensing multiple locations. Due to increasing 
application in the machine-building, especially in 
aerospace industry, polymer – carbon black 
composites are most actively studied materials 
(Manson, 1976; Sichel, 1982). Such composites are 
mostly used as the so-called inactive materials in 
electrical heating elements, resistors, and antistatic 
charge materials or shields of electromagnetic 
radiation (Wessling, 1986). Conductive rubber 
composites produced using carbon black, are still 
attracting attention as active materials due to the 
effectiveness in applications such as strain and 
pressure sensors, temperature sensors and selective 
gas sensors (Aneli, 1999; Zhang, 2000; Das, 2002; 

Job, 2003; Knite, 2002; Knite, 2004; Dohta, 2000; 
Dharap, 2004). New interesting properties are 
expected in case the composite contains dispersed 
nano-size conducting particles. If the size of carbon 
particle and specific surface area of carbon black are 
between 60 to 200 nm and 16-24 m2/g, respectively 
(low-structure carbon nano-particles (LSNP)), the 
electrical resistance of natural rubber composites 
slowly decreases with applied pressure (Job, 2003). 
The effect is explained by the increasing number of 
conductive channels due to the increase of external 
pressure.  

Resistance of polyisoprene – carbon nano-
composites grows very rapidly and reversibly for 
both – tensile and compressive strain when high-
structured carbon nano-particles (HSNP) (specific 
surface area 950 m2/g, mean diameter 25 nm) are 
used as the filler (Knite, 2002; Knite, 2004).  

In this paper our recent success in the design, 
processing and studies of physical properties of 
polymer – nano-structured carbon (PNC) composites 
is presented with regard to prospective flexible 
compressive strain and pressure-sensing materials 
for soft robotic tactile elements.   

Superior mechanical and electrical properties of 
carbon nano-tubes offer attractive possibilities for 
new sensors. So far most studies have been related 
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to mechanical deformation and change of nano-scale 
electrical properties. An attempt to use the strain 
sensing capability of single-wall carbon nano-tubes 
(SWCNT) on the nano-scale level in a macro-scale 
strain sensor was made by Dharap et al.. We present 
in this paper an attempt to use the multi-wall carbon 
nano-tubes (MWCNT) to devise a flexible 
composite for macro-scale pressure indicators 
(relative pressure difference sensors) or robotic 
tactile elements. 

2 DESIGN PRINCIPLES OF THE 
STRUCTURE OF MATERIALS 

On the basis of the results of other authors (Aneli, 
1999; Zhang, 2000; Das, 2002; Job, 2003) we have 
developed the following principles designing the 
structure of materials to obtain most sensitive 
multifunctional elastomer–carbon nano-composites:  

1) Polyisoprene (natural rubber) of the best 
elastic properties has to be chosen as the matrix 
material; 

2) High-structured carbon nano-particles (HSNP) 
providing a fine branching structure and a large 
surface area (better adhesion to polymer chains 
compared to LSNP) should be taken as the filler. 
Because of a higher mobility of HSNP compared 
with LSNP the electro-conductive network in the 
elastomer matrix in this case is easily destroyed by 
very small tensile or compressive strain. We suppose 
this feature makes the elastomer–HSNP composite 
an option for more sensitive tactile elements in 
robots.  

3) The highest sensitivity is expected in the 
percolation region of a relaxed polyisoprene 
composite. The smallest mechanical strain or 
swelling of the composite matrix remarkably and 
reversibly increases resistance of such a composite. 
From the thermodynamic point of view the sensing 
of strain is based on the shift of percolation 
threshold, for example, under tensile strain as shown 
in Figure 1 (Knite, 2002; Knite, 2004). 

As seen from Fig. 1, the shift of the percolation 
threshold at less than 30% strain changes electric 
resistance of the composite with 10 mass parts of 
HSNP filler more than 104 times. The highest strain 
sensitivity is expected in the percolation region (9-
10 mass parts of the HSNP filler) of a relaxed PNC 
composite. Thus, the maximum sensitivity of PNC 
composite materials to thermodynamic forces is 
supposed to occur near the percolation threshold of 
electric conductivity.  

To obtain completely flexible tactile sensing 
elements of large area (relative to rigid piezoelectric 
sensors) a layer of the active PNC composite is fixed 
between two conductive rubber electrodes by means 
of a special conductive rubber glue. 
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Figure 1: Shift of the percolation threshold in polyisoprene 
– high-structured carbon nano-particle composite under 
tensile strain (Knite, 2002; Knite, 2004). 

3 PREPARATION OF SAMPLES 
AND ORGANISATION OF THE 
EXPERIMENT 

The polyisoprene – nano-structured carbon black 
(PNCB) composite was made by rolling high-
structured PRINTEX XE2 (DEGUSSA AG) nano-
size carbon black and necessary additional 
ingredients – sulphur and zinc oxide – into a Thick 
Pale Crepe No9 Extra polyisoprene (MARDEC, 
Inc.) matrix and vulcanizing under 30 atm pressure 
at 150 ˚C for 15 min. The mean particle size of 
PRINTEX XE2 is 30 nm, DBP absorption – 380 
ml/100 g, and the BET surface area – 950 m2/g.  

The polyisprene – carbon nanotube (PCNT) 
composites containing dispersed multi-wall carbon 
nanotubes (MWCNT) were prepared as follows. The 
size of MWCNT: OD = 60-100 nm, ID = 5-10 nm, 
length = 0.5-500 μm, BET surface area: 40-
300 m2/g. To increase the nano-particles mobility 
and to obtain a better dispersion of the nano-
particles within the matrix the matrix was treated 
with chloroform. The prepared matrix was allowed 
to swell for ~ 24 h. The MWCNT granules were 
carefully grinded with a small amount of solvent in a 
china pestle before adding to the polyisoprene 
matrix. Solution of the polyisoprene matrix and the 
concentrated product of nano-size carbon black was 
mixed with small glass beads in a blender at room 
temperature for 15 min. The product was poured into 
a little aluminum foil box and let to stand for ~ 24 h, 
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dried at 40 ºC and vulcanized under high pressure at 
160ºC for 20 min. 

Discs of 16 mm in diameter and 6 mm thick 
were cut from the vulcanized PNCB composite 
sheet.  Conductive polyisoprene – HSCB (30 mass 
parts) composite electrodes were prepared and 
fastened to the disc with special conductive adhesive 
(BISON Kit + 10 mass parts of HSCB) as shown in 
Figure 2.  

 
Figure 2: Picture of completely flexible strain sensing 
element made of PNCB composite with conductive rubber 
electrodes. 

Aluminum electrodes were sputtered on opposite 
sides of the sensing element (20 × 11.5 × 2.4 mm) 
made of the PCNT composite as shown in Figure 3. 

 
Figure 3: picture of a strain sensing element made of 
PCNT composite with sputtered Al electrodes. 

Electrical resistance of samples was measured vs 
mechanical compressive strain and pressure on a 
modified Zwick/Roell Z2.5 universal testing 
machine, HQ stabilized power supply, and a 
KEITHLEY Model 6487 Picoammeter/Voltage 
Source all synchronized with an HBM Spider 8 data 
acquisition logger. Resistance R of the composites 
was examined with regard to compressive force F 
and the absolute mechanical deformation Δl in the 
direction of the force. Uniaxial pressure and relative 
strain were calculated respectively. 

4 EXPERIMENTAL RESULTS 
AND DISCUSSION 

The percolation thresholds of PNCB and PCNT 
composites were estimated in the first place. Of all 
the composites examined, the best results were 

obtained with samples containing 14.5 mass parts of 
MWCNT and 10 mass parts HSCB, apparently 
belonging to the region slightly above the 
percolation threshold. Dependence of electrical 
resistance on uniaxial pressure first was examined 
on a PNCB composite disc without the flexible 
electrodes. Two brass sheets 0.3 mm thick and 16 
mm in diameter were inserted between the disc and 
electrodes of the testing machine.  
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Figure 4: Electrical resistance (in relative units) of an 
element (without flexible electrodes) of PNCB composite 
containing 10 mass parts of HSCB as function of pressure. 
T = 293 K. 
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Figure 5: Electrical resistance (in relative units) of an 
element (without flexible electrodes) of PNCB composite 
containing 10 mass parts of HSCB as function of 
compressive strain ε. T = 293 K. 

The piezoresistance effect in PNCB composite is 
reversible and positive ((ΔR)/R0>0) (Figure 4 and 
Figure 5). 

As a next the measurements of the 
piezoresistance effect observed in an element of 
PNCB composite with flexible electrodes attached is 
illustrated in Figure 6 and Figure 7 showing that the 
piezoresistance effect decreases approximately 10 
times but remains positive.  

The positive effect can be explained by 
transverse slippage of nano-particles caused by 
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external pressure leading to destruction of the 
conductive channels.  
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Figure 6: Electrical resistance (in relative units) of an 
element (with flexible electrodes) of PNCB composite 
containing 10 mass parts of HSCB as function of pressure. 
T = 293 K. 
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Figure 7: Electrical resistance (in relative units) of an 
element (with flexible electrodes) of PNCB composite 
containing 10 mass parts of HSCB as function of 
compressive strain ε. T = 293 K. 

As seen from Figures 8, 9 and 10, the electrical 
resistance of the sensing element of PCNT 
composite decreases monotonously with uniaxial 
pressure and compressive strain. In this case the 
piezoresistance effect is considered as negative 
((ΔR)/R0<0). Compared with a sensing element of 
the PNCB composite with flexible electrodes the 
piezoresistance effect – the absolute value of 
(ΔR)/R0 of a sensing element of the PCNT 
composite (Figure 7 and Figure 9) is more than 10 
times smaller. Thus, the PNCB composite is more 
sensitive to mechanical action than the PCNT 
composite. The latter exhibits a more monotonous 
dependence of electrical resistance on compressive 
strain. 

Moreover, only insignificant changes of 
disposition of the curve were observed during 20 

cycles (Figure 10). We explain the negative 
piezoresistance effect by formation of new 
conductive channels of MWCNT under external 
pressure. 
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Figure 8: Electrical resistance (in relative units) of an 
element (with Al electrodes) of PCNT composite 
containing 14.5 mass parts of MWCNT as function of 
pressure. T = 293 K. 
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Figure 9: Electrical resistance (in relative units) of an 
element (with Al electrodes) of PCNT composite 
containing 14.5 mass parts of MWCNT as function of 
compressive strain ε. T = 293 K.  
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Figure 10: Electrical resistance (in relative units) of an 
element (with Al electrodes) of PCNT composite 
containing 14.5 mass parts of MWCNT as function of 
compressive strain ε. 20 loading cycles. T=293 K.  
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Consequently, the PNCB composite could be a 
prospective material for pressure-sensitive indication 
while the PCNT composite can be considered as a 
prospective material for pressure sensors.  

5 CONCLUSIONS 

Completely flexible sensing elements of 
polyisoprene – high-structured carbon black and 
polyisoprene – multi-wall carbon nanotube 
composites have been designed, prepared and 
examined. The first composite having a permanent 
drift of its mean electrical parameters is found to be 
a prospective material for indication of pressure 
change. The other composite has shown good 
pressure sensor properties being capable to 
withstand many small but completely stable and 
reversible piezoresistive cycles.  
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Abstract: The first difficulty when trying to evaluate with accuracy the video watermarking capacity is the lack of a 
reliable statistical model for the malicious attacks. The present paper brings into evidence that the attack 
effects in the DCT domain are stationary and computes the corresponding pdfs. In this respect, an in-depth 
statistical approach is deployed by combining Gaussian mixture estimation with the probability confidence 
limits. Further on, these pdfs are involved in capacity computation. The experimental results are obtained on 
a corpus of 10 video sequences (about 25 minutes each), with heterogeneous content. 

1 INTRODUCTION 

For property right identification purposes, the 
watermarking techniques insert a mark into some 
original media (e.g. a video). If the mark insertion 
does not result in visual artefacts, the method 
features transparency. If a pirate cannot eliminate 
the mark without damaging the marked video, the 
method features robustness (Cox & others, 2002).  

In practice, the better the robustness, the worse 
the transparency. In order to reach a balance 
between these two constraints, the mark is inserted 
into some spectral representations of the original 
data, e.g. in the DCT (Discrete Cosine Transform). 

A crucial issue is to compute the watermarking 
capacity, i.e. the largest amount of information 
which can be inserted into a video, for prescribed 
transparency and robustness. The watermarking 
capacity is computed as the capacity of the noisy 
channel modelling the watermarking method, 
Figure 1. According to this model, the mark is 
sampled from the information source. The detection 
is impaired by the noise sources: the original video 
itself and the attacks. The side information 
watermarking exploits the fact that the original video 
is known at the insertion but unknown at the 
detection. As such a noise source should not 
decrease the channel capacity (Costa, 1983), the 
attacks remain the restricting factor and their 
intimate knowledge would grant accuracy in 
capacity evaluation. The present paper focuses on 
some real life attacks and models their effects in the 

DCT domain. Note that attack modelling is not a 
trivial task. Actually, any mathematical approach 
should properly answer at least the following 
questions: 
1. Does a general statistical model for the 

considered attack effects, independent with 
respect to the video sequence, really exist?  

2. When considering an individual video sequence, 
does a reliable model exist for any (intra)frame 
content and any (inter)frame dependency? 
Positive answers at these first questions mean a 
proof of stationarity concerning the attacks. 

3. In case such a model exists, which is its pdf 
(probability density function)? Although the 
Gaussian law is generally considered, previous 
studies rejected this popular assumption. 

 
Figure 1: The watermarking model. 

The paper has the following structure. After 
having defined a set of random variables 
corresponding to the attack effects, Section 2 
presents the statistical investigation procedure. 
Section 3 describes the experimental results. The 
capacity evaluation is dealt with in Section 4 while 
Section 5 concludes the paper. The Appendix 
summarises some theoretical bases. 

Channel mark  

original video

attack 

mark  
 

detection 
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2 INVESTIGATION PROCEDURE 

2.1 Attack Effect Representation 

Be there an L  frame colour video. Each frame is 
represented in the HSV space. The following steps 
are applied to each frame (Mitrea & others, 2006): 
 Compute the DCT on the original V component. 
 Decreasingly sort the coefficients and record the 

largest R  values in a vector on ; record their 
corresponding locations in a vector l . 

 Apply the DCT to the attacked V component and 
record the coefficients at the l locations into the 
new vector, denoted by an .  

 Compute the vector: oa nndifference −= . 
A set of L vectors of the same type as difference  

(each of them with R components) is thus obtained. 
Be noise a vector with L  components, 

containing the values corresponding to an arbitrarily 
chosen rank r in the set of difference  vectors: 

],...,,[ 21 Lnnnnoise = . Such a vector is sampled 
from a random variable modelling the attack effects 
in the thr  rank of the DCT hierarchy. To model the 
attacks means to obtain the pdf for the corresponding 
random variable (a model for each rank). 

2.2 Pdf Estimation for Attacks 

There are many pdf estimation tools based on iid 
(independent and identically distributed) data, but 
thiey do not apply here. The noise  vector is 
computed on successive (dependent) frames and the 
a priori lack of support for attack stationarity can 
raise suspicions about the data identical distribution. 
Hence, a general estimation procedure should be 
considered (Mitrea & others, 2007):  
 Eliminate the data dependency. Sample the 

],...,,[ 21 Lnnnnoise =  vector with a D  period. 
Shift the sampling origin and get D  iid data sets 

],...,,[],...,,[ )1(21 iDNiDiNiii nnnxxx +−+= , 

where Di ,...,2,1=  and DLN /= . 
 Extract partial information from each iid data 

set. Obtain )(ˆ xpi  ( Di ,...,2,1= ) by Gaussian 
mixture estimation (Appendix). 

 Extract global information. Apply the Gaussian 
mixture estimation to the noise vector and obtain 

)(ˆ xpav  (an average model).  
 Define   the   model.   First,   define  a   similarity 

measure between two pdfs, eq. (1): 

∑ ∫
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where sI , Ss ,...2,1=  is a subdivision of the 
];[ maxmin xx  interval on which the u  and v  

pdfs take non-zero values. Secondly, define the 
attack model as (.)p̂  which is the iid estimate 
closest to the (.)ˆavp  in the (.)m  sense: 

))(ˆ),(ˆ(minarg)(ˆ xpxpmxp i
av

i
= . (2) 

 Evaluate the model accuracy. Calculate the 
average similarity measure between each of the 
D pdfs and the (.)p̂  model, eq. (3):  

∑
=

=
D

i

i xpxpm
D

Error
1

))(ˆ),(ˆ(1 . (3) 

 If this procedure is successful when applied to an 
individual video (Section 3.1), then positive answers 
to the last two questions in the Introduction are 
obtained. A positive answer to the first question is 
obtained iff. the same model is obtained for different 
video sequences (Section 3.2). 

3 EXPERIMENTAL RESULTS 

The corpus contains 10 video sequences (64 Kbit/s), 
each of them of 35000=L  frames (about 25 
minutes each). The content is heterogeneous, 
combining film, news, and home video excerpts. 

The frame size is 80192×  pixels. The V 
component is normalised to the ]1,0[  interval. The 
DCT is individually applied to whole frames, and 
the largest 360=R  coefficients are investigated.  

3.1 Model Computation 

The model is computed for an arbitrarily chosen 
video sequence. The following parameters are 
considered: 250=D frames (i.e. 10s); 10=K  pdfs 
in the mixture; 200=iterN  iterations in the EM 
algorithm; 20=S  evenly distributed intervals. 

Table 1 presents the models for three ranks (1, 
150, 300) and three attacks (Gaussian filtering, 
sharpening, and StirMark). In each case, the )(ˆ xp  
model is computed according to (2), its the 
parameters ( kkkP σμ ,),( ) according to (A3) and 
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the corresponding errors to (3). Notice that each and 
every time, the Error values are lower than 0.04. 

In order to illustrate the results in Table 1, 
Figure 2 depicts in continuous line the models for 
one rank ( 300=r ) and the three attacks. For 
comparison, Figure 2 also represents (in dashed line) 
the  Gaussian  pdf  with  the  same  mean  values and 
variances as the computed models. 

The same results were obtained for each of the 
10 video sequences in the corpus and for each 
investigated attack: the parameters were slightly 
different but the errors were lower than 0.05. 

The models, for all 360 ranks and for other 
attacks (Frequency Model Laplacian Removal, 
median filtering, small rotations, JPEG compression) 
can be obtained by contacting the authors. 

3.2 Model Validation 

Up to now, the experimental results point to the 
existence of a model for the attack effects on a 
particular video sequence and estimate this model 
(i.e. elucidates the second & third questions in the 
Introduction). 
 

Table 1: Statistical model for the watermarking attacks in the DCT hierarchy. 

Attack Rank Model parameters Error 
P(k)  0.076    0.072   0.228   0.095    0.021   0.096   0.071    0.133   0.120   0.083 
μ(k)  0.274    0.319   0.214   0.305    0.788   0.283   0.330    0.052   0.440   0.374 r =

 1
 

σ(k)  0.110    0.118   0.031   0.116    0.037   0.112   0.108    0.055   0.091   0.112 
0.035 

P(k)  0.019    0.025   0.190   0.213    0.091   0.075   0.271    0.025   0.031   0.056 
μ(k)  0.224    0.195   0.031   0.009    0.072   0.121   0.063    0.101   0.201   0.131 

r=
15

0 

σ(k)  0.130    0.135   0.011   0.021    0.083   0.010   0.010    0.110   0.134   0.046 
0.013 

P(k)  0.080    0.044   0.048   0.146    0.056   0.038   0.041    0.284   0.093   0.164 
μ(k)  0.131    0.096   0.094   0.066    0.083   0.091   0.090    0.023   0.062   0.055 

G
au

ss
ia

n 
fil

te
rin

g 

r=
30

0 

σ(k)  0.053    0.112   0.111   0.025    0.069   0.110   0.110    0.012   0.026   0.029 
0.013 

P(k)  0.319    0.057   0.083   0.066    0.095   0.056   0.101    0.073   0.074   0.071 
μ(k) -1.478  -1.185  -2.325  -2.151  -2.341  -0.971  -2.424  -0.536  -2.347  -2.141 r =

 1
 

σ(k)  0.284    0.789   0.557   0.604    0.551   0.747   0.441    0.648   0.549   0.606 
0.020 

P(k)  0.102    0.029   0.091   0.033    0.171   0.033   0.140    0.081   0.155   0.159  
μ(k) -0.324   0.213  -0.124  -1.104  -0.080  -0.716  -0.063  -0.279  -0.078  -0.035 

r=
15

0 

σ(k)  0.137    0.028   0.102   0.316    0.103   0.168   0.103   0.150    0.104   0.098 
0.021 

P(k)  0.054    0.151   0.283   0.105    0.078   0.067   0.073   0.098    0.023   0.063 
μ(k) -0.211  -0.105  -0.106  -0.114  -0.369  -0.030  -0.115  -0.120  -0.905  -0.203 

Sh
ar

pe
ni

ng
 

r=
30

0 

σ(k)  0.180    0.096   0.095   0.156    0.133   0.133   0.156   0.158    0.155   0.178 
0.021 

P(k)  0.070   0.087   0.105    0.116   0.097    0.100   0.059   0.131    0.069   0.161 
μ(k) -0.480   0.075  -0.354  -0.289  -0.115  -0.389  -0.401  -0.348  -0.619  -0.150 r =

 1
 

σ(k)  0.368   0.397   0.271    0.263   0.436    0.270   0.404   0.269    0.357   0.215 
0.037 

P(k)  0.235   0.083   0.043    0.096   0.070    0.149   0.087   0.048    0.075   0.109 
μ(k)  0.036  -0.084   0.206    0.103   0.422    0.006   0.017  -0.096    0.092   0.124 

r=
15

0 

σ(k)  0.084   0.204   0.027    0.063   0.073    0.100   0.136   0.203    0.155   0.146 
0.019 

P(k)  0.085   0.075   0.046    0.078   0.137    0.036   0.010   0.046    0.300   0.093 
μ(k)  0.004   0.191   0.197   -0.003   0.192    0.165  -0.005   0.212    0.047   0.015 

St
irM

ar
k 

r=
30

0 

σ(k)  0.144   0.193   0.192    0.141   0.074    0.195   0.140   0.189    0.036   0.148 
0.018 

 
 

   
Gaussian filtering Sharpening StirMark 

Figure 2: The attack models (continuous line) and the corresponding Gaussian laws (dashed line) for the rank r=300. 
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The model independence w.r.t. the video sequence 
and the estimation procedure is now to be 
investigated. 

First, it should be précised whether the model 
computed on a particular video sequence can be 
representative for the whole corpus or not. In this 
respect, the investigation algorithm is resumed on 
the rest of 9 video sequences from the corpus and 
the corresponding models are computed. The errors 
between the reference model and these new models 
are evaluated according to three criteria: the 
similarity measure in eq. (1), the Kullback-Leibler 
divergence and the Hellinger distance (Appendix). 
For each criterion, and for three ranks, the minimal, 
maximal, and average errors are reported in Table 2. 
The numerical values obtained for the distance in 
eq. (1) ascertain a quite good accuracy (and 
generality) for the model provided in Table 1: the 
average errors are acceptably low, with one 
exception, namely the Gaussian filtering. The 
Kullback-Leibler divergence and the Hellinger 
distance lead to acceptably small values for all the 
attacks. In order to compute these three measures, 
the following instantiations were made in eqs. (1), 
(A4) and (A5): )(xv  is the reference pdf while )(xu  
is, successively, each of the other 9 individual 
models computed on the corpus. The interval I  is 

]3,3[ mixmixmixmixI σμσμ ∗+∗−= , where mixμ   
and mixσ  are the mixture mean and variance. 
 Secondly, the concordance between the 
maximum likelihood estimation (which is the basis 
for the EM Gaussian mixture algorithm) and the 
popular confidence limit estimation is checked. Note 
that the EM Gaussian mixture estimation results in a 
continuous pdf while the confidence limit estimation 
provides values for the probability that a random 

variable takes values in a given interval, but not the 
pdf itself. Consequently, the interval where the 
Gaussian mixture model takes non-zero values is 
evenly divided into 10 sub-intervals. On the one 
hand, confidence limits for the probability that the 
noise effects would take values in these sub-intervals 
are derived. On the other hand, the integral of the 
Gaussian mixture model on the same sub-intervals 
are computed. The experiments bring into evidence 
that each and every time (i.e. for each type of 
investigated attack and for each rank) the integral on 
the EM Gaussian model belongs to the 
corresponding confidence limits. 
 This sub-section shows that an individual model 
(Table 1), computed on a particular video sequence, 
is valuable for all the video sequences involved in 
the experiments and, moreover, that it does not 
depend on the estimation procedure. This means a 
positive answer to the first question in Introduction.  

4 CAPACITY COMPUTATION 

As discussed in Introduction, any side-information 
watermarking technique can be modelled by a noisy 
channel, where the mark is a sample from the 
information source and the noise is represented by 
the attacks. In order to evaluate the capacity of such  
a channel, the eqs. (A7) and (A8) are considered. 
For the capacity limits in eq. (A7), the noise power  
 

N  is the variance of the noise  vector, Section 2.2. 
The signal power P was derived from transparency 
constraints, so as to ensure a mark 30dB lower than 
the original (unmarked) coefficients.  

Table 2: The errors (minimal, maximal, average) between the reference model and the 9 models obtained on different video 
sequences, for three ranks: r = 1, r=150, and r = 300. 

r = 1 r = 150 r = 300 Type Attack 
Min Max Average Min Max Average Min Max Average 

Gaussian filtering 0.662 0.758 0.710 0.058 0.216 0.137 0.071 0.153 0.112 
Sharpening 0.109 0.148 0.128 0.028 0.065 0.046 0.055 0.087 0.071 Er

ro
r 

StirMark 0.077 0.093 0.085 0.065 0.109 0.087 0.084 0.131 0.108 
Gaussian filtering 0.131 0.204 0.167 0.011 0.016 0.014 0.029 0.030 0.029 

Sharpening 0.035 0.712 0.374 0.066 0.110 0.088 0.081 0.098 0.089 D
K

L.
 

StirMark 0.106 0.110 0.108 0.015 0.018 0.016 0.024 0.026 0.025 
Gaussian filtering 0.054 0.075 0.064 0.006 0.014 0.010 0.006 0.010 0.008 

Sharpening 0.213 0.255 0.234 0.009 0.019 0.014 0.015 0.015 0.015 D
H

L.
 

StirMark 0.025 0.029 0.027 0.002 0.003 0.002 0.004 0.004 0.004 
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The 1N  entropic power was also estimated on the 

on  original coefficient vector. The bandwidth W  
was computed as half the frame rate. 

When considering the capacity value in eq. (A8), 
the model provided by the present study (i.e. the pdf 
in Table 1) is considered as the noise pdf )(npN . 
The )(xpX  function giving the capacity value is 
searched for by means of a numerical strategy. 
Actually, it is considered that )(xpX  itself can be 
represented as a mixture of 5 Gaussian laws, thus 
restricting the searching to a space with 15 
dimensions (5 weights, 5 means values and 5 
variances). These 15 dimensions are not 
independent. First, the sum of weights should 
equal 1. Secondly, the mean of the mark (i.e. the 
mixture mean) is set to 0 (a generally accepted 
assumption in watermarking). Thirdly, the mixture 
variance was set so as to ensure a good transparency 
(i.e. 30dB lower than the host video). 

The capacity values computed with the general 
formula and with Shannon limits are shown in 
Table 3. A general agreement between the two types 
of capacity estimation can e noticed, with some 
exceptions (for 1=r of Gaussian filtering, StirMark). 
At the same time, the capacity estimation starting 
from the attack models is compulsory when a certain 
degree of precision is required: that capacity 
evaluation by limits can lead at relative errors of 
about 100% and larger! 

Table 3: Capacity value and limits (lower and upper ) for 
rank r = 1, r = 150 and r=300. 

Rank 
       Attack 

Capacity 

Gaussian 
filtering Sharpening StirMark 

value 3.567 1.332 2.307 
r = 1 

limits (3.632 ; 
3.651) 

(1.268 ; 
1.725) 

(2.394 ; 
2.415) 

value 0.339 0.251 0.259 
r = 
150 limits (0.037 ; 

0.949) 
(0.004 ; 
0.569) 

(0.005 ; 
0.273) 

value 0.055 0.006 0.009 
r = 
300 limits (0.018 ; 

0.935) 
(0.002 ; 
0.621) 

(0.002 ; 
0.273) 

5 CONCLUSIONS 

The present paper brings into evidence that some 
real life watermarking attack effects are stationary in 
the DCT hierarchy and accurately estimates the 
corresponding probability density functions. Then, 
these models are involved in capacity evaluation. 

From the applicative point of view, beyond 
watermarking itself (i.e. reaching the capacity limit 
in a practical application), these results are the 
starting point for a large variety of applications in 
the multimedia content processing, as smart 
indexing or in-band content enrichment, for 
instance. 

Further work will be also devoted to considering 
the Blahut approach for watermarking capacity 
evaluation. 
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APPENDIX 

A1 Pdf Estimation Tools 

Be there ],...,,[ 21 Nxxx  a set of N  experimental 
data complying with the iid model. Suppose that 
these data are sampled from a random variable X  
whose pdf )(xp  is unknown and should be 
estimated. A )(ˆ xp  Gaussian mixture is a linear 
combination of Gaussian laws and can approximate 
any continuous )(xp  pdf (Archambeau & other, 
2003): 

∑
=

=
K

k
k xpkPxp

1
)()()(ˆ , (A1) 
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The number of mixtures K  is pre-established by 
the experimenter and kkkP σμ ,),(  are 3K 
parameters to be estimated by the EM (expectation 
maximisation) algorithm (Dempster & other, 1977), 
based on a maximum likelihood criterion: 
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(A3) 

where the ( i ) upper index denotes the current 
iteration; the total number of iterations is also 
subject to the experimenters choice. 

The relationship among the parameters of the 
individual Gaussian laws and the mixture parameters 
is given in (Trailovic, Pao, 2002). 

Alongside with the similarity measure defined in 
eq. (1), two popular methods for pdf comparison are 
involved in the experiments (Basseville, 1996): 
 Kullback-Leibler divergence:  

dx
xv
xuxuvuD

I
KL ∫= )(

)(log)(),( 2 ; (A4) 

 Hellinger distance: 

( )∫ −=
I

HL dxxvxuvuD
2

)()(
2
1),( . (A5) 

A2 Capacity Evaluation Basis 

The capacity of a continuous channel, whose input 
and output information sources are denoted by X  
and Y  is given by the Shannon’s formula (A6): 

∫ ∫=
2
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XY

xp
dxdyyxfC

X
, (A6) 

)()(
),(log),(),( 2 ypxp

yxpyxpyxf
YX

XY
XYXY = , 

where )(xpX  and )(ypY  stand for the input and 
output pdfs, while ),( yxpXY  is the joint pdf of X  
and Y . The 21, xx  and 21, yy  are the limits of the 
intervals on which the input and output pdfs have 
non-zero values. In the case of a non-Gaussian 
noise, Shannon derives some upper and lower limits, 
eq. (A7): 

1
2

1
1

2 loglog
N

NPWC
N

NPW +
≤≤

+ , (A7) 

where W  is the channel bandwidth, P  is the signal 
power, N  is the noise power, and 1N  is the noise 
entropy power (i.e. the power of a white-type noise 
which has the same bandwidth and entropy as the 
considered noise). 

When assuming the noise is additive and 
independent, eq. (A6) becomes: 
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where the noise limits are 111 xyn −=  and 

222 xyn −=  (Dumitru, & others, 2007). 
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Abstract: As a consequence of physical constraints and of dynamical nonlinearities, optimal control problems 
involving mobile robots are generally difficult ones. Many algorithms have been developed to solve such 
problems, the more common being related to trajectory planning, minimum-time control or any specific 
performance index. Nevertheless optimal control problems associated to mobile robots have not been 
reported. Minimum energy problems subject to both equality and inequality constraints are generally  
intricate ones to be solved using classical methods. In this paper we present an algorithm to solve it using a 
Quadratic Programming approach.  In order to illustrate the application of the algorithm, one practical 
problem was solved. 

1 INTRODUCTION  

1.1 Preliminaries 

Mobile robotics is an important research area and for 
its study many researchers have dedicated a lot of 
time to it. There are many problems in mobile robots 
that are not present in industrial robots. Problems 
with posture maintenance, localization, equilibrium 
and energy consumption are common both at design 
and operation times. Limbed robots can be 
considered an important engineering conquest due to 
the fact that they have larger mobility, flexibility and 
freedom of movements than any other automatic 
machine (Dudek, 2000).  Research in this area 
requires strong knowledge of mechanics, electronics, 
computation, and eventually biomechanics. Limbed 
robots are capable of walking and climbing and have 
been developed around the world. (Armada et al., 
2003; Virk, 2005). Some of them have been used to 
inspect bridges (Abderrahim et al., 1999) and 
pipelines (Galves; Santos; Pfeiffer, 2001).  
 
Presently the literature reports just two robots with 
the ability of tree climbing. The first one was 
developed at the Waseda University, Japan, and the 
second one is the RiSE robots (Robots in Scansorial 
Enviroments) (Saundersa et al., 2006) developed at 
the United States. The RiSE robot is a member of a 

new class of climbing robots whose design is based 
on animals. For all of them, the energy consumption 
is a big problem. Generally the battery is their 
heaviest part since a considerable amount of energy 
is necessary to drive the legs’motors.  
 
Typically a leg has the form of a serial mechanism 
with a highly nonlinear dynamics. This is one of the 
reasons that make to find an optimal control law a 
difficult problem. A second reason is the presence of 
both equality and inequality constraints imposed on 
the system – e.g., the actuator of each joint is subject 
to saturation (Spont et al., 1989).   
 
Many authors have worked in the optimization of 
robots operation in the context of trajectory 
planning. (Lin et al., 1983; Garg et al., 2002; Luo et 
al., 2004). The problems considered in general 
aimed to minimize the time or some quadratic 
performance index. Nevertheless in the majority of 
them both the Coriolis and Centrifugal terms were 
omitted. 
 
Optimal trajectory control systems usually can be 
built by solving two associated sub-problems: i) the 
optimal trajectory planning (OTP); ii) the trajectory 
tracking control (TTC). Since there are many 
complex constraints conditions concerning robot 
kinematics and dynamics, the corresponding 
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algorithms for solving the OTP problem have been 
improved in recent years (Luo et al., 2004). Even 
though good results have been obtained with the 
OTP problem for both manipulators and industrial 
robots, this is not the case for mobile robots. 
 

A minimum energy formulation may be an 
interesting approach for mobile robots, particularly 
in applications where the battery weight is a critical 
issue. Minimum energy problems may be difficult to 
solve by classical methods since they involve both 
the nonlinear dynamics of the robot and a set of 
constraints.         

In this paper a Quadratic Programming approach to 
the minimum energy problem of a mobile robot is 
proposed. The method is based on the discretization 
of the problem. Numerical tests were performed for 
Kamanbaré1, a robot currently under development at 
the Automation and Control Laboratory (LAC), 
University of São Paulo.     

1.2 The Robotic Platform 

Kamambaré is a biomimetic robotic platform, i.e., a 
robotic platform inspired in nature, with the purpose 
of climbing trees for environmental research 
applications (see Fig. 1). More specifically the 
platform locomotion is inspired in the form lizards 
climb trees. The main characteristics sought in the 
definition of the Kamanbaré platform were: 
locomotion in irregular environments 
(unpredictability of the branch complexity that 
compose a tree), surmounting obstacles (nodes and 
small twigs), tree climbing and descending without 
risking stability, and keeping low structural weight 
(mechanics + electronics + batteries).  (Bernardi et 
al., 2006) 
 

 
Figure 1: Robot Kamanbaré. 

                                                 
1 Kamanbaré is the word in the Tupi indian language for 
chameleon. 

The prototype of the Kamanbaré platform presented 
in this work was developed considering certain 
capabilities (abilities), such as: locomotion in 
irregular environments (unpredictability of the 
branch complexity that compose a tree), 
surmounting obstacles (nodes and small twigs), tree 
climbing and descent without risking stability, and 
keeping low structural weight (mechanics + 
electronics + batteries).  (Bernardi et al., 2006) 
 
Each leg has three rigid links connected by two 
rotational joints with one degree-of-freedom (d.o.f.) 
each. The first link is connected to the platform by a 
two d.o.f. rotational joint (Fig. 2).  
 

 
Figure 2: Limb of the Kamanbaré Platform. 

All joins are controlled by DC motors. The control 
problem for mobile robot is the problem of 
determining the time history of join required to 
cause the end-effectors (the gripper) executed a 
commanded motion.   
     
There are many control techniques and 
methodologies that can be applied to the control of 
limbed robots. The particular control method chosen 
as well as the manner in which it is implemented can 
have a significant impact on the performance of the 
robot and consequently on the range of its possible 
applications. Optimal control of energy can be an 
interesting policy when the robot must operate 
autonomously for a long time. The control problem 
for the tree climbing robot considered here is to 
determine the time history of each limb joint 
required to cause the leg to move from an initial 
angle to a final one in such a way that the energy 
loss in the motors is minimal.   
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2 FORMULATION AND 
SOLUTION OF THE OPTIMAL 
CONTROL PROBLEM 

2.1 The State Space Model 

This work consider the control strategy named 
independent joint control. In this type of control 
each axis of the limb is controlled as a single input 
/single output system. Any coupling effects due to 
the motion of the others links is either ignored or 
treated as a disturbance. (Spont et al., 1989) 
 
The space state model that describes the dynamics of 
the DC motor located at the i-th joint ( ni ≤≤1 ) of 
the leg can be expressed by the equations: 
 

BuAxx +=�  (1) 
τEDuCxy ++=  (2) 

 

where 
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K
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J is the moment of inertia of the rotor, b is the 
viscous damping coefficient of the mechanical 
system, V is the armature voltage (control variable), 

aR  is the armature resistance, aiY = is the 
armature current, mK  is  the torque coefficient of the 
motor, bK  is the counter-electromotive coefficient, 

τ  is the load torque, 1<r  is the gear reduction 
factor, 

mθ is the angular position of the rotor and  mθ�  
is the angular speed of the rotor. Notice that the 
input variable u  depends on both the control 

variable V  and the load torque τ , which also 
depends on V  through mθ  and mθ� . 
 

The load torque τ , which depends on the robot 
dynamics, is given by : (Spong, 1989) 
 

( ) ( )[ ] ( ) ( )2
i zM q q B q q q C q q G qτ ⎡ ⎤= + + +⎣ ⎦�� � � �  (10) 

 
where ( )M q  is the leg inertia matrix, ( )B q  is the 

Coriolis torque matrix, ( )C q  is the centrifugal 

torque matrix, ( )G q  is the gravitational torque 
vector, 

[ ] [ ]1 2 1 3 1
T

i z n nq q q q q q q q−=� � � � � � � �… , 
:1 ,1i z i n z n∀ ≠ < < < <  
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nq q q q  

and 
[ ]Tnqqqq …21= , 

where iq , ni ≤≤1 , is the generalized coordinate 
of joint i and n is the number of joints of the leg. 
 
Some dynamical effects like friction were not 
included in (10) although they may be significant for 
some limbs. In addition, a more detailed model of 
the leg dynamics could include various sources of 
flexibility, defection of the links under load and 
vibrations (Borrow et al., 2004). Nevertheless, this 
model is sufficiently accurate for our purposes since 
these effects are not significant for the leg under 
consideration. 
 
One of the characteristics of the independent joint 
model is that τ  is multiplied by the gear 
reduction r . Thus effect of the gear ratio is to 
reducing the coupling nonlinearities presents in 
dynamics of the limbs.  
 
The solution to equation (1) is given by: 

( ) ( ) ( ) ( )
0

0
t

A tAtx t e x e Bu dς ς ς−= + ∫  (11) 

2.2 The Optimal Control Problem 

In this section it is assumed that τ(t) is known for all 
t in the interval [0 tf]. The performance index 
adopted is the Joule loss in the armature resistance 
of each motor during the motion: 
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∫=
ft

dtP
0

min ε  
 

(12) 

where ft is the time required to move the joint from 

the initial to the final position, and P is the power 
dissipated:  
 

where Y  was defined in (2). 
 
The optimal control problem is subject to the 
following constraints: 
 

( ) ( ) ( )2
1b

m
a a a m

K rx t u t t I
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τ− + + ≤ , (14) 

( ) ( ) ( )2
1b

m
a a a m

K rI x t u t t
R R R K

τ− ≤ − + + , (15) 

( )m mV u t V− ≤ ≤ , (16) 

( )1 ffx t q r= , (17) 

( )2 0fx t = , (18) 

 
where mI  and mV  are, respectively, the maximum 
armature current and maximum armature voltage of 
the motor and 0 ft t⎡ ⎤∈ ⎣ ⎦ . With no loss of 

generality we take 1(0) 0x = . Considering the motor 
initially at rest, 2 (0) 0x = . 
 
This type of problem is hard to solve and generally 
involve a great computational effort (Kirk, 1998). 
Mobile robots require a quick solution and to solve it 
in real-time is practically impossible. These are 
among the reasons for which we decided to look for 
another kind of solution.  

2.3 Discretization 

Let us to define the time-step as: 
 

1
f

k k

t
t t t

N −Δ = = −           (1 )k N< ≤  (19) 

  
where N can be chosen sufficiently large to 
discretize ft . Then it is assumed that ( )u t  is a 

stepwise constant function and ku is used to denote 

the value of ( )u t  for all t in the k -th time interval 

1[ , )k kt t− . 
Taking into account equations (11), (12), (13) and 
(19), the functional ε  can be rewritten as:  
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and the solution of  system (1) as: 
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(24) 

Where ie = 1 for 1 i k≤ ≤ and ie = 0 for 

k i N< ≤  . 
 
Matrix Γ can be calculated offline since it depends 
only on the motor parameters. 
 
From equations (20) and (21) it is possible rewrite 
(20) as: 
  

 
where matrices Q and K  depend only on the motor 
parameters and σ  is a constant. The constraints for 
the problem are: 
 

2
1

k

b
m k k m

a a a m

K rI x u I
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m k mV u V− ≤ ≤  (27) 

1N fx q r=  (28) 

2 0
N

x =  (29) 
 
where constraints (26) and (27) apply for all k , 

.1 Nk ≤≤  
Since σ is a constant, it is not relevant for the 
optimization.  

[ ][ ]2 2 ' ' ' ' ' 'a a a aP R i R Y R x C u D E Cx Du Eτ τ= = = + + + +  (13) 
 

( ) 1min
2

T TU U QU K Uε τ σ= + +  (25) 
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The problem given by equations (25)-(29) has thus 
the form of a Quadratic Programming problem 
which is certainly the kind of nonlinear 
programming problem closest to linear programming 
from analytical and computational point of view. 
Solution for this kind of problem can be efficiently 
found by numerical methods. (Avriel, 1976) 
(Winston, 1995).  

2.4 The Algorithm 

An iterative algorithm to solve the minimum energy 
problem based in equations (13) and (20) is 
proposed in this section. 
 
To start the algorithm it is assumed that 

0: 0 ≡= kk ττ  for all k , .1 Nk ≤≤  Then 
Quadratic Programming problem of minimizing the 
function (20) subject to constraints (26) to (29) is 
solved.  Denote by 0*

kU  the optimal solution for this 
problem. Using equation (17) and recalling equation 
(1), both the motor angular position )(0 kmθ  and 

angular speed )(0 kmθ�  can be evaluated for all k , 

.1 Nk ≤≤  
 

The second step of the algorithm begins by using the 
leg dynamical equations (10) to evaluate a new 
torque time history 1

kτ  for all k , .1 Nk ≤≤  The 
new Quadratic Programming problem is then solved 
and 1*

kU is obtained. )(1 kmθ  and )(1 kmθ�  are 

evaluated for all k , .1 Nk ≤≤  
 

The process is repeated until 1j j
k k ττ τ ε+ − <  for a 

given accuracy τε  and two consecutive steps j and 
j+1. When convergence is attained the optimal 
vector of armature voltages *1+jV can be evaluated 
using equation (9). 
 
The algorithm is expected to converge since the gear 
reduction ratio r is generally small and the effect of 
the torque on the motor dynamics is correspondingly 
small too. 
 
The algorithm may thus be summarized as: 

Algorithm 
0 0

1
k

j
τ =
= −

 

repeat 
1j j= +  

    
( )

*

1min
2

 :   (26) to (29)

00 1

0

T j T
k

j j j
k k km

U U QU K U

subject to constrains equations

x x UKb
J J

ε τ⎧ = +⎪
⎨
⎪⎩

⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥= +
⎢ ⎥⎢ ⎥−

⎣ ⎦ ⎣ ⎦

�

 

     [ ] [ ]
( ) ( )[ ] ( ) ( )1 2

T Tj j

k k

j
k

q q q r x x x

M q q B q qq C q q G qτ +

=

⎡ ⎤= + + +⎣ ⎦

� �� � ��

�� � � �

 

until ( )( )1max j j
k k ττ τ ε+ − ≤               

3 SIMULATION RESULTS  

This section presents the results obtained from the 
application of the algorithm above to a leg similar to 
that of the Kamanbaré platform.  
 
The algorithm code was written in MatLab. The 
following data were used: 2=ft s , 10=N ,  

1110−=τε and 

0 1 2
0

4N N N

TT

m m m
πθ θ θ π⎡ ⎤⎡ ⎤ = −⎢ ⎥⎣ ⎦ ⎣ ⎦

 

Algorithm convergence occurred in 15 iterations. 
Table 1 shows the algorithm steps until the optimal 
solution is reached. The overall processing time was 
quite small. 

Figure 3 show the optimal solution 
*15

kU  for each 
motor. 
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Figure 3: Optimal Solution. 

A QUADRATIC PROGRAMMING APPROACH TO THE MINIMUM ENERGY PROBLEM OF A MOBILE ROBOT

249



Table 1: Minimum Energy Consumption. 

Energy Consumption 
1

N

k
k

P tε
=

= Δ∑  [watts] 
Iteration (j) 

Joint 1 (Motor 1) Joint 2 (Motor 2) Joint 3 (Motor 3) 
1 0.22583525809518 0 0.01411470363095 
2 0.54691612008194 0.00249201214070 0.02563789026998 
3 0.60424685648279 0.00151916407557 0.02084265484899 
4 0.60913169232854 0.00162074115964 0.02201351589222 
5 0.60878562782495 0.00159940182719 0.02201765824694 
6 0.60878328339302 0.00160200730314 0.02202687314770 
7 0.60877614492969 0.00160176202487 0.02202629388348 
8 0.60877639908587 0.00160179288124 0.02202637161877 
9 0.60877635993567 0.00160178879636 0.02202635576755 
10 0.60877636906069 0.00160178928402 0.02202635725193 
11 0.60877636847905 0.00160178921712 0.02202635705179 
12 0.60877636859543 0.00160178922523 0.02202635707836 
13 0.60877636858174 0.00160178922422 0.02202635707548 
14 0.60877636858322 0.00160178922435 0.02202635707588 
15 0.60877636858300 0.00160178922433 0.02202635707583 

  
Figures 4 and 5 show kinematics of each joint; the 
angular position and the speed and acceleration 
achieved for the optimal control

*15
kU .   
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Figure 4: Joints Positions. 
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Figure 6: Torques for each motor. 

In this particularly case the motor’s 2 and 3 have the 
same torque.   

4 CONCLUSIONS 

This paper discussed the formulation and solution of 
an important problem related to mobile robotics: the 
minimum energy loss problem.  
 

An optimal control problem was formulated to 
represent this case. After discretization in time the 
optimal control problem was rewritten in the form of 
a Quadratic Programming problem whose solution 
could be obtained efficiently. The algorithm was 
tested for a leg similar to that of the Kamanbaré 
platform. 
Although the whole problem is nonlinear and quite 
complex the algorithm converged quickly in all the 
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tests performed by now. It is thus expected that the it 
can be used to operate in real-time. 
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Abstract: In this paper we discuss feature parameterization and initialization for bearing-only data obtained from vision
sensors. The interest of this work refers to the comparison of the bearing-only data representation and ini-
tialization techniques. The behavior of the algorithm is analyzed for different robot motions and depth of the
features. The results are evaluated in terms of the sensitivity to step size and performance to ill conditioned
situations. The problem studied refers to robots moving on the plane, sensing the environment and extract-
ing bearing-only information from uncalibrated cameras torecover the position of the landmarks and its own
localization.

1 INTRODUCTION

The manipulation of bearing information is an impor-
tant issue in robotics. Bearing-only data is the kind of
information provided by cameras through the projec-
tion of landmarks which are in the scene. In order to
recover the position of these landmarks in the world,
multiple observations taken from different positions
must be combined.

Compared with information extracted from other
sensors such as lasers, bearing information is compli-
cated to use. However, the multiple benefits of using
cameras have motivated the interest in the researchers.
These benefits include the property that cameras are
able to sense quite distant features so that the sensing
is not restricted to a limited range.

This sensing of the environment in the form of
bearing information may be used for many applica-
tions such as the computation of the landmark local-
ization in the environment or the calculation of the
own robot pose mostly known as SLAMSimultane-
ous Localization and Mapping.

Algorithms which use bearing information must
deal with the problem of creating representations for
features by the combination of bearing data. The
problem of feature parameterization and feature ini-
tialization are of big importance here.

With regard to the feature parameterization, the
classical approach has been the use of acartesian
parameterization (Bailey, 2003), (Kwok and Dis-

sanayake, 2004), (Costa et al., 2004), (Klippenstein
et al., 2007). Some approaches prefer adepthparam-
eterization, where features are stored as an starting
point of the ray where the feature lays, the inclina-
tion of the ray and the depth (Davison, 2003). An
inverse-depthparameterization is an alternative, simi-
lar to thedepthparameterization but using the inverse
of the depth instead (Montiel et al., 2006). Some ap-
proaches use no explicit feature parameterization and
instead represent landmarks as constraints between
three robot poses (Trawny and Roumeliotis, 2006).

With regard to the feature initialization,Unde-
layed techniques immediately introduce features in
the map so that they can be used to improve the
robot estimation (Montiel et al., 2006), (Trawny and
Roumeliotis, 2006), (Costa et al., 2004), (Kwok and
Dissanayake, 2004) whileDelayedtechniques defer
the introduction into the map until the features are
near-Gaussian (Bailey, 2003), (Klippenstein et al.,
2007).Delayedtechniques often create temporal rep-
resentations for landmarks which are maintained in
separate filters and evolve with the incorporation of
new observations of these landmarks until they are fi-
nally introduced into the map (Davison, 2003).

The problem of depth computation for landmarks
is afforded in two separate ways. Some approaches
create depth representation from only one bearing as-
suming an approximate value for it. These techniques
are able to cover depths from the position were the
landmark was observed until infinity or until a max-
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imum depth within the workspace (Kwok and Dis-
sanayake, 2004), (Davison, 2003), (Montiel et al.,
2006). The other approach to depth computation is
the combination of observations taken from differ-
ent robot poses, where triangulation techniques are
used to recover the depth (Bailey, 2003), (Klippen-
stein et al., 2007).

The interest of this work refers to the comparison
of the bearing-only data representations and initial-
ization techniques, analyzed for different robot mo-
tions relative to depth of the landmarks in the scene.
Two feature parameterizations are studied. The first
is an standardcartesianparameterization, where fea-
tures are described by their(x,y) position. The alter-
native representation is an adaptation of theinverse-
depth(Montiel et al., 2006) to the 2D situation. Be-
sides, bothUndelayedandDelayedstrategies for fea-
ture initialization are used and their performance is
compared in different scenarios.

The problem studied in this paper refers to robots
moving on the plane, sensing the environment and ex-
tracting bearing-only information from uncalibrated
images to recover the position of the landmarks and
its own localization. As a result of this investigation,
some theoretical solutions are proposed, and their va-
lidity is supported by an exhaustive experimentation
using simulated data. Some preliminary experiments
have been carried out using real data from omnidirec-
tional images.

2 BACKGROUND

The problem studied in this paper is related to the use
of bearing-only information for the SLAM problem
using EKF. The robot moves on the plane and ele-
ments in the map are represented by their 2D coor-
dinates. Robot observes landmarks within a field of
view of 360◦ due to the use of omnidirectional cam-
eras and obtains bearing-only measurements. Odom-
etry is used to predict robot motion in every step. The
EKF Extended Kalman Filteris a widely used tech-
nique in these problems and a lot of information can
be found in the literature. The data association prob-
lem is not discussed in this paper. An innovation test
is used to select the observations which will be used
in the filter update. This test computes an individ-
ual compatibility for all observation-prediction pairs
and then obtains the greatest set of jointly compatible
pairs using the JCBB algorithm (Neira and Tardós,
2001). Although traditionally this algorithm is used
to solve the data association problem, we use it in or-
der to avoid the filter divergence in the presence of
poorly initialized features or high innovations.

Along this paper, next notation will be used:
x = (xr,x1...xn): the state vector containing cur-

rent robot pose (xr) and the positions of landmarks
(x1...xn)

P: the covariance matrix.
xrj = (xr j ,yr j ,θr j ) ∈ R

3, θr j ⊂ [−π,π] , for j =
1..k: j-th robot pose. When there is no confusion, the
subscriptj is omitted.

xi = (xi ,yi) ∈ R
2, for i = 1..n: Position of the i-

th feature in the map, forcartesianparameterization,
or xi = (xi ,yi ,θi ,ρi) ∈ R

4, θi ⊂ [−π,π], for i = 1..n:
when referring toinverse-depthparameterization.

zji : measurement taken from robot posej to fea-
ture i. When only one robot pose is used,zi refers to
the observation of featurei.

3 FEATURE
PARAMETERIZATION

Cartesian parameterizations represent features by
their (x,y) coordinates. This parameterization is very
intuitive since the feature position within the map can
be easily obtained. The initialization of features in
this cartesianparameterization is problematic due to
the nonlinearity of the triangulation techniques used
to recover its position based on the observations taken
from different robots poses. It can be easily shown
that bearings generate bigger uncertainty as landmark
position goes away from the camera. The observation
model for a featurexi = (xi ,yi) observed from a robot
posexr = (xr ,yr ,θr) is (Bailey, 2003):

zi = h(xr,xi) = arctan

(

yi −yr

xi −xr

)

−θr (1)

Inverse-depthparameterizations represent a fea-
turexi as a ray starting at(xi ,yi), the position where
the feature was firstly observed, with a global bearing
θi and a depth of1ρi

. Every feature is stored in the
state vector using these four parameters(xi ,yi ,θi ,ρi).
The cartesiancoordinates of the landmark could be
calculated as:

(

xi
yi

)

+
1
ρi

mi (2)

wheremi = [cos(θi)sin(θi)]
T .

The observation model withinverse-depthfor a
featurexi = (xi ,yi ,θi ,ρi) observed from a robot pose
xr = (xr ,yr ,θr) is:

h = atan2(hxy
y ,hxy

x ) (3)
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where(hxy
y ,hxy

x ) are the coordinates of the feature in
the robot reference:

hxy =

(

hxy
x

hxy
y

)

= Rr

((

xi
yi

)

+
1
ρi

mi −

(

xr
yr

))

(4)

with Rr =

[

cosθr sinθr
−sinθr cosθr

]

.

This observation model remains valid if next
equation is used instead of equation 4 provided that
ρi > 0:

hxy =

(

hxy
x

hxy
y

)

= Rr

(

ρi

((

xi
yi

)

−

(

xr
yr

))

+mi

)

(5)

As advantage with respect to thecartesianpa-
rameterization, the observation model for theinverse
depth is near linear. Additionally, landmarks at in-
finity (ρi = 0) or uncertainties that extend to infin-
ity can be represented. The main drawback of the
inverse-depthis that features are over-parameterized,
and therefore the Covariance matrix size is greater.

4 FEATURE INITIALIZATION

The feature initialization in SLAM consists in the cre-
ation of a representation of the landmark’s position
and its introduction into the stochastic map through
its meanand itscovariance matrix. The feature ini-
tialization problem of bearing-only is due to the fact
that features are only partially observable.

As told, a measurement only gives information
about the direction towards the landmark and two or
more observations must be combined in order to re-
cover the depth of the landmark. However, there are
some situations where the depth cannot be recovered
Next we give a formal description of these situations.
Theorem 1.- Let us namexr1 a robot position andxr2 a
second position translated but not rotated with respect
to xr1 . Let us namez1i the observation of a featurexi
taken fromxr1 and z2i the observation of the same
feature taken fromxr2 . Let us namedp the transla-
tion from xr1 to xr2 on a perpendicular direction to
z1i anddt the translation on a parallel direction toz1i .
Without loss of generality, letdt be equal to zero. The
landmark depth (distance betweenxr1 and the land-
mark) can be totally determined fromα = z1i −z2i as

depth= dp/ tanα (6)

Corollary 1.1.- This is an undetermined problem
(0/0) when simultaneouslydp = 0 andα = 0+ kπ
for k∈ Z.

Corollary 1.2.- This problem remains undetermined
independently of the magnitude ofdt .
Corollary 1.3.- The landmark is at infinity if simulta-
neouslyα = 0+ kπ for k ∈ Z anddp is different of
zero .
Theorem 2.- Let us namexr1 a robot position andxr2 a
second position rotated but not translated with respect
to xr1 . Let us namez1i the observation of a featurexi
taken fromxr1 and z2i the observation of the same
feature taken fromxr2 . Robot rotation (θr2) can be
absolutely determined fromθr2 = z1i −z2i.
Corollary 2.1.- Given a pure rotation motion, feature
depth cannot be recovered.
Corollary 2.2.- Given a translation and rotation mo-
tion with landmarks of infinite depth, the robot rota-
tion can be computed fromz1i − z2i for any dp < ∞
and robot translation cannot be recovered.

Based on these theorems, ill-conditioned situa-
tions are identified:
Proposition 1.- Depth of features aligned with robot
trajectory cannot be recovered. This situations is for-
malized in Corollaries 1.1 and 1.2.
Proposition 2.- Depth cannot be recovered with pure
rotation motions as shown in Corollary 2.1.
Proposition 3.- Landmarks at infinity give robot ori-
entation, but no translation information can be ob-
tained from them.This is based on Corollary 2.2.

Feature estimates calculated when the depth com-
putation problem is ill-conditioned present high co-
variances and great estimation errors which may
cause linealization problems. Once a feature has been
wrongly initialized, new observations taken from
robot poses not aligned with the feature will not be
able to correct its position. If acartesianparameter-
ization is used, an additional problem is that features
with infinite depth cannot be represented and their ini-
tialization must be deferred. This situation is formal-
ized in Corollary 1.3.

4.1 Undelayed Initialization

The undelayed initialization consists in the introduc-
tion of landmarks into the system the first time the
landmark is observed. This technique presents many
benefits since the information attached to a landmark
can be used earlier and it allows the use of landmarks
which may never been initialized if a delayed strat-
egy is used.Since the first time a landmark is observed
only bearing information is available, undelayed tech-
niques must deal with the problem of creating a repre-
sentation for the depth and its associated uncertainty.

If an inverse-depthparameterization is used, land-
marks are introduced using a fixed initial depth and an
uncertainty representation is created which covers all
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depths from somedmin to infinity. This initial depth
must be adjusted depending on the workspace.

Sincecartesianparameterization requires low co-
variances, anundelayedinitialization is only possible
if multiple hypothesis in depth are created (Kwok and
Dissanayake, 2004), (Kwok et al., 2007), (Sola et al.,
2005). All these approaches present a high complex-
ity and size of the map. Due to this complexity, ap-
proaches usingundelayedinitialization together with
cartesianparameterization are no longer analyzed in
this paper.

4.2 Delayed with Two Observations

This delayed technique consists in the combination of
the first two observations of a landmark to recover its
position using a triangulation algorithm. This is a not
purely delayed technique, since there are no condi-
tions which must be satisfied by the observations in
order for the landmark to be initialized, and all land-
marks are introduced in the map provided that they
are observed from at least two robots poses. The main
benefit of this initialization strategy is that the solution
is independent on the workspace. However, triangula-
tion algorithms used to recover the landmark position
are highly non-linear and, depending on the arrange-
ment of robot poses and features, the problem may be
ill-conditioned.

If a cartesianparameterization is used, the recov-
ered feature position must be near-Gaussian and co-
variances must be small. For this reason, additional
tests are used to check that features satisfy these con-
ditions. If features are parameterized usinginverse-
depth, this strategy may suppose a benefit in the sense
that it is independent on the size of the scene. There-
fore higher covariances in the estimates are admissi-
ble and recovered features are near-Gaussian even for
low parallaxes.

4.3 Delayed until Condition

In a pure delayed initialization technique, observa-
tions of landmarks are accumulated and its initializa-
tion is deferred until a condition of Gaussianity is sat-
isfied; then observations are used to create a repre-
sentation for the feature (Bailey, 2003), (Klippenstein
et al., 2007).

If a delayed initialization is used, some landmarks
may never been initialized. Since the information pro-
vided by landmarks cannot been used until the land-
mark is initialized, a delayed technique decreases the
amount of information available to improve robot the
pose. Many delayed techniques present a high com-
putational cost to calculate the condition, and have

their own problems and limitations. The main benefit
is that the representation for the landmark is more ac-
curate and reliable than the obtained by an undelayed
strategy.

5 DISCUSSION

As told, the aim of this work is the comparison of
cartesianand inverse-depthparameterizations com-
bined withdelayedandundelayedinitialization tech-
niques. These have been selected because are the
most commonly used, being also simple and of low
computational complexity.

5.1 Inverse-Depth Undelayed

This technique is an adaptation to the 2D situation of
the technique described in (Montiel et al., 2006). A
featurexi is introduced into the map using a single
observation. The current robot posexr = (xr ,yr ,θr)
is used together with the observationzi and an ini-
tial depthρ0 parameterized ininverse-depthto get the
feature representationxi. This depth is worked out
using a minimal distancedmin which must be selected
depending on the workspace:

ρmin =
1

dmin
;ρ0 =

ρmin

2
;σρ =

ρmin

4
(7)

where ρmin is the inverse of depth,ρ0 is the ini-
tial inverse-depth, which is the middle value of the
interval [0,ρmin], and σρ is the standard deviation
used to initializeρ0 (95% of ρ is in the interval
[

ρ0−2σρ,ρ0 +2σρ
]

= [0,ρmin].) The initial value of
the feature is calculated as:

xi = g(xr,zi ,ρ0) = (xr ,yr ,θr +zi ,ρ0) (8)

5.2 Inverse-Depth Delayed with Two
Observations

As a proposal, aninverse-depthparameterization
(Montiel et al., 2006) is combined with a delayed ini-
tialization technique where the second observation is
used to calculate the initial depth for the feature. The
position for the featurexi which has been observed
from xr1 andxr2 producing measurementsz1i andz2i
is calculated as follows:

xi = g(xr1 ,xr2z1i ,z2i) = (xr2,yr2,θr2 +z2i,ρ0)
ρ0 = s2∗c1−c2∗s1

(yr1−yr2)∗c1−(xr1−xr2)∗s1

(9)
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wherec j = cos(θ j + zji ) and sj = sin(θ j + zji ), for
j = 1,2.

An additional test is used in order to detect situ-
ations where inverse-depth cannot be recovered and
intersections take place in the opposite direction of
the observation. In these situations, the initialization
is deferred.

5.3 Cartesian Delayed with Two
Observations

Given the first two observationsz1i ,z2i of a landmark
xi taken from robot posesxr1 ,xr2 , the landmark po-
sition xi = (xi ,yi) is calculated as follows (Bailey,
2003):

xi = g1(xr1 ,xr2 ,z1i ,z2i) =
xr1s1c2−xr2s2c1−(yr1−yr2)c1c2

s1c2−s2c1

yi = g2(xr1 ,xr2 ,z1i ,z2i) =
yr2s1c2−yr1s2c1+(xr1−xr2)s1s2

s1c2−s2c1
(10)

wherec j = cos(θ j + zji ) and sj = sin(θ j + zji ), for
j = 1,2.

Similarly a test is used to check that features can
be recovered and intersections of bearings are not in
the opposite direction of the observations.

5.4 Cartesian/Inverse-Depth Delayed
until Finite Depth

A delayedtechnique is proposed where feature ini-
tialization is deferred until finite uncertainty in depth
can be estimated.

This is achieved by a simple test which compares
two observation rays and checks if they are parallel.
This situation is characterized by Corollaries 1.1 and
1.3. When observation rays are parallel, the uncer-
tainty in depth of the recovered landmark extends to
infinity and the initialization is deferred. This test is
especially useful when acartesianparameterization
is used, since infinite depths cannot been modeled.

Let xrj = (xr j ,yr j ,θr j ), for j = 1,2 be the two
robot poses where observationszji , for j = 1,2 to
a landmarkxi were taken. Global bearingsα ji , for
j = 1,2 to the landmark are calculated as:

α ji = θr j +zji (11)

If we nameSα ji the linearized propagated covari-
ance for bearingα ji then the Chi-squared test for Fi-
nite Depth is expressed as:

(α1i −α2i)
2

Sα1i +Sα2i

> χ2
0.99,1d.o. f (12)

5.5 Cartesian/Inverse-Depth Delayed
until Feature Not Aligned with
Robot Poses

As stated in Proposition 1, the initialization of fea-
tures aligned with the robot trajectory is problematic
when working with bearing-only data. When a fea-
ture is observed from two robot poses which are in
line with the feature, it is not possible to make a right
depth initialization. Corollary 1.1. gives a formal
explanation of this situation: feature is aligned with
robot trajectory when the observation rays are paral-
lel and the robot translation takes place in a direction
which is parallel to the observation.

Let xrj = (xr j ,yr j ,θr j ), for j = 1,2 be the two
robot poses where observations to a landmarkxi were
taken. From hereα1i , α2i , for j = 1,2 can be com-
puted with equation 11. LetSα ji , for j = 1,2 be their
linearized propagated covariances. Observation rays
are parallel when:

(α1i −α2i)
2

Sα1i +Sα2i

≤ χ2
0.99,1d.o. f (13)

The robot trajectory fromxr1 to xr2 has a global
inclination which can be calculated as:

θt = arctan

(

yr2 −yr1

xr2 −xr1

)

(14)

LetSθt be the linearized propagated covariance for
bearingθt . The trajectory is parallel to the observa-
tion rays when:

(θt −α ji )
2

Sθt +Sα ji

≤ χ2
0.99,1d.o. f (15)

for j = 1,2.
The initialization of features is deferred until a

pair of observations is available where the feature is
not aligned with the trajectory. This delayed tech-
nique is less restrictive than the explained in section
5.4 and is specially useful for aninverse-depthparam-
eterization since it allows the initialization and the use
of features of infinite depth.

6 EXPERIMENTS

In order to analyze the performance of the different
parameterizations and initialization techniques, some
experiments have been designed so that the perfor-
mance and robustness of the algorithms can be ana-
lyzed.

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

256



The experimentation and analysis of results is car-
ried out using a simulator which presents many ben-
efits. First of all, exactly the same experiment can
be solved by several algorithms so that results are
fully comparable. Besides, ground truth information
is available to compare with the obtained results.

Some preliminary experiments have been carried
out using omnidirectional images which can be seen
in Figure 1. The matches have been obtained using
SURF descriptors (Murillo et al., 2007).

Figure 1: Omnidirectional image: feature extraction and
matching.

In the simulated experiments, an observation noise
with an standard deviation of 0.125 degrees is used.
Features are placed on the walls of a squared room.

An initialization to the system is introduced from
three robot poses and the first 5 observed landmarks.
It is based on SFM techniques with the Trifocal Ten-
sor (Sagüés et al., 2006). The data association prob-
lem is not discussed in this paper and data association
is supposed to be perfect.

Algorithms have been tested in different scenarios
and under different conditions ofvisibility, trajectory
and step sizes. The Visibility affects to the number
of visible landmarks. Two possibilities are evaluated:
Total, where all features are visible from all robot
poses andSection, where the workspace is divided
into four sections; In every step robot observes the
features within its section and a few from the neigh-
borhood in order to connect the sections. When the
visibility is Total, no loop closing takes place and dis-
tant features are used.

As stated in section 4 theRobot Trajectoryhas
a big influence on depth computation in such a way
that if landmark is on the direction of robot transla-
tion, depth computation is an undetermined problem.
Two trajectories have been evaluated. The first is an
Squaredtrajectory composed by several pure trans-
lation motions and four 90◦ pure rotations. In this
trajectory some features are aligned with the robot
movement for many steps. The odometry noise is in-
troduced as a function of the step size (st) and it can
be seen in columnsPure translationandPure rotation
of Table 1. The second trajectory isCircular: Robot
describes a circumference when moving along the en-
vironment which supposes mixed rotations and trans-
lations. No feature in the map is observed in line with
the trajectory. The standard deviations of the odome-

try noise are shown in columnMixed motionof Table
1,

Table 1: Odometry noise relative to the step size (st).

Standard Pure Pure Mixed
deviation translation rotation motion

xr 0.01∗ st 0.03∗ st 0.03∗ st
yr 0.01∗ st 0.03∗ st 0.03∗ st
θr 2◦ 2.5◦ 2.5◦

TheStep Sizedetermines the distance (in meters)
between two consecutive robot poses. This is the pa-
rameter which affects the most the behavior of algo-
rithms. Step sizes of 0.125 m, 0.250 m, 0.5 m and 1
m are tested.

6.1 Analyzed Information

The variables used in order to analyze the perfor-
mance of an algorithm are listed below.

Final Divergence. Percent of results where the final
robot pose diverges from its estimation. The condi-
tion which is tested for each component(xr ,yr ,θr) in-
dependently can be written as

(a− â)2

P
> χ2

0.99,1d.o. f . (16)

a being (xr ,yr ,θr) the ground-truth,̂a the estimated
value for variablea andP its estimated covariance.

Map Consistency. Percent of features in the final
map whose estimation isconsistentwith the ground
truth. A feature is consideredconsistent if the estima-
tion error in itsxi or yi coordinate satisfy:

|a− â|

+
√

P χ2
0.99,1d.o. f .

≤ 1.5 (17)

where the variablea represents thexi or yi coordi-
nates.
Trajectory Divergence. Percent of steps in the
trajectory where the estimation of the robot pose (xr ,
yr , θr ) diverges.

Feature Initialization Step. Average of the number
of steps needed to initialize a feature, calculated as
the difference between the step when a feature is first
observed and the one when the feature is introduced
into the map.

Feature Usage. Average of the feature used per step
calculated as the percentage of features used in the

PARAMETERIZATION AND INITIALIZATION OF BEARING-ONLY INFORMATION - A Discussion

257



0.1250.25 0.5 1

0

20

40

60

80

100

Final divergence

step size

%
 fi

na
l d

iv
er

ge
nc

e

xy−d
xy−f
xy−l

0.1250.25 0.5 1

0

20

40

60

80

100

Map consistency

step size

%
 c

on
si

st
en

t f
ea

tu
re

s

xy−d
xy−f
xy−l

0.1250.25 0.5 1

0

20

40

60

80

100

Trajectory divergence

step size

%
 s

te
ps

 d
iv

er
ge

nc
e

xy−d
xy−f
xy−l

(a) (b) (c)

0.1250.25 0.5 1

1

1.5

2

2.5

3

3.5

4

Feature initialization step

step sizenu
m

be
r 

of
 s

te
ps

 to
 in

iti
al

iz
e 

fe
at

ur
es

xy−d
xy−f
xy−l

0.1250.25 0.5 1

0

20

40

60

80

100

Feature usage

step size

%
 fe

at
ur

es
 u

se
d 

pe
r 

st
ep

xy−d
xy−f
xy−l

0.1250.25 0.5 1

0

20

40

60

80

100

Map consistency per step

step size

%
 c

on
si

st
en

t f
ea

tu
re

s 
pe

r 
st

ep

xy−d
xy−f
xy−l

(d) (e) (f)

Figure 2: Cartesian delayed techniques comparison. Analysis of the results for different step sizes (x-axis). The algorithms
used arecartesian delayed. xy-d: with two observations.xy-f: until finite depth. xy-l: until feature not aligned with robot
poses.

filter update versus the features observed.

Map Consistency per Step. Average of the percent
of consistent features in the map in every step.

Additionally, information related to the precision
and error of the final robot pose, the trajectory and the
final map has been also studied.

6.2 Results

A total of 160 experiments have been designed, and
all of them have been solved using the available algo-
rithms discussed in section 5. For the Inverse-depth
undelayed, a minimal depthdmin = 0.5m is used.

The results are analyzed in three different blocks.
In the first we compare thecartesian delayedalgo-
rithms. In the second, we compare allinverse-depth
delayedapproaches and in the third block, a global
comparison is carried out where the best of thecarte-
sian delayedalgorithms and theinverse-depth de-
layed algorithms are compared to theinverse-depth
undelayedalgorithm.

6.2.1 Cartesian Delayed Comparison

The results obtained by thecartesian delayedalgo-
rithms can be found in Figure 2. The cartesian de-
layed until finite depth (xy-f) algorithm performs bet-

ter than the delayed with two observations (xy-d) and
the delayed until features not aligned (xy-l) methods:
the final divergence (Figure 2.a) and trajectory diver-
gence (Figure 2.c) are the lowest for all step sizes, the
map consistency (Figure 2.b, Figure 2.f) are the high-
est, and the number of features used to update (Figure
2.e) is higher than the used by the other cartesian al-
gorithms for all step sizes even though this algorithm
needs more steps to initialize a feature (Figure 2.d).

6.2.2 Inverse-depth Delayed Comparison

From the study of the results obtained by the inverse-
depth delayed algorithms, we can observe that all al-
gorithms performed in a very similar way (Figure 3).
The final divergence (Figure 3.a), map consistency
(Figure 3.b), trajectory divergence (Figure 3.c), fea-
ture usage (Figure 3.e) and map consistency per step
(Figure 3.f) results are similar for all inverse-depth de-
layed algorithms.Only the feature initialization step
(Figure 3.d) differs, due to the use of the different de-
layed strategies.

An especial study is carried out in order to com-
pare the capability of the inverse-depth algorithms to
deal with features which are observed during many
steps aligned with the trajectory. The most critical sit-
uation is when the robot moves following an squared
trajectory and only observes landmarks within its sec-
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Figure 3: Inverse-depth delayed comparison. Analysis of the results for different step sizes (x-axis). The algorithms are: id-d:
with two observations.id-f: until finite depth. id-l: until feature not aligned with robot poses.

tion. In this situation the problematic features are F12,
F23, and F34 (Figure 4). In this figure, the ground-
truth robot trajectory and landmark positions are dis-
played in red, while the estimates and uncertainties
calculated by the algorithms are drawn in blue. As
can be observed, both the trajectory and the landmark
positions have been correctly estimated in all cases.
However, features F12, F23 and F34 present high un-
certainty (Figure 4.a) when the algorithm used is the
inverse-depth with two observations(id-d).

Paying attention to the problematic features (F12,
F23, F34) in Figure 4 we can observe the results of
an earlier initialization of features which are in line
with the trajectory. Even though their initial estimate
and covariance correctly represent the feature posi-
tion, posterior observations are not able to correct its
position due to the huge innovation.

The Inverse-depth delayed until finite depth(id-
f) andInverse-depth delayed until feature not aligned
with robot poses(id-l) performed in a similar way.
However, the second is preferred because of its capa-
bility to initialize and use features of infinite depth.

6.2.3 Global Comparison

As can be observed in Figure 5, the behavior of the
inverse-depth undelayed algorithm (id-u) is seriously
affected by the step size. For the smallest step size
(0.125m), almost all experiments converged in the last

robot pose (Figure 5.a) while for the other step sizes,
many experiments diverged. The number of consis-
tent features in the final map (Figure 5.b) is lower than
for the other algorithms. This behavior is also ob-
served for the number of consistent features per step
(Figure 5.f).

The cartesian delayed until finite depth algorithm
(xy-f), its behavior is not so much affected by the step
size but we can observe a better performance when
the step size increases: the final divergence (Figure
5.a) is slightly higher for smaller step sizes. The num-
ber of consistent features in the final map (Figure 5.b)
and along the steps (Figure 5.f) slightly decreases for
smaller step sizes. The feature usage (Figure 5.e) re-
mains high for all step sizes.
The inverse-depth delayed until features not aligned
algorithm (id-l) produced the best results, exhibiting
an stable behavior for all step sizes: almost all ex-
periments converged (Figure 5.a) and also along the
trajectory (Figure 5.c). Almost all features are consis-
tent in the final map (Figure 5.b) and along the steps
(Figure 5.f), and the feature usage is the highest (Fig-
ure 5.e).

An interesting information about the features us-
age can be extracted from Figure 5.d and Figure 5.e:
it can be observed that when an undelayed strategy
is selected, the percent of features used to update the
map in every step (Figure 5.e) is much lower than the
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Figure 4: (a) Inverse-depth delayed with two observations.(b) Inverse-depth delayed until feature not aligned with robot
poses. (c) Inverse-depth delayed until finite depth.
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Figure 5: Global comparison. Analysis of the results for different step sizes (x-axis). The algorithms used are: id-u:inverse
depth undelayed, dmin = 0.5m. xy-f: cartesian delayed until finite depth. id-l: inverse depth delayed until feature not aligned
with robot poses.

used by the delayed algorithms even though features
initialization requires a lower number of steps (Figure
5.d.) Therefore, delayed techniques provide impor-
tant benefits due to the fact that the initial estimates
introduced into the map are better with lower covari-
ance.

7 CONCLUSIONS

In this paper we have discussed feature parameteri-
zation and initialization using bearing-only measure-
ments. Both considerably affect the results of the al-
gorithms. However, this paper shows that even with
a perfect feature parameterization, if the initialization
problem is ill-conditioned the results are inconsistent.
As conclusion we can state that in general situations
the delayed inverse depth until features not aligned
performs competitively.

An interesting result of this study is the related
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to the cartesian parameterization when it is combined
with a finite depth test. It was expected that carte-
sian algorithm based in triangulation techniques were
to suffer a great degradation of their performance for
small step sizes. However, results show that the algo-
rithm delayed until finite depth with cartesian param-
eterization is not very sensitive to the step size and
exhibits very competitive results, which makes it an
appropriate algorithm for indoors. Other interesting
conclusion is that introducing features earlier in the
EKF does not mean that more/better information will
be available to update the state.

In this paper we have also stated ill-conditioned
situations: a pure rotation motion and features aligned
with the trajectory. None of them can be managed in
any case. Some ideas have been presented to detect
these situations which will allow the algorithms to de-
cide which data can be used in each step.
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Abstract: This paper considers the behavior planning of robots deployed to act autonomously in highly dynamic envi-
ronments. For such environments and complex tasks, model-based planning requires relatively complex world
models to capture all relevant dependencies. The efficient generation of decisions, such that realtime require-
ments are met, has to be based on suitable means to handle complexity. This paper proposes a hierarchical
architecture to vertically decompose the decision space. The layers of the architecture comprise methods for
adaptation, action planning, and control, where each method operates on appropriately detailed models of the
robot and its environment. The approach is illustrated for the example of robotic motion planning.

1 INTRODUCTION

The spectrum of applications for future robots will
continuously grow, and an increasing percentage will
be employed in dynamic environments. Examples
are service robots which assist elderly or disabled
persons and rescue robots which operate in hostile
areas that are devastated by earthquakes or similar
incidents. A characteristic of such applications is
that an autonomous planning of actions must consider
changing environment conditions and include reliable
and immediate decisions on which available resources
should be employed to fulfill a momentary task. In
particular, if the environment includes dynamic ob-
jects with non-deterministic or partly unpredictable
behavior, the representation of the constraints for a
planning problem becomes complex and has a signif-
icant impact on the realtime-computability of action
plans. Another difficulty encountered in this case is
that environment models which are purely identified
based on data series measured over a short period of
time for a specific situation are merely suitable to re-
flect the behavior of the environment sufficiently well.

In order to cope with the issues of model complex-
ity and quality of prediction within action planning,
this paper proposes a planning architecture which
combines multi-layer decision making with the use of

a knowledge base for storing learned goal-attaining
action strategies. Of course, the idea of hierarchi-
cal planning architectures is not new in general, and
corresponding approaches can be found, e.g., in (Nau
et al., 1998), (Galindo et al., 2007), (Barto and Ma-
hadevan, 2003). However, the novel contribution of
this paper is that a three-tier scheme is suggested
which separates the planning task into steps of config-
uring the system structure, of planning a sequence of
actions, and refining these actions into locally optimal
control trajectories. The configuration step allocates
the set of resources (sensors, actuators, or algorithms
for planning and control) that seem most appropriate
to accomplish a given task. By employing reinforce-
ment learning, the action planning on a medium layer
produces a sequence of discrete actions that qualita-
tively accomplish the task. The third layer refines an
action plan by generating control trajectories which
correspond to the action plan and establish a quanti-
tative setting for the actuators over time. The overall
concept setting is explained in the following section.
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2 HIERARCHICAL PLANNING
APPROACH

The proposed hierarchy vertically decomposes a com-
plex planning task for reduction of complexity wher-
ever possible, and consists of the layers shown in
Fig.1: The adaptation-layer perceives and evaluates
the current situation based on measured data and de-
cides on the configuration, i.e. the resources selected
to solve a current task. The planning layer consid-
ers the allocated resources and existing constraints for
calculating an action plan that accomplishes the task.
In the opposite direction, information about the ex-
istence of a feasible plan for the chosen configura-
tion is transmitted from the planning to the adaptation
layer. The control layer refines the action sequences
received from the planning layer by computing a con-
trol trajectory for each action. The control trajectory
is then passed to the corresponding actuators of the
system. If no feasible trajectory is found for an ac-
tion (or a part of the action sequence), this informa-
tion is passed by to the planning layer and triggers
replanning. Thus, the three layers continuously inter-
act during the online execution to compute a task ac-
complishing strategy. To enable this computation, the
system must have the capability to predict the behav-
ior of itself and its environment up to a point of time in
which the task is accomplished or cannot be accom-
plished anymore. These predictions are obtained from
evaluating the models shown in Fig. 1 for a choice of
configurations, action sequences, and control strate-
gies.

The hierarchy implements a nested feedback loop
also in the following sense: as soon as a current sit-
uation changes (e.g. because either a task changes
or a relevant change of the environment is detected)
the previously generated configuration, action plan, or
control trajectory is re-evaluated and possibly modi-
fied. The reactivity to the behavior of the environ-
ment requires continuous update of the models based
on measurement signals from the sensors of the au-
tonomous system. On each layer, appropriate identi-

Models

Configurations

State transition 

systems

Hybrid Automata

Adaptation Layer

Planning Layer

Control Layer

Knowledge 

base

Figure 1: The hierarchical architecture.

fication techniques are included to reparametrize the
models to the momentarily perceived situation.

In summary, the main objective of the three-tier
architecture is (a) to decompose the decision making
into three qualitatively distinct categories, (b) to se-
lect components, algorithms, and behavior in a top-
down manner to reduce the search effort in the deci-
sion space, and to (c) include a knowledge-base by
which already ’experienced’ (or learned) behavior is
used as heuristics for efficiently deciding which strat-
egy is goal-attaining. For this scheme, the claim is
not to outperform single state-of-the-art algorithms on
a particular layer, but to provide an architecture for
proper integration of different algorithms to solve a
broad variety of complex planning tasks.

3 ADAPTATION LAYER

The termadaptationis here understood as the capa-
bility of an autonomous system to react to changing
tasks or varying aspects of the context in which the
system is embedded. The term ’context’ refers to the
state of the system environment, as e.g. the proximity
of obstacles to a moving robot (the ’system’). The
adaptation on the uppermost layer of the hierarchy
means here to deduce from the current context and
a task to be accomplished a suitableconfiguration,
which is a subset of available components, i.e. avail-
able hardware devices (e.g. actuators) or software
algorithms for action planning and control.

Components. On the adaptation layer, the system
and its environment are described in terms of com-
municating units calledcomponents. Formally, a
system is defined as a pair(C,CH) with C as a set
of components andCH as a set of channels. The
components communicate through directed channels,
which are defined bych= C×C× Id with Id as a set
of unique names. A system is completely determined
by a network of components connected via channels,
and the components send messages along channels
and thereby express their behavior. Different ways
to describe such behavior exist, like e.g. process
algebras or relations on inputs and outputs like
FOCUS (Broy and Stoelen, 2001) or COLA (Haberl
et al., 2008). Thebehaviorof a component is here
specified by a sequence of datamsg∈ MSG which
is received and sent over the portsI and O of the
component.

Adaptation Mechanism. To formalize the adapta-
tion of a component-based model, the notion ofMode
Switch Diagrams(MSD) is introduced. An MSD is
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a tuple(M,map,δ,m0) defining a transition system
with a set of modesM, a transition functionδ, a func-
tion map: m→C that relates modes to components,
andm0 is the initial mode. The transitions are defined
by δ : M×P→M with predicatesP depending on the
inputs i ∈ I of the components assigned to a mode.
The functionδ encodes the transition of the MSD be-
tween two modesmi andmi+1, and it represents the
adaptation. An example of an adaptation is shown in
Fig. 2. An activated modemi+1 determines the com-
ponents of the system which are selected until a new
context change triggers another transition. The mode
constitute the frame for the action planning carried
out on the medium layer.

m1 m2

c1 c2c3

δ1

II OO

Figure 2: Transition between two modesm1 andm2 of an
MSD example.

4 PLANNING LAYER

The planning layer comprises algorithms that search
for a sequence of actions which transfers the ini-
tial state of the system or environment into a desired
goal state. The specific algorithm to be used for a
given task, the available set of actions, and the rel-
evant model is determined by the mode information
received from the adaptation layer. The model used
on the planning layer is specified as a state transition
systemΣ = (S,A,δ) consisting of a set of statesS=
{s1,s2, . . . ,sn}, a set of actionsA = {a1,a2, . . . ,am},
and a transition functionδ : S×A→ 2S. The planning
task is mapped into a goal statesG (or a set of goal
statesSG ⊆ S, respectively) which has to be reached
from a current states0 ∈ S. A plan is a sequence of
actions that evokes a state path ending insG (or an
s∈ SG).

The planning techniques on the medium layer fol-
low the principle ofreinforcement learning. In order
to formulate the planning problem as optimization, an
utility function r : S×S→R is introduced, which de-
fines the reward of taking a transition ofΣ. The goal
is encoded implicitly by assigning a high reward to a
state sequence via which a goal state is reached, and
by producing a negative reward for undesired behav-
ior of Σ. Reinforcement learning represents learning
from interaction, i.e. the system learns a strategy (as a
state-to-action mapping) based on the reward. At time
t, the system observes the states∈ S, and for a cur-

rent policyπ = P(a|s) an actiona∈ A is chosen. The
system moves from states to s′ according to the tran-
sition function, and it receives the rewardr. The goal
is to learn a policyπ which maximizes the cumulative
discounted future reward. By introducing the action-
value functionQ(s,a), a measure is available which
estimates the profit of taking an actiona in states.
The action-value function under policyπ is given by
the Bellman equation:

Qπ(s,a) = [R(s′|s,a)+ γ∑
a′

π(s′,a′)Qπ(s′,a′)],

wheres′ anda′ denote state and action at the next time
instant. γ is the discount factor and is given by 0<
γ < 1. R(s′|s,a) denotes the reward for taking action
a in states, resulting in the new states′. If the reward
function as well as the system dynamics are known,
the optimal policy

Q∗ = max
π

Qπ(s,a)

can be calculated explicitly, resulting in a system of
|S| · |A| equations. Since this is often computation-
ally intractable (in addiion to some dynamics may not
be known before-hand) approximations to the optimal
action-value function are used.

One possible algorithm to estimateQ∗(s,a) is
called SARSA (Takadama and Fujita, 2004), which
learns the current state-value functionQ(s,a) by up-
dating the function with the observed reward, while
interacting with the environment:

Q(s,a)←Q(s,a)+ α[r + γQπ(s′,a′)−Q(s,a)],

whereα is the learning rate. SARSA is a so calledon-
policy RL algorithm, which updates the action-value
function while following a policyπ. The policy isε-
greedy, where the greedy actiona∗= argmaxaQ(s,a)
is selected most of the time. Once in a while, with
probabilityε, an action is chosen randomly. SARSA
is used here as RL technique in order to reduce the
“risk” by avoiding negative rewards while paying
with a loss of optimality (Takadama and Fujita, 2004).

5 CONTROL LAYER

The control layer ensures the correct execution of the
action sequence derived on the planning layer. It es-
tablishes a connection of the discrete actions received
from the medium layer to the real world by apply-
ing continuous signals to the system’s actuators. The
combination of discrete actions with continuous dy-
namics motivates the use ofhybrid automata(Hen-
zinger, 1996) to model the behavior on the control
layer. Hybrid automata (HA) do not only establish
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an adequate interface to the higher layers, but also
provide the necessary expressivity required to model,
e.g. robot-object-interaction. For each component se-
lected by the adaptation layer, one hybrid automaton
is introduced, and the various automata can interact
via synchronization or shared variables.

Using a variant of HA with inputs according to
(Stursberg, 2006), a hybrid automaton modeling the
system is given byHA = (X,U,Z, inv,Θ,g, f ), with
X as the continuous state space,U the input space,
Z the set of discrete locations,inv the assignment
of invariance sets for the continuous variables of
the discrete locations, andΘ the set of discrete
transitions. A mappingg : Θ → 2z associates a
guard set with each transition. The discrete-time
continuous dynamicsf defining the system dynamics
is x(t j+k) = f (z(tk),x(tk),u(tk)). At any timetk, the
pair of continuous and discrete state forms the current
hybrid states(tk) = (z(tk),x(tk)). Hybrid automata
for modeling relevant components of the environment
introduced without input setsU (since not directly
controllable).

Model Predictive Control. In order to generate con-
trol trajectories for the HA, the principle ofmodel pre-
dictive control(MPC) is used (Morari et al., 1989).
Considering the control problem not only as a motion
planning problem like typically done in the robotic
domain, e.g. (LaValle, 2006), but as an MPC prob-
lem has the following advantages: (1) an optimal so-
lution for a given cost function and time horizon is
computed, (2) model-based predictions for the behav-
ior of the system and the environment lead to more
reliable and robust results, and (3) a set of differential
and dynamic constraints can be considered relatively
easy. The MPC scheme solves, at any discrete point
of time th, an optimization problem over a finite pre-
diction horizon to obtain a sequence of optimal con-
trol inputs to the system. The optimization problem
considers the dynamics of the system and the follow-
ing additional constraints: a sequence offorbidden re-
gionsφF,k = {Fk,Fk+1, · · · ,Fk+p}, and a sequence of
goal regionsφG,k = {Gk,Gk+1, · · · ,Gk+p} are speci-
fied over the prediction horizonp·(tk−tk−1). Here,Fk
denotes a state region that the system must not enter,
andGk is the state set into which the system should
be driven. The constrained optimization problem can
be formulated as:

min
φu,k

J(φs,k,φe,k,φu,k, p,φG,k)

s.t. s(t j) /∈ Fj ∀ j ∈ {k, . . . ,k+ p}

umin≤ u(t j)≤ umax

φs,k ∈Φs andφe,k ∈Φe

whereφs,k andφe,k are the predicted state trajectories
of the system and the environment, which must be
contained in the sets of feasible runsΦs andΦe. No
states(t j) contained inφs,k must be in a forbidden
regionF(t j). umin andumax are the limitations for the
control inputsu(t j) and thus for the control trajectory
φu,k. A possible solution technique for the above
optimization problem is the following sequential
one: (1) an optimizer selects a trajectoryφu,k, (2)
the models of system and environment are simulated
for this choice leading (possibly) to feasibleφs,k
and φe,k, (3) the cost functionJ is evaluated for
these trajectories, and (4) the results reveals ifφu,k
should be further modified for improvement of the
costs or if the optimization has sufficiently converged.

Knowledge Base and Learning. In order to improve
the computational efficiency, the MPC scheme is en-
hanced by a knowledge-base, in which assignments
of action sequences to situations is stored. The ob-
jective of the learning unit with a knowledge base
is to reduce the computational effort by replacing
or efficiently initializing the optimization. The sit-
uations in the knowledge base are formulated as tu-
ple δ = (φs,k,φe,k,φG,k,φF,k,φu,k,J), wheres(tk) and
e(tk) again denote the current state of the system and
the environment, andφu,k, φG,k, andφF,k are the se-
quences of control inputs, the goal, and forbidden
sets, respectively. For a given situation at the current
time tk, by usingsimilarity comparison1, the learning
unit infers a proper control strategyφL

u,k if it exists.
Otherwise, the optimization is carried out and the re-
sult is stored in the knowledge-base.

6 APPLICATION TO A KITCHEN
SCENARIO

The presented hierarchical architecture is applied to
a service robot in a kitchen scenario. The task of the
robot is to lay a table (see Fig 3), i.e. the robot is
expected to drive back and forth between a table and
a kitchenette for positioning plates and cutlery on
the table. The scenario obviously formulates a very
challenging planning task, as the robot has to decide
which object to take, how to move to the desired place
at the table, and how to avoid collision with humans
moving in the same space – this is the motivation
for employing a decomposition-based planning
approach. To simplify the upcoming presentation, the

1Similarity is here defined by small distances of the
quantities specifying a situation in the underlying hybrid
state space.
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Figure 3: Setting of the kitchen scenario.

further discussion is here restricted here to the part of
robot motion planning only.

Adaptation. On the uppermost layer, the set of
componentsC comprises the relevant physical com-
ponents of the setting and the choice of algorithms
being available on the planning and control lay-
ers. Thus, the kitchenK, the tableT, the kitch-
enette KN, the refrigeratorR, the robot dynam-
ics B1, the quantized robot dynamicsB2, the per-
sonsP1 andP2, the reinforcement learning algorithm
alg1, the MPC algorithmalg2, the learning algo-
rithm alg3, and the knowledge basekb are elements
of the set of components for the motion scenario:
C = {K,T,KN,R,B1,B2,P1,P2,alg1,alg2,alg3,kb}.
Modes are defined for the component structure like
described above, i.e. they represent a particular sub-
set ofC according tomap: m→C. Note that modes
may only affect parts of the system and that nesting
of modes is possible (leading to alternative choices).

For the different steps in the motion planning
problem, the adaptation chooses appropriate algo-
rithms by switching to a corresponding mode. For the
motion of the robot from one point to another within
the kitchen, only one modem1 has to be be defined. It
encodes the path planning by reinforcement learning
for the planning layer and the calculation of the
corresponding input trajectories to the dynamic
system (including learning about situations) for the
control layer. For this example, adaptation (in the
sense of a switch between modes) occur only if the
goal changes due to the current one being achieved
or becoming unreachable.

Planning. The statess∈ Sof the state transition sys-
tem Σ for this particular example represent different
positions of the robot within the kitchen. The ac-
tionsa∈ A on the planning layer denote constant in-
puts ui , i ∈ {1, . . . ,n} (applied for a fixed timeT)
for the HA modeling the robot motion on the con-
trol layer. A discrete state ofΣ represents the motion

for timeT, and it correspond to the trajectory obtained
from integrating the resulting dynamicsfz(x,ui) spec-
ified on the control layer. Five constant inputsu1 =
(1,0)T , u2,3 = (0,±π/4)T, u4,5 = (1,±π/4)T encode
pure translation, pure rotation, and curve transition re-
spectively. The state setSof Σ represents a discretiza-
tion of the floor space of the kitchen (modeled by two
continuous variablesx1,x2 on the lower layer). The
discretization follows implicitly from the solution of
the continuous dynamics on the control layer.

Choosing a reward ofr = −1 for every taken
action, the SARSA algorithm results in a sequence
with a minimum number of actions. If the robot hits a
static obstacle a reward ofr = −10 is used to update
the action-value functionQ(s,a). The outcome of
the algorithm is depicted by the bold dashed line in
Fig. 5, resulting from the concatenation of the action
primitives. Σ consists in about 1000 states in this
particular setup and the RL algorithm converges after
approx. 80 runs (see Fig. 4), leading to a trajectory
consisting about 20 actions. For a faster convergence,
the action-value functionQ(s,a) is suitably initialized
by a solution that leads to the goal position for the
case that no dynamic obstacles are present.
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Figure 4: Reward improvement over repetitions of the mo-
tion.

Control. The HA used to model the robot that is
regarded in the simulation scenario is defined with
two locationsz1 and z2. Location z1 defines the
kitchen domain, and locationz2 represents that the
robot enters a circular region around one of the
two moving persons being present in the kitchen;
in z2 the speed of the robot is reduced. Thus,
the dynamics in the two locations aref1 = x(tk) +

(sin(ϕ)u1(tk), cos(ϕ)u1(tk), u2(tk))
T ·∆t and f2 = x(tk)+

0.5(sin(ϕ)u1(tk), cos(ϕ)u1(tk), u2(tk))T ·∆t with a time-
step∆t, a position vectorx and a heading angleϕ. The
objective function for the MPC algorithm specifies
the deviation from the trajectoryy obtained from the
planning layer: J = ∑H

p=1‖x(tk+p)− y(tk+p)‖
2
2 with

the prediction horizonH. For the computation, a step
size of ∆t = tk+1− tk = 0.1 seconds and horizon of
H = 10 is chosen. The forbidden regions are defined
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as circles around the persons and the goal set follows
from the trajectoryy.

The solution of the optimization problemφu, is
stored in the knowledge base together with the ob-
served situation. The similarity measure of situations,
needed to extract a previously calculated control in-
put, is defined in terms of the Euclidean distances of
the current state of the system and position of the per-
sons.

Fig. 5 shows by the dotted line as outcome of the
MPC algorithm the motion of the service robot from
the kitchenette (1) to the table (2) and further to the
refrigerator (3). The underlying map represents the
kitchen in 2D and is used for the localization of the
robot. For three time stampst1, t2, and t3 the posi-
tions of the robot and the two persons are marked by
a circle, and by a square / triangle respectively. The
dash-dotted lines mark the motion of the two persons.

2

People in motion
with safety margin

1

3

t0

t0

t0

t1

t1t1

t2

t2
t2

Figure 5: Trajectories of the robot moving between kitch-
enette (1), table (2), and refrigerator (3).

For each varying goal positions, the knowledge
base is filled with information on goal-attaining
strategies for future use. Employing the knowledge
base reduces the calculation time essentially. The ser-
vice scenario is simulated in thePlayer/Stage/Gazebo
(PSG) environment.

7 CONCLUSIONS AND
OUTLOOK

The aim of the presented concept is to provide an ar-
chitecture by which the combination of control meth-
ods applied to hybrid systems, techniques from artifi-
cial intelligence, and vertical decomposition of tasks
is realized. Simultaneously, the approach intends to

cover the whole perception-reasoning-action loop of
an autonomous system that has to make decisions for
goal-oriented behavior in new situations. While the
considered example is quite simple, it illustrates the
mechanism of task decomposition and improves ef-
ficiency of computing suitable control trajectories by
the use of machine learning techniques.

Current work is focussed on extending the plan-
ning hierarchy to different learning and control algo-
rithms.
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Abstract: We describe an artificial vision system used to recognize theSpanish car license plate numbers in raster images.
The algorithm is designed to be independent of the distance from the car to the camera, the size of the plate
number, the inclination and the light conditions. In the preprocessing steps, the algorithm takes a raster image
as input and gives an ordered list of license plate areas candidates. Only in very rare occasions the second and
third candidates are needed; most of the cases the first candidate is the correct one. During the preprocessing
a new filter has been used. This filter is only applied to low saturation areas, getting better results this way. In
order to choose the best classifier for the classifying stage, a comparative study has been performed using the
data mining tool Weka.

1 INTRODUCTION

License plate number recognition or license plate
recognition (LPR) is one of the most practical ap-
plication of image processing and pattern recogni-
tion techniques. Its most common use is the control
of parking areas (Sirithinaphong and Chamnongthai,
1999) and traffic monitoring (Setchell, 1997). In these
contexts the distance to the camera, position, inclina-
tion and other variables that affect the image are quite
well controlled and hence it is possible to take ad-
vantage of these restricted working conditions (Emiris
and Koulouriotis, 2001). The application presented
in this paper is designed to work in not so restricted
and structured environments. We want to locate the li-
cense plate and recognize its number independently of
its size, orientation, position or lightening condition.
The only restriction we assume is that the background
of the license plate number is white and the characters
color is black. This is the common style for the Span-
ish license plates which we want to recognize.

The process of license plate number recognition
involve three main steps: i) license plate localization,
ii) character segmentation, and iii) character recogni-
tion. We have structured the rest of the paper in ac-
cordance with these steps. However, we will give an
introduction to the Spanish licence plate number sys-
tem first.

1.1 Spanish License Plates Formats

The increase in the number of cars has put to the lim-
its the license plate number systems. So, plate num-
ber systems have needed to be adapted as the num-
ber of cars approached the maximum number these
systems could register. In Spain, initially, the plate
number were composed by one or two letters to code
the province followed by up to six digits. This sys-
tem lasted till 1971 when the plate numbers in Madrid
(Urios-Mondéjar, 2007), the capital of Spain, were
approaching the number 999999. In the new system
there were four digits and a letter in a first moment,
and later was necessary to use two letters. With the
joining of Spain to the European union a new change
happened.

In the year 2000, and close again to the coding
limit of the system, a new change is made. In the
new system a plate number is composed by four dig-
its followed by three letters. Besides, the province
code disappeared and an European Union logo with
blue background and a ‘E’ in white1 appeared in the
left side of the plate number. As well, whenever a
plate number need to be substituted because it is de-
teriorated, the new plate number will came with the
European Union logo, even if the plate number is in
the old format with the province code.

1‘E’ for “ España”, “Spain” in Spanish
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Table 1: Common Spanish plate number formats

With province code and no let-
ter

With province code and letters

With province code, letters and
European Union logo

Current plate number code

In Table 1 it is possible to see all these
formats2. These and others facts about Span-
ish plate numbers can be found in the webpage
http://www.geocities.com/amoros29/.

2 LICENSE PLATE
LOCALIZATION

2.1 Image Preprocessing

The first stage of the process is to locate the licence
plate area in the input photo. In order to do so, we
need to emphasize regions of high spatial frequency
that correspond to edges. Therefore, we first use the
classic Sobel filter. As the input to this step of the pro-
cess is an RGB color image, and we know that in the
license plate the background is white and the char-
acters are black, we will apply the horizontal Sobel
filter to the areas of low saturation. The saturation is
obtained from RGB color image using the formula

S=

{

0 if max{R,G,B}=0,
max{R,G,B}−min{R,G,B}

max{R,G,B} otherwise.
(1)

All the achromatic colors (grey scale colors) have the
same saturation and lower than any chromatic color.
Note that the white could be actually gray depending
on illumination conditions. The black and white pix-
els of the license plate areas will have low saturation.
So, we discard all the pixels with high saturation and
apply the Sobel filter only to the pixels with low satu-
ration. Experimentally, we found that the best results
are obtained when applying the Sobel filter to pixels
with saturation lower than 0.35. In Figure 1 we can
see the results of using this heuristic.

2In the Spanish plate number system there are two rows
plate numbers too, as well as other special plate numbers,
that has not been taken into account in the applications ex-
plained in this paper.

Figure 1: Top left: Original RGB image. Bottom left: After
applying traditional Sobel filter. Top right: the image with-
out the low saturation areas. Bottom right: After applying
the conditional Sobel filter.

Another heuristic we use here is to discard the
30% top part of the image and the 10% of the bottom
part. This areas never have a license plate number
(Rodrı́guez, 1999).

Next in the process is the binarization. We obtain
a black and white image from the result of the pre-
vious transformation. The binarization threshold is
chosen to get a black and white image with only 2%
of the pixels being white, this way only those pixels
with high intensity variation are considered as edges
in the license plate. The edges due to background, or
without that high intensity variation are discarded.

After all the previous preprocessing, the license
plate will appear as a sequence of white and black
transitions with a lot of white pixels concentrated in
the license plate area. In other parts of the image the
concentration of white pixels is lower. As the last step
of this stage we use an horizontal soften filter. This
filter can be thought as a kind of mean or average fil-
ter. The idea is to count the number of white pixel in
a rectangular area with center at each pixel. Empir-
ically, we found the best results were obtained with
a size 3x61. If the number of white pixels is greater
than 50 we leave that pixel white. That is,M(x,y) =
1 (1=white), if ∑30

i=−30∑1
j=−1M(x+ i,y+ j) > 50.

When we apply this filter to a line with a lot of low
concentrated edge pixels, all those pixels are elimi-
nated. On the contrary, when we apply this filter to a
line with less edge pixels but high concentrated, the
line will became white.

One could think that the effect of applying this fil-
ter is the same as the dilation/erosion of mathematical
morphology (Serra, 1982), but this filter seems to be
less sensitive to noise. In Figure 3 we can see the re-
sults of dilation/erosion with different window sizes.
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Figure 2: Left: Image after binarization. Right: Image after
applying the horizontal soften filter.

Figure 3: Left: Image after dilation/erosion with a window
15 pixels width. Right: Image after dilation/erosion with a
window 20 pixels width.

2.2 Selection of Plate Candidate

After applying the last step of the previous stage, we
have a black image with one or more white areas can-
didate to be a license plate. However, only one of
those areas corresponds to the real license plate, while
the others are consequence of noise or other objects in
the background. Now, we need an algorithm to deter-
mine which one of these white areas is the real plate.

We have used several heuristics. First, we only
keep the ten biggest areas, this way we eliminate most
of the areas due to noise. We then order those ten plate
candidates according to the following criteria

• ratio of width to heights greater than two, since a
license plate is wider than taller.

• distance to the center of the image, the areas far
from the center are unlikely to be plates.

For two areas with similar characteristics we choose
the one with lower positions, we do this because we
have found that some times the area due to the edges
in the car radiator will give end as a false positive
plate.

Note, that we keep all the ten areas not discarded.
Later, if in the following stages we realize that the
selection of plate area was incorrect we recover the
following plate candidate from the ordered list. In the
experiment this only happened in few occasions.

3 CHARACTER SEGMENTATION

After the previous stage, we obtained a license plate
image. We need to do further image processing before

Figure 4: Top left: Original RGB image. Bottom left: After
applying traditional Sobel filter. Top right: After binariza-
tion. Bottom right: After rotation.

starting to locate the characters in the plate. We have
not tried any new heuristic with these steps. We apply
the classic Sobel filter (Gonzalez and Woods, 2002),
gradient binarization (Rodrı́guez, 1999) and Hough
transform (Gonzalez and Woods, 2002) to correct the
plate inclination if needed (see Figure 4).

3.1 Character Localization

Now with the preprocessed plate we use a novel
method to locate the characters in the plate. That is
one of the most delicate steps of the process.

First, we try to adjust further the license plate and
we eliminate from the border of the image all the rows
and columns with only white or only black pixels.

Second, we apply a coarse method to discard
those blobs of black pixels which are obviously con-
sequence of noise and are not really characters. This
process must be conservative, because we do not want
to discard correct characters. We have follow several
heuristics:

• We discard all the areas whose width is greater
than 1/8 of the width of the area we have identified
as a license plate candidate. As the license plate
will have a minimum of seven characters, an area
with bigger width will be for sure not a character.

• We discard as well the areas which are taller than
0.7 the height of the plate.

• We use the color information to eliminate the ar-
eas with at least 50% of high saturation pixels.
This areas correspond to the blue European Union
logo. This have the effect of eliminate other chro-
matic areas in case our location of the license plate
would have not adjust close enough to the plate.

• If the width of the widest area is lower than 1/20
of the width of the area we have identify as the
license plate, we have found a case of false pos-
itive. We need to start the process with the next
candidate from the list of plate candidates.

Next, we apply a more refined strategy. A charac-
ter will be a blob of connected black pixels (or sev-
eral, if the characters parts have been disconnected as
a consequence of the previous preprocessing) fully in-
side of a rectangular area of dimensions calculate as a
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Figure 5: License plate before and after eliminating the
black areas that does not correspond with characters.

percentage of the dimensions of the license plate area.
We align in turn the top left corner of this rectangle
with the top left corner of all the blobs, starting with
the one in the very top left. Beβ1 the blob we have
used to align the rectangle. It will not be the case that
β1 does not fully fix inside the rectangle, because all
that big blobs have been discarded with the previous
coarse method. Now, if there is piece of another blob
β2 that is partially inside the rectangle, but not fully
inside, we can discardβ1. It will not be a character
or part of a character,β1 is probably noise. If there
are not others blobs partially inside the rectangle, and
there is another blobβ2 fully inside the rectangle, we
can consider bothβ1 andβ2 as parts of the same char-
acter. This method is able to group pieces of char-
acters that have been disconnected after applying the
filters, and at the same time discards any remaining
noise.

In Figure 6 we can see an example of the method.
The coarse method was not able to eliminate all the
noise. The plate border is broken and was not big
enough as to be discarded. Besides the “U” appears
broken in two pieces. In the proposed method the
rectangle will be aligned with the top left pixel of the
first piece, and as the other piece is fully inside the
rectangle both pieces are identified as part of the same
character. On the contrary, the small blob due to the
number plate screw is not consider part of the charac-
ter because when we align the rectangle with its top
left pixel, the six is only partially inside the rectangle.
The same happens in the right side, when we align the
rectangle with a border, and the “Z” is only partially
inside the rectangle.

We have found this method slightly better than the
traditional horizontal projection method for character
segmentation and less sensible to broken characters.
Still, in same rare circunstantes we could group some
scattered points and identify them as parts of charac-
ters. But this cases could be easily managed using as
criteria the number of black pixels.

3.2 Character Normalization

Before using a classifier to identify the characters we
need to normalize them. There are three reasons for
normalization:

• We can reduce the number or attributes and that
will make the learning of the classifier faster.

Figure 6: Character segmentation.

• We will have the same number of attributes for
all the characters because they will have the same
dimensions.

• We will improve the efficiency of the classifier as
the input is more similar to the others instances in
its class, and more different from the instances in
other classes.

The normalization steps are:

• Center the character.

• Resize it to 16×16 keeping its ratio width/height
(this is specially important for characters like “I”).

4 CHARACTER RECOGNITION

In this last section, we analyze and compare which set
of characteristics and classifiers give the best classifi-
cation results. To do this study we use Weka (Wit-
ten and Frank, 2002), a data mining tool written in
Java http://www.cs.waikato.ac.nz/ml/weka/. We eval-
uate the performance of seven different classifiers and
four different sets of characteristics using 2070 char-
acters from about 700 licence plates.

We use 10×10-fold cross validation, in each of
the experiments 90% of the instances were used for
training and 10% for validation, and this was repeated
another nine times, with different 10% of instances
each.

An important characteristic we could extract from
the character image is the number of holes in the char-
acters. That increase the classification accuracy for
characters like “P” and “F” or “B”, “8”, “6” and “9”.
The sets of characteristics use in this study were:

a. In this data set we represent each of the 2070 char-
acters using the whole 16× 16 = 256 pixels of
the character image together with the number of
holes: 257 attributes in total. This is basically
the character without any characteristic extraction
process.

b. We use the horizontal and vertical projections of
the character. This gives 16 characteristics from
the horizontal projections, 16 characteristics from
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the vertical projections, plus the number of holes:
33 characteristics.

c. In this data set each character is represented by its
main four Kirsch compass filters, horizontal, ver-
tical, and both diagonals. The results are down
sampled to a 4× 4 image, and the original im-
age is down samples as well. This gives 5×16=
80 characteristics, plus the additional one for the
number of holes: 81 characteristics.

d. We use a overlapped down sample of the original
image. Each 4× 4 block of pixels gives a value,
then this mask is moved two pixels right, and so
till the right side, then the mask is lower two pixels
and the process repeated from the left. We obtain
49 attributes, plus the number of holes: 50 char-
acteristics.

Regarding the classifiers, we tried the following:

1. functions.MultilayerPerceptron, with parameters:
GUI=false, autoBuild=true, Debug=false, De-
cay=false, HidenLayers=(number of attributes +
number of classes)/2, LearningRate=0.3, momen-
tum=0.2, nominalToBinaryFilter=true, normal-
izeAtributes=true, normalizeNumericClass=true,
RandomSeed=0, trainingTime=500, validation-
SetSize=0 and validationThreshold=20. Neu-
ral Networks has been used as classifiers in
(Draghici, 1997; Nijhuis et al., 1995)

2. bayes.NaiveBayesUpdateable, with options: de-
bug=false, useKernelStimator=false and useSu-
pervisedDiscretization=false.

3. functions.SMO, Platt’s sequential minimal opti-
mization algorithms for training Support Vector
Machines (Platt, 1999; Zheng and He, 2006;
Chengwen et al., 2006), with options: buildLogis-
ticModels=false, C=1.0, checksTurnedOff=false,
Epsilon=1.0E-12, filterType=Normalize training
data, Kernel=PolyKernel, RamdomSeed=1 and
toleranceParameter=0.0010.

4. lazy.IBk, with no distance weigthing and op-
tions: KNN=1, crossValidate=false, Debug=false,
MeanSquared=false, NearestNeighbourSearchAl-
goritm=LinearNN, WindowsSize=0.

5. meta.AdaBoostM1, with options: classifier=J48,
Debug=false, NumIterations=10, useResam-
pling=false, WeightThreshold=100.

6. meta.Bagging, with options: classifier=J48,
Debug=false, NumIterations=10, bagSizePer-
cent=100, calcOutOfBag=false, Seed=1.

7. trees.J48, with options: binarySplits=false, Confi-
denceFactor=0.25, debug=false, MinNumObj=2,
numFolds=3, reducedErrorPruning=false,

Table 2: Results comparison

a. b. c. d.
1 99.10 97.88 98.15 99.03
2 96.42 89.44 89.86 93.65
3 99.19 96.85 98.01 99.09
4 97.86 96.38 96.45 97.74
5 97.56 95.39 96.23 96.81
6 95.46 92.92 93.87 95.94
7 94.04 89.17 91.04 93.66

SavaInstanceData=false, Seed=1, subtreeRais-
ing=true, Umpruned=false, UseLaplaze=false.

The results of the experiments are shown in Ta-
ble 2. The underline values indicate a significant
worse accuracy compares with the multi layer percep-
tron that has been used as the base of the comparison.
We can see that all the classifiers have an accuracy
higher than 90% for all the data sets, what shows the
benefits of all the preprocess and normalization work.
Note, thought, that the best results are obtained when
the character is used without any characteristic extrac-
tion (a). The worse set of characteristics are the hori-
zontal and vertical projections (b).

Regarding the classifiers, as we could expect, Ad-
aBoost and Bagging improve the performance of the
J48 that they are using as base learner, being Ad-
aBoost better than Bagging. The best classifiers is
the SMO using directly the binary matrix that repre-
sent the character. However, finally we decide to use
the multi layer perceptron, it is only a bit slower but
is faster and its memory requirements are more than
three times lower.

5 CONCLUSIONS

We have described an artificial vision system used to
recognize the Spanish cars license plate numbers in
raster images. We combine the use classic image pro-
cessing techniques with some new ideas, such as the
soften filter and the character segmentation method.

In the study of classifiers we confirmed the ben-
efits of the preprocessing stages achieving accuracies
above 90% for different sets of characteristics. For
two of the classifiers we increase the accuracy to 99%.

In future version, we expect to take into account
the two row Spanish license plates, and the special
license plates with different combination of back-
ground and foreground colors.

As well, as one of the reviewers suggested, we
want to prepare a more detailed study of the use of
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the soften filter, specially regarding its robustness to
noise in comparison with other filter in the literature.
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españolas. http://www.geocities.com/amoros29/. (last
visited: 2-Dec-2007).

Witten, I. H. and Frank, E. (2002).Data Mining: PRacti-
cal Machine Learning Tools and Techniques. Morgan
Kauffman, 500 Sansome Street, Suite 400, San Fran-
cisco, CA 94111, 2nd edition.

Zheng, L. and He, X. (2006). Number plate recognition
based on support vector machines. InIEEE Interna-
tional Conference on Video and Signal Based Surveil-
lance (AVSS’06), page 13, Washington, DC, USA.
IEEE Computer Society.

LICENSE PLATE NUMBER RECOGNITION - New Heuristics and a Comparative Study of Classifiers

273



OBJECT EXPLORATION WITH A HUMANOID ROBOT
Using Tactile and Kinesthetic Feedback

Nicolas Gorges, Stefan Gaa and Heinz Wörn
Institute for Process Control and Robotics, University of Karlsruhe, Engler-Bunte-Ring 8, Karlsruhe, Germany

{gorges, gaa, woern}@ira.uka.de

Keywords: Tactile Sensing, Object Exploration, Robot Control, and Humanoid Robot.

Abstract: This work deals with the reactive and autonomous exploration of objects with a humanoid robot using only
tactile and kinesthetic sensor feedback. To coordinate the flow of the exploration, a novel hierarchical explo-
ration system is introduced. The lowest level extracts contacts points and elementary features based on the
direct contact with the object. It furthermore provides elementary movement primitives. The intermediate
level consists of different controlling behaviors to generate exploration movements according to the sensor
feedback. This level enables the robot to explore an object pointwisely or continously. The highest level eval-
uates the process of the exploration and determinates the reactive behavior of the underlying components. The
evaluation scenario comprises the exploration of edges, which are arbitrarily located in space. The evaluation
platform consists of a robot arm, a force-torque sensor, and a tactile sensor matrix. The proposed approach is
evaluated and the different reactive behaviors as well as the used sensor modalities are compared.

1 INTRODUCTION

Service robots build a new block of research area.
Their range of application highly differ from conven-
tional industrial robot, as they are rather deployed in
a domestic environment and are usually not intended
for repetitive tasks with need for high precision or
high forces. Typical tasks for a humanoid robot are
all kinds of fetch and carry or manipulation tasks with
a broad variety of objects. Not all of these object
can be assumed to be known appriori. The robot
might encounter unknown or partially unknown ob-
jects. Therefore, the robot has to use its sensors, like
visual or haptic sensors, to explore an unknown ob-
ject. The visual exploration is adequate to determine
the location and the rough shape of an object but it
is limited due to the ambiguity of visual data and the
need for textured objects as well as good light condi-
tions.

The haptic exploration describes the active palpa-
tion of objects. The relevant parts of the haptic explo-
ration are the tactile perception (surface sensibility)
and the kinesthetic perception (depth sensibility). A
haptic exploration procedure of an object requires the
direct interaction of the robot with the object. On the
one hand, this delivers accurate 3D information about
the object but, on the other hand, requires a reactive

control strategy to bring the sensors into the right po-
sition.

Previous work in (Klatzky et al., 1987) (Leder-
man and Klatzky, 1987) identified the following ex-
ploration procedures from observing human explo-
ration behavior: lateral motion, pressure, enclosure,
and contour following.

These procedures allows to determine the texture,
hardness, shape and size of an object by haptic ex-
ploration. The exploration procedure of this work pri-
marily focuses on the procedure of contour following.
Here, the tactile perception is represented by a tac-
tile sensor matrix whereas the kinesthetic perception
is given by a force-torque sensor. Robotic exploration
procedures so far include approaches with grippers
(Schmidt et al., 2006) and with tactile sensor matri-
ces (Chen et al., 1995), (Heidemann and Schoepfer,
2004).

A major problem for such exploration tasks is the
detection of a contact with the object to be explored.
The limitation is usually given by the sensibility and
the spatial resolution of the sensor. Therefore, many
approaches using tactile sensors assume that the sen-
sor is already located directly at the region of interest.

In order to avoid this restriction, this work intro-
duces a novel approach by coupling the information
of a force-torque sensor in the wrist and a tactile sen-
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Figure 1: A system overview.

sor matrix representing the pose of an opened hand.
This enables the robot on the one hand to detect di-
rect contacts using the tactile sensor matrix, which
are very accurate but less sensitive, and on the other
hand to detect indirect contacts using the force-torque
sensor and a model of the hand, which make it less
accurate but very sensitive.

The remainder of this paper is structured as fol-
lows: After this introduction, the system overview of
this approach is discussed in section 2 followed by the
perception level in section 3. Our results are presented
in section 4 before conclusions are given in section 5.

2 SYSTEM OVERVIEW

In order to consecutively determine the shape of an
object, a concept consisiting of three components is
introduced, as shown in figure 1. Here, the highest
level is represented by the exploration planer. A re-
active control layer complies with the skill library,
from which consecutively a skill is chosen and ex-
ecuted. The haptic layer builds the lowest block of
the framework and is realized by three components:
tactile perception, arm planning and kinesthetic per-
ception. The planning layer and the reactive control
layer are explained in the following. The haptic layer
is presented separately in section 3.

2.1 Exploration Planner

The exploration planner makes decisions based on the
geometric shape of an object which can be determined
by a successive palpation sequence. Based on the es-
timate of the object’s shape, it determines the align-

ment of the robot towards the object. The planner ex-
ecutes a sequence of skills whereas the skills provides
the planner with contact features during their execu-
tion. The planner evaluates the alignment towards the
object and chooses a different skill if neccessary.

2.2 Exploration Skills

In this work, the exploration skills represent strategies
to explore structures of an object. They are elemen-
tary operations for the exploration procedure and are
executed by the superior global exploration compo-
nent. A sequence of simple exploration skills leads to
a complex exploration behavior.

Their key tasks are the coordination of the arm
control and the creation of a defined exploration be-
haviors according to the preprocessed data. A skill
has to fulfill two objectives. First of all, it has to bring
the robot arm into the right position which is realized
by a sequence of states. Secondly, it has to provide
the planning level with an amount of contact points.
To fulfill these tasks, a skill can access the underly-
ing haptic components. The planning level supervises
the execution of a skill and interprets the features pro-
vided by a skill in a global context.

A single skill is represented by a state machine
which determines the flow of action. Such a skill is
able e.g. to follow a structure or to rotate around a
structure according to its task definition. The most
states imply a coordination of sensor data and move-
ments but also include instructions from the upper
level. In general, the skills can be separated into two
groups:
• Skills with discrete movements

• Skills with continuous movements
These two types of skills are explained in more detail
in the following.

2.2.1 Skills with Discrete Movements

Skills with discrete movements are characterized by a
palpation sequence as the skill departs from the object
after establishing a contact before moving the arm to
next position of interest. This is achieved by move-
ment and control primitives which are the building
blocks of the total movement. Movement primitives
enable the robot to move with respect to a local or a
global coordinate system. Control primitives also em-
bed sensor data during a movement, e.g. to buildup a
certain amount of pressure. Here, the communication
between a skill and the planer is destinctive. The ben-
efit is that structures can be explored systematically
whereas the drawback is that they can only perform
an alignment according to point contacts. They need
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Figure 2: A control loop for skills with continous movements

at least two contact points to perform an alignment
and also depend on the measuring accuracy of these
contact points.

The process of tracking an edge, for example, can
be summarized as a sequence of the control and move-
ment primitives ¨move up¨, ¨move to the side¨, ¨move
down”, and ¨detect contact¨. A sequence of this skill
results into a simple but effective exploration proce-
dure.

2.2.2 Skills with Continuous Movements

The exploration behavior of skills with continuous
movements is given by a complex control loop, e.g.
zero-force control or a tactile control. At first, these
kind of skills establish a contact with the object sur-
face. Then, using a superior control loop, they try to
keep a steady contact towards the surface. Figure 2
shows the basic structure of such a superior control
loop. It shows a cascaded system with the force con-
trol preceding the tactile control. It is characterized
by a coarse control based on the measured forces and
torques of the force-torque-sensor and by a fine con-
trol based on the measured pressure profile.

The idea is to use the force-torque sensor to keep
the applied pressure φτdes stable. On the one hand,
the applied pressure should not exceed a given limit
as it could damage the robot or the object. On the
other hand, the pressure should not be too little as the
tactile sensor matrix would not be able to measure an
adequate pressure profile anymore and the sensor pad
could even loose contact to the object surface. The
tactile control loop is activated as soon as the applied
pressure is within an acceptable interval, expressed by
φτerr < φτtol . The tactile control loop is defined by the
deviation θerr of the center of the tactile image from
center of the sensor pad. The position corrections τdes
are given to the position control of the robot. This

Figure 3: Setup of the evaluation platform and the involved
coordinate systems.

enables the robot arm to align to the object and follow
its surface.

3 PERCEPTION

The perception level is part of the lowest level. It pre-
processes the data provided by the tactile sensor and
the force-torque sensor. The perception in this work
is therefore split into the tactile and kinesthetic per-
ception. In the course of the paper, the tactile sen-
sor matrix refers to the tactile perception whereas the
force-torque sensor represents the kinesthetic percep-
tion. Figure 3 show the setup of the evaluation plat-
form. It shows the tactile sensor and the force-torque
sensor mounted to the robot arm. Furthermore, it il-
lustrates the different coordinate systems which are
involved in the perception layer.

The tactile sensor identifies very accurately the
position of contacts caused by a direct touch. But
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a small change in the orientation of the tactile sen-
sor matrix causes a significant chance in the resulting
tactile image. Imagine an imprint of an edge on the
tactile sensor, a small twist along the perpendicular
image axis of the edge, makes the edge disappear un-
til only a single point contact is determined. After a
certain angle between the tactile sensor and the sur-
face, no contacts can be detected as the sensor only
turns normal forces into a pressure profile. This angle
is called the critical angle.

The force-moment sensor, on the other hand, is
not able to determine contacts in the inner regions of
the sensor pad’s surface. It can only detect the direc-
tion from the center point of the sensor to the border
of the surface.

There is a simple decision rule for the determina-
tion of a contact, combining the tactile and the force-
moment-sensor:

1. If the tactile sensor detects a contact, the contact
must be inside the surface of the sensor pad. This
is called a TS-contact and is the desired type of
contact.

2. If the tactile sensor does not detect a contact but
the kinesthetic perception does, the contact must
be at the border of the sensor pad. We call this a
FTS-contact.
It is obvious that the tactile sensor can only take

a pressure profile if the robot apply enough force to-
wards the direction of the object surface. Therefore,
the more sensitive force-torque sensor is used to reg-
ulate the pressure applied to the object.

3.1 Tactile Perception

3.1.1 Working Principle

As already investigated and published by Weiss et
al. (Weiss and Woern, 2005), the working principle
of the tactile sensors depends on an interface effect
between the metal electrodes and the structured con-
ductive polymer covering the sensing electrodes. The
resistance between the common electrode and a sen-
sor cell electrode is a function of the applied load and
time. This technique leads to very accurate pictures of
the applied pressure profile and minimizes crosstalk
between the sensor cells as well.

As each sensor cell represents a measured voltage,
the voltage image has to be transferred to a pressure
image. This characteristic curve of the tactile sensor
can be obtained by calibration.

3.1.2 Tactile Feature Extraction

Identifying the characteristic features of an image us-
ing moments is a well known paradigm in image pro-
cessing. The data of the tactile sensor matrix corre-
sponds to a two-dimensional planar image. We an-
alyze this image using moments up to the 2nd order
(Hu, 1962). The two-dimensional (p+q)th order mo-
ment mp,q of an image is defined as the following dou-
ble sum over all image pixels (x,y) and their values
f (x,y):

mp,q = ∑
x

∑
y

xpyp f (x,y) p,q≥ 0 . (1)

The moment m0,0 constitutes the resulting force ex-
erted on the sensor. The center of gravity xc =
(xc,yc)T of this force can be computed to

xc =
m1,0

m0,0
(2)

yc =
m0,1

m0,0
. (3)

Using the center of gravity, we can verify that the ob-
ject surface is aligned to the center of the sensor pad.
It also allows to calculate the higher order moments
with respect to the center of gravity, the so-called cen-
tral moments µp,q:

µp,q = ∑
x

∑
y

(x− xc)p(y− yc)q f (x,y) p,q≥ 0 . (4)

The 2nd order central moments

µ2,0 = ∑
x

∑
y

(x− xc)2 f (x,y) (5)

µ0,2 = ∑
x

∑
y

(y− yc)2 f (x,y) (6)

µ1,1 = ∑
x

∑
y

(x− xc)(y− yc) f (x,y) (7)

approximate the image by an ellipse and represent its
principal axes. The eccentricity of a contact is de-
scribed by the relation of the eigenvalues λ1 and λ2. If
both eigenvalues have a similar value, then the contact
area has a round shape and the eccentricity is close to
zero. For these contacts it is not possible to calculate
the orientation.

Touching an edge results in an oblong ellipse with
an eccentricity ε close to 1 when using

ε =
(µ2,0−µ0,2)2 +4µ2

1,1

(µ2,0 +µ0,2)2 ε ∈ [0,1] . (8)

A corner point results to an eccentricity close to zero.
To control the orientation of the sensor pad with re-
spect to the object surface, we are interested in the
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Figure 4: The angle θ between the principal axes of the
tactile image and the sensor coordinate system.

Figure 5: The 9 regions of
the sensor pad.

Figure 6: Evaluation of a
contact point.

angle θ between the principal axes and the sensor co-
ordinate system (cf. Fig. 4) which can be readily com-
puted by

θ =
1
2

arctan
2µ1,1

µ2,0−µ0,2
. (9)

When tracking an edge, the desired angle θ is zero
and can thus be directly used as the system deviation
input to the controller to control one orientation DOF.
The angle theta will be also referred to as the quality
measure q1 in the following.

To evaluate a contact point regarding to the orien-
tation along the y-axis, we compute a quality measure
from the distance |yc−yp| of the contact point (xc,yc)
to the center of the sensor pad called (xp,yp). As the
correlation between this distance and the angle is not
linear, we weight the distance by a circular function.
This circular function f with the radius r is given by

fr(x) =
√

r2− x2 (10)
This results into the function

q2 =
√

y2
p−|yc− yp|2 (11)

Figure 6 illustrates the computation of this quality
measure which is used for the alignment of the sen-
sor pad towards the object surface.

Furthermore, we devide the pad into 9 regions: 4
corner regions, 4 border regions and one interior re-
gion, as shown in figure 5. Each region is checked,
if it accommodates a contact or not. This computa-
tion results into a 9-dimensional binary feature vector
which can be used for a simple classification like the
determination of corner contacts or contact side, de-
pending on the present context.

3.2 Kinesthetic Perception

The force-torque sensor that we use is an FTC 50-40
from SCHUNK. It has 6DOFs, with a range of 150N
for the forces, 4Nm for the torques Mx and My, and
8Nm for Mz. The accuracy is 5%. The data is sam-
pled every 1ms and transmitted via CAN bus with a
baudrate of 500kbit/s.

Since the data is quite noisy, the preproccesing of
the sensor data includes a median filter with window
size 7 to remove outliers. Since the tactile sensor pad
is mounted on the top of the sensor, we must deduct
its weight from the sensor values.

The compensation of the torques and forces is
only possible in the global robot coordinate system
and not in the local system. Local compensated forces
are computed via back-transformation of global com-
pensated forces into local coordinates. The required
transformation steps are fl → fg→ fg,c→ fl,c, where
l and g mark local coordinated and global respec-
tively. The marker c describes compensated values.

It is possible to determine contacts without
the tactile sensor by relating the measured torques
(mx,my,mz) with a model of the used sensorpad. The
sensorpad can be described as a simple rectangle with
the length (lx, ly). The angle α from the center of
the pad to the contact point can be calculated by
atan(mx/my). The angle furthermore describes, if a
contact is safe or not. A corner contact is declared
as unsafe, as is it not accurate enough to identify the
correct contact side.

4 RESULTS

At first, the measuring accuracy of the contact points
is investigated using the tactile and the force-torque
sensor. Then, the implementation of a skill with dis-
crete movements for edge tracking is shown. This
skill is used to evaluate the exploration with each sen-
sor in a stand-alone application and with a combina-
tion of both sensors. Finally, a skill with continuous
movements is shown and evaluated.
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Figure 7: Implementation of a discrete skill.

4.1 Measuring Accuracy

To obtain the measuring accuracy of the tactile and the
force-torque sensor, reference and measured points
are generated consecutively along a line with a dis-
placement of 1.0 cm in relation to the center of the
tactile sensor pad. The measured contact points are
determined by the interpolation of the contact area in
the resulting tactile image. This simple experiment
has shown that the used tactile sensor matrix with a
cell distance of 0.6 cm has a mean square error of
0.2 cm. Furthermore, the accuracy is not correlated
to the location of the contact point. A similar ex-
periment has been done for testing the force-torque
sensor. Here, the reference points were taken only at
the boundary of the sensor pad. The measured mean
square error is 0.6 cm.

The tactile sensor is superior to the force-torque
sensor regarding the measuring accuracy. The tacile
has one significant disadvantage - it exist a critical
angle which restricts the operational area. Applying
the maximum force of 8N towards a planar surface,
the critical angle is 18 degrees. If the sensor pad is
aligned with a larger angle towards the object, a con-
tact cannot be detected anymore.

4.2 Discrete Skill for Edge Tracking

4.2.1 Implementation

The objective is a skill which pointwisely tracks an
edge. Figure 7 shows a coarse view of the implemen-
tation of such a skill consisting of 4 main states and
several sub-states. The skill tracks the contour of an
edge and changes the direction of exploration as soon
as the first corner has been detected. The first state
involves the determination of the first contact and the
contact side. Therefore, the robot arm moves into a
specified direction until it detects a contact and de-
parts again. According to this first contact, the orien-
tation of the sensor pad is aligned so that the long side

Figure 8: Visualisation of the exploration procedure.

Figure 9: Evaluation using only force-torque sensor.

of the pad is used for tracking the edge. After this ini-
tial alignment, the first contact point is collected and
the arm departs again. The first two steps are only
executed once.

The third step is executed consecutively until a
corner point and hence the end of the edge is detected.
This step collects the next contact point, departs from
the object, evaluates the current spatial alignment, and
executes a correction of the alignment. If a corner is
detected by the tactile perception, the fourth phase is
triggered which involves the decision to change the
direction of the exploration, if the first corner has been
detected, or to stop the exploration if the final cor-
ner has been found. Figure 8 visualizes the outcome
of such an exploration procedure: a set of points and
lines.

4.2.2 Force-torque Sensor vs. Tactile Sensor

To compare both sensors, the implemented skill has
been executed once only with the force-torque sen-
sor and another time only with the tactile sensor ma-
trix. In order to make the skill be executable for both
sensors in a stand-alone application, several require-
ments must be considered. At first, the sensor pad
was aligned with an angle of 10 degrees towards the
object. Secondly, the exploration procedure only in-
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Figure 10: Evaluation using only tactile sensor.

Figure 11: Evaluation using force-torque sensor and tactile
sensor.

volves tracking the edge in one direction up to the first
corner, as the force-torque is not able to detect the
corner of an edge. After the second contact point, the
alignment towards the edge is evaluated.

For tracking an edge two alignments are needed.
At first, the imprint of the edge must be parallel to
a specified boundary of the sensor pad. Secondly,
the center of gravity of the contact point must be in
the center of the sensor pad. For these two align-
ments, two quality measures were introduced in sec-
tion 3. For the sake of convenience, these two qual-
ity measures will be scaled to a score from zero to
ten whereas ten indicates a good score. The score
XY refers to the difference between the center of the
contact point and the center of the sensor pad, as de-
scribed in equation 11. The second score Z refers to
the deviation of the angle of the edge, as stated in
equation 9. The prefix 2-Point indicates that only the
last two contact points are used for an estimate of the
edge whereas the prefix Local points out that all ex-
tracted point so far are taken into account.

Both experiments haven been repeated several
times. Representative results of both experiments are
shown in figures 9 and 10. The diagrams plot four
curves which result from two quality measures for the
current alignment, labelled 2-Point-XY and 2-Point-Z
and two quality measures for the alignment over sev-
eral exploration steps, labelled Local-XY and Local-Z.

As to be expected, the tactile sensor scores well
with an average score of about 9 points for both qual-
ity measures. The results of the force-torque sensor is
worse with an average score of 5 points. Furthermore,
the tactile edge tracking converges faster towards the
optimum of the quality measures. Both sensors en-
able the robot to explore an edge considering some
restrictions but both sensors also complement each
other. The FTS-determination of contacts points is
less accurate but independent from the edge angle. It
allows the alignment of the sensor pad so that the crit-
ical angle of 18 degrees is under-run and the tactile
sensor can take over the exploration procedure in or-
der to undertake a more precise computation of the
edge.

4.2.3 Combination of Both Sensor

Finally, the edge tracking with a combination of both
sensor is evaluated. The initial angle is 25 degrees
which exceeds the critical angle. Figure 11 shows the
result of the exploration procedure. The additional
comment shows one of the three possible states of the
contact point: FTS-contact, TS-contact, and corner
point. As predicted, the orientation of the edge can be
calculated only by the use of the force-torque sensor
so that the tactile sensor can take over the exploration
after two FTS-contacts. Significant is the increase of
the quality measures after the tactile sensor has taken
over. After this, the tactile sensor does not loose con-
trol over the exploration procedure at any time.

4.3 Continous Skill for Edge Tracking

The next experiment involves a skill with continu-
ous movement according to the proposed control loop
presented in section 2. The task is to follow the edge
without loosing contact to the object surface. For
this kind of skill only the accomplishment of certain
phases is checked. This experiment has been per-
formed five times.

The first phase involves the alignment of the pad
towards the edge using zero-force control followed by
the tracking of the edge until the first corner point.
The third phase involves the return to the starting po-
sition and tracking towards the opposite direction. In
all experiments, all phases were completely accom-
plished. Significant is that this exploration procedure
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took one third of the time compared to the edge track-
ing skill based on discrete movements (250s vs. 80s).

4.4 Comparision of Both Skills

The skill with discrete movements as well as the skill
with continous movements are capable to completely
explore an edge. Both skills have benefits and dis-
advantages. The benefit of the skill with continu-
ous movements is its speed and its simplicity as it
needs less states compared to the other skill. In par-
ticular, the fast alignment towards the edge using an
adapted zero-force control has to be pointed out. As
the skill with discrete movements has at first to col-
lect single points to perform the alignment gradu-
ally, the skill needs more time and more control pro-
cesses. Otherwise it is easier for a superior level to
supervise these discrete movements. As outliers can
be detected by collecting a great amounts of contact
points, the exploration behavior becomes very stable.
For the exploration of unknown structures, collecting
single points is still favored, as it provides the supe-
rior level with more possibilitys for interaction. Skills
only based on a control algorithms need the whole
flow of information for the spatial alignment and are
not made for interaction. A combination of both ap-
proaches seems to be promising.

5 CONCLUSIONS AND FUTURE
WORKS

This work introduced a novel framework for the ex-
ploration of objects using haptic feedback. This
framework consists of three layer: an exploration
planner, a skill library with reactive exploration be-
haviors and a haptic perception layer. Two different
skill schemes have been introduced: skills with dis-
crete and skills with continuous movements. The per-
formance of our approach has been evaluated in the
evaluation scenario of tracking an edge which is ar-
bitrarily located in space. The tactile sensor and the
force-torque complement one another. The determi-
nation of contact points using a force-torque sensor
is less accurate but independent from the edge angle.
It allows the alignment of the sensor pad so that the
critical angle for the tactile sensor is under-run and
the tactile sensor can take over the exploration proce-
dure in order to undertake a more precise exploration
procedure.

Furthermore it became apparent that the explo-
ration with discrete and the exploration with contin-
uous movements have both benefits and drawbacks.

The continuous exploration based on a control behav-
ior is faster but provides less possibilities for inter-
action. Exploration procedures with discrete move-
ments are slower but are more robust and better to su-
pervize. A combination of both approaches seems to
be promising. Future work will include the extension
of the skill library and the transfer of an exploration
behavior on a humanoid robot hand.
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Abstract: This paper deals with a modeling approach for mode handling of Flexible Manufacturing Systems (FMS). 
We show that using the plant model enables to establish aggregate operations. These are generic entities 
which depend only on the plant and do not depend on production goals. Aggregate operations are then used 
to build the model dedicated to mode handling. This study is illustrated through an example of a flexible 
manufacturing cell. 

1 INTRODUCTION 

We are interested in problems of monitoring and 
supervision in a fault tolerant control system 
dedicated to Flexible Manufacturing Systems 
(FMS) (Ranky, 1990). According to our approach, 
the supervision is made up of three functions: 
decision, piloting, and mode handling. The 
monitoring function (Elkhattabi et al., 1995; 
Toguyeni et al., 1996) detects and localizes the 
failures at the plant level. The decision function 
(Berruet et al., 2000) determines the new 
configuration of the FMS. The functions of mode 
handling and piloting (Tawegoum et al., 1994) 
implement the decisions about the new 
configuration of the FMS.  

In order to achieve the role of mode handling 
within the control system, one should provide 
models representing the operating modes of the 
production system and its subsystems. The existing 
modeling approaches of operating modes of 
Automated Production Systems (APS) are 
compared in (Hamani et al., 2006). The advantages 
of functional modeling approaches are showed. 
Such approaches are concerned with the services 
delivered by the FMS rather than production means. 
Our approach (Hamani et al., 2006) is based on a 
functional modeling method. This approach is well 

adapted to FMSs because it is based on the mission 
concept (a production goal) which represents the 
flexibility which characterizes the FMS production. 
The obtained model is generic. For a given FMS, 
the predefined functional subsystems (called 
entities) are instantiated to generate the model. An 
aggregate operation is a generic entity depending 
only on the plant and not on production goals. 

The purpose of this paper is to present a method 
to calculate aggregate operations from the plant 
model. The paper is organized as follows. Section 2 
reminds the basic concepts of our modeling method 
and the steps of building the FMS functional model. 
Section 3 presents a method to determine aggregate 
operations from the plant model. An example of a 
flexible manufacturing cell is used to illustrate this 
study. 

2 THE FMS MODEL 

2.1 Basic Concepts 

An FMS produces simultaneously a set of parts. 
Usually we desire to change production goals. That 
is why the mission concept is introduced in 
(Hamani et al., 2006). A mission (M) is the subset 
of Logical Operating Sequences (LOS) which are 
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produced simultaneously. A LOS is a set of ordered 
machining functions performed on some parts. A 
LOS is noted LOS f1...fn or LOS fi (i = 1, n).  

With each function of a Logical Operating 
Sequence is associated its possible achievements. 
They are aggregate operations for which the 
machining operation is defined. An aggregate 
operation is a generic entity which depends only on 
the FMS plant and not on production goals. An 
aggregate operation corresponding to a machining 
Major Characteristic Area (MCA) noted 
OpMCA_machining is a set of the corresponding 
elementary machining operations and Access 
Transfers. MCA concept is defined in (Hamani et 
al., 2006). 

In an FMS, an operation (Op) is defined as a 
function carried out by a resource (Berruet et al., 
2000; Toguyeni et al., 2003). An operation is noted 
OpRi, fi where fi is the performed function and Ri the 
resource which implements it. An elementary 
operation is an operation carried out only once, 
continuously, i.e. without the possibility to choose 
another alternative during the normal execution of 
the operation. 

 Access Transfers (TrA) associated with a 
machining area (or a MCA), noted TrAmachining_MCA, 
correspond to the set of elementary transfer 
operations that connect this area to the other MCA 
of the FMS. An elementary transfer (TrE) is 
performed by one resource between two MCA. An 
elementary transfer is noted DS

iRTrE →  with S a source 
CA, D a destination CA, and Ri the transfer 
resource. 

2.2 The Specification Steps 

The specification steps (Figure 1) of the FMS 
functional model are described in the following. 
1st Step: Identification of the entities of the model  
- list the missions that the FMS should carry out 
- list for each mission its corresponding Logical 

Operation Sequences 
- for each Logical Operating Sequence identify the 

corresponding machining functions  
A machining function is implemented by one or 
several elementary machining operations. Each one 
is belonging to an aggregate operation.  
- identify the aggregate operations of the FMS (see 

the 2nd step) 
- for each aggregate operation, identify the 

resources which perform it (see the 3rd step)  

2nd Step: Determination of aggregate operations 
(Figure 2). For each machining area of the FMS: 
- identify elementary machining operations which 

are performed in this area 
- identify the Access Transfers related to this area 
- gather elementary machining operations together 

with Access Transfers identified previously to 
obtain aggregate operations 

3rd Step: Determination of the resources that 
perform elementary operations  

For each aggregate operation: 
- associate with each elementary machining 

operation the resource or the configuration of the 
resource (in the case of a polyvalent resource) 
which performs it  

- associate also with each elementary transfer 
operation the resource (or the resources) which 
performs it, redundant resources are linked with a 
logical OR. 

 
 

The aggregate 

 operations 

 of the FMS

 

The FMS

 resources

 

  Set of missions 
  

Determination of 
  FMS missions

  

Determination of logical  sequences 
  

  Set of logical sequences
 

Determination of aggregate
  operations

  

  Set of aggregate operations
  

Determination of machining and 
transfer resources

  

  Set of resources
  

Determination of machining 
functions 

 

  Set of functions 
  

 

Figure 1: Specification steps of the FMS entities. 

 

Set of machining 
operations 

Determination of 
machining operations 

Set of access 
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Figure 2: Aggregate operations specification. 
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The functional model of the machining cell is 
represented using the following entities: 
• The missions  
• The Logical Operating Sequences  
• The machining functions 
• The aggregate operations 

- elementary machining operations  
- Access Transfers (set of transfer operations)  

• Transfer resources, machining resources 

2.3 Illustration Example 

Consider an example of a flexible manufacturing 
cell (Figure 3) with two machines M1 and M2 and 
INPUT/OUTPUT buffers. The machines are loaded 
with a transport system using three robots R1, R2 
and R3 and a conveyer (CV). Moving directions of 
CV are Z1→ (Z2 or Z5), (Z2 or Z5)  Z3, Z3→ (Z4 or 
Z6), (Z4 or Z6)  Z1. It is assumed that M1 is loaded 
with R1 and M2 is loaded with R2. The parts are 
loaded on the conveyor using the robot R3. The 
machining functions performed by the system are 
turning (t) and milling (m). Turning is carried out 
by M1, milling by M1 and M2. 

According to the functional requirements of this 
illustration example, three missions can be required 
by the operator: M1, M2 and M3. The corresponding 
Logical Operating Sequences are the following:  
M1: LOS1 and LOS2, M2: LOS1, LOS2 and LOS12 
and M3: LOS1, LOS12 and LOS21 

The machining functions which compose each 
Logical Operating Sequence are the following: 
LOS1: turning; LOS2: milling; LOS12: turning then 
milling; LOS21: milling then turning. 

Turning function is performed by the 
elementary machining operation OpM1,t belonging to 
the aggregate operation OpM1. Milling function is 

performed by the elementary machining operation 
OpM1,m belonging to the aggregate operation OpM1 
or by the elementary machining operation OpM2,m 
belonging to the aggregate operation OpM2.  

 
For the machining area M1: the elementary 

machining operations performed by M1 are OpM1,t 
and OpM1,m. Access Transfers related to M1 are 

1MTrA = AND ( 1Msource_MCATr → , ndestinatio_MCA1MTr → ).  
This notation is using the logical AND and OR 

and also three distinct levels: ‘{’ for the first level, 
‘[’ for the second level and ‘(’ for the third level. 

Section 3 presents a method to determine TrA 
using the plant model.  

The aggregate operation related to the 
machining area M1 is OpM1 = AND [OR (OpM1,t , 
OpM1,m) , 1MTrA ]. The aggregate operation related to 
the machining area M2 is obtained in the same 
manner. 

OpM1 is performed by the following resources: 
the polyvalent machining resource M1 performs the 
elementary operations OpM1,t et OpM1,m . For transfer 
resources: R1 performs the elementary transfer 
operations 1M2Z

1RTrE →  and 2Z1M
1RTrE → ; R2 performs the 

elementary transfer operations 4Z2M
2RTrE →  and 

2M4Z
2RTrE → ; R3 performs the elementary transfer 

operations 1ZIN
3RTrE →  and OUT1Z

3RTrE → ; CV performs 
the elementary transfer operations 2Z1Z

CVTrE → , 
3Z2Z

CVTrE → , 5Z1Z
CVTrE → , 3Z5Z

CVTrE → , 4Z3Z
CVTrE → 1Z4Z

CVTrE → ,
6Z3Z

CVTrE → and 1Z6Z
CVTrE → . 

The obtained model (AND/OR graph) for the 
machining cell is represented in Figure 4. The 
underlined entities are not developed. AND nodes 
do not have any notation, however OR nodes are 
denoted using +. These nodes correspond to an 

 

M1 

FIFO INPUT FIFO_OUTPUT

M2 

R1 R2 

R3 

Z2Conveyer

CV

Z1

Z5Z4 Z6

Z3

R robot 
M machining resource 
Z zone 
     Accessibility relation  

Figure 3: An example of a flexible cell. 
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inclusive OR or an exclusive OR according to the 
constraints given in the functional requirements. 
For example, an exclusive logical OR is necessary 
for safety reasons, like two machining operations 
which are performed by the same resource for 
instance. 
 

LOS 1 
 

LOS 2
 

LOS 12 
 

The cell 
 

turning 
 

milling 
 

Op
M1    Op M2 

 

+ 

+ 
  

LOS21
 

TrA M2

    M 1       M 2     M 3

  

+ 

Op M2,m  TrA M1 Op M1,m  Op M1,t  

+ 

 
Figure 4: An extract of the functional model of the 
machining cell. 

3 DETERMINATION OF ACCESS 
TRANSFERS 

In order to determine TrA, a first step consists in 
listing symmetrical transfers between MCA 
representing both source and destination areas. 
Then it is necessary to refine these transfers until 
obtaining elementary transfer operations.  

Once Access Transfers are determined, it is 
necessary to identify elementary transfers which 
compose them. If there is a direct accessibility 
between two MCA then TrMCA_source→MCA_destination 
corresponds to an elementary transfer. If not, it is 
necessary to refine the transfers between the 
Characteristic Areas until obtaining elementary 
transfers. The possible paths are then established 
and those which are redundant are linked together 
with a logical OR. For example:  

1MINTr → = AND ( 1ZIN
3RTrE → , 2Z1Z

CVTrE → , 1M2Z
1RTrE → ). 

 

Due to increasing complexity of FMS, it could 
be difficult to identify all the elementary transfers 
which compose Access Transfers. That is why we 
propose to determine them from the Operational 
Accessibility Graph (OAG) (Berruet et al., 2000), a 
graph which represents the FMS plant. The OAG 
formalizes all the accessibilities between the 
characteristic areas more precisely than informal 
specifications provided in the functional 
requirements. 

To build an OAG, a partition of all elementary 
operations is carried out and the concept of node is 
introduced to simplify the modeling process. This 
concept is defined in the following. 

A node consists of an elementary operation or 
some elementary operations. This regrouping is 
governed by rules about the operations taxonomy 
(Berruet et al., 2000; Toguyéni et al., 2003). The 
nodes form OAG entities and allow relating the 
operations using accessibility relations. 

Based on this definition, several nodes are 
defined: storage, machining, assembly, link, and 
transfer nodes. The nodes are then linked together 
using accessibility relations in order to build the 
OAG. 

3.1 The Operational Accessibility 
Graph 

The Operational Accessibility Graph (OAG) is a 
directed graph where nodes are subsets of 
operations performed by the resources of the 
system and the arcs represent the accessibility 
relations between operations (Toguyéni et al., 
2003). The OAG represents all the flexibilities of an 
existing plant or a plant being designed. It is 
obtained following these steps: 

1st step- Identification of elementary operations 
of the FMS: in this step elementary operations of 
machining, storage (passive, active), and transfer 
are identified. 

2nd step- Regrouping the elementary operations: 
the elementary operations carried out on the same 
area and the equivalent elementary transfer 
operations are gathered. A partition of all the 
operations is thus obtained.  

3rd step- Building the graph: a node is 
associated with each operations subset established 
in the previous step. The nodes of the OAG are thus 
obtained. Then these nodes are connected with 
respect to the accessibility between operations. The 
OAG structure is then determined. 

The method is applied to the illustration 
example (Figure 3). 

1) The elementary machining operations are 
already identified (OpM1,t, OpM1,m, OpM2,m) and the 
elementary transfer operations ( 2Z1M

1RTrE → , 
1M2Z

1RTrE → , 4Z2M
2RTrE → , 2M4Z

2RTrE → , 1ZIN
3RTrE → , OUT1Z

3RTrE → ,
2Z1Z

CVTrE → , 3Z2Z
CVTrE → , 5Z1Z

CVTrE → 3Z5Z
CVTrE → , 4Z3Z

CVTrE → ,
1Z4Z

CVTrE → , 6Z3Z
CVTrE → , 1Z6Z

CVTrE → ).  
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It is necessary to add the following storage 
operations: 
- Storage IN and storage OUT which are passive;  
- Storage Z1, storage Z2, storage Z3, storage Z4, 
storage Z5 and storage Z6 which are active.  

2) Concerning the regroupings:  
- One gathers OpM1,t and OpM1,m in a complex 

operation on M1. 
- Linking operations are: Link Z1, Link Z2, Link Z3, 

Link Z4, Link Z5 and Link Z6. 
- The functions fulfilled by the elementary transfer 

operations are all distinct. There is no regrouping 
of transfers. 

3) Table 1 summarizes the correspondence 
between the nodes and the operations which 
compose them. The resulting OAG is represented in 
Figure 5. 

 
Note: on Figure 5, storage nodes IN and OUT, link 
nodes as well as machining nodes correspond to 
characteristic areas of the cell. The subset formed 
only by storage nodes and machining nodes 
corresponds to main characteristic areas. 

The obtained model is used to calculate the 
elementary transfers as shown in the following. 

3.2 A Procedure for Determination 
Elementary Transfers 

Based on the OAG, the following procedure is 
proposed in order to calculate Access Transfers. 
 
Beginning of the procedure:  
1st Step: determination of Access Transfers associated 
with machining nodes  

For each machining node of the OAG: 
- determine the paths which connect it with the others 

machining nodes and the input of the cell;  
-  determine the paths which enable unloading parts 

onto other machining nodes and the output of the cell;  
The obtained paths are linked with a logical OR; 
End For; 

 

2nd Step: determination of elementary transfers which 
compose the Access Transfers:  

Do again for each identified path in the previous step  
If the path relates two successive nodes of the OAG  
Then the path is an elementary transfer 
If not determine the paths which compose it  

The redundant transfers are linked with a logical 
OR; do not consider the paths which go over a 
transfer node twice and those that contain 
intermediary machining nodes;  

Until all the obtained paths are elementary.  
End of the procedure. 

Table 1: The correspondence between nodes and operations. 
N1 N2 N3 N4 N5 N6 N7 N8 

 
Storage IN 

 

1ZIN
3RTrE →  

 
Link Z1 

 

2Z1Z
CVTrE →  

 
Link Z2 

1M2Z
1RTrE →  

Machining M1 
OpM1,t  OpM1,m 

2Z1M
1RTrE →  

N9 N10 N11 N12 N13 N14 N15 N16 
5Z1Z

CVTrE →  
 

Link Z5 
3Z2Z

CVTrE →  3Z5Z
CVTrE →  

 
Link Z3 

4Z3Z
CVTrE →  

 
Link Z4 

2M4Z
2RTrE →  

N17 N18 N19 N20 N21 N22 N23 N24 
Machining M2 

OpM2,m 
4Z2M

2RTrE →  6Z3Z
CVTrE →  
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Figure 5: The OAG of the illustration example. 
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For each machining node, the access paths 
which are associated with it, added with machining 
operations carried out on this node, are linked with 
logical AND. This regrouping is an aggregate 
operation. 

For the illustration example, the access paths 
calculated in the first step of the procedure for the 
machining area M1 are the following: OR 
(

1MINTr → ,
12 MMTr → ) and OR ( 2M1MTr → , OUT1MTr → ). The 

following elementary transfers are then obtained 
using the second step of the procedure. 

1MINTr → = AND ( 1ZIN
3RTrE → , 2Z1Z

CVTrE → , 1M2Z
1RTrE → ); 

12 MMTr → = AND ( 4Z2M
2RTrE → , 1Z4Z

CVTrE → , 2Z1Z
CVTrE → , 

1M2Z
1RTrE → ); 

21 MMTr → = AND ( 2Z1M
1RTrE → , 3Z2Z

CVTrE → , 

4Z3Z
CVTrE → , 2M4Z

2RTrE → ); OUTM1
Tr → = AND { 2Z1M

1RTrE → , 

3Z2Z
CVTrE → , OR [AND ( 4Z3Z

CVTrE → , 1Z4Z
CVTrE → ), AND 

( 6Z3Z
CVTrE → , 1Z6Z

CVTrE → )], OUT1Z
3RTrE → }.  

Finally, 1MTrA = AND [OR (
1MINTr → ,

12 MMTr → ), OR 

( 2M1MTr → , OUT1MTr → )]. 

4 CONCLUSIONS 

In this paper our modeling method dedicated to 
FMS mode handling is extended. The FMS 
functional model is obtained by a modular and 
hierarchical decomposition leading to the 
elementary machining and transfer operations. For 
large scale systems, it is difficult to obtain all 
possible redundancies of a plant. So we propose to 
determine aggregate operations associated with 
machining areas from the plant model represented 
by the OAG. The aggregate operations are generic 
concepts which depend only on the plant and not on 
production goals. Such method enables to generate 
automatically aggregate operations for an existing 
system or a system being designed. The proposed 
modeling steps are then illustrated through an 
example of a manufacturing cell. 

Further works aim at implementing the proposed 
method within the information system 
CASPAIM_soft (Ndiaye et al., 2002). 
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Abstract: In this paper, we present the implementation of a homography-based visual servo controller as introduced in
(Hu et al., 2006). In contrast to other visual servo controllers, this formulation uses a quaternion representation
of the rotation. By doing so, potential singularities introduced by the rotational matrix representation can be
avoided, which is usually a very desirable property in, for example, aerospace applications such as for visual
control of satellites, helicopters, etc.
The movement of the camera and the image processing were performed using a simulation of the real envi-
ronment. This testing environment was developed in Matlab-Simulink and it allowed us to test the controller
regardeless of the mechanism in which the camera was moved and the underlying controller that was needed
for this movement. The final controller was tested using yet another simulation program provided by Kawasaki
Japan for the UX150 industrial robot. The setup for testing and the results of the simulations are presented in
this paper.

1 INTRODUCTION

Any control system using visual-sensory feedback
loops falls into one of four categories. These cate-
gories, or approaches to visual servoing, are derived
from choices made regarding two criterias: the coor-
dinate space of the error function, and the hierarchical
structure of the control system. These choices will de-
termine whether the system is aposition-based or an
image-based system, as well as if it is adynamic look-
and-move or adirect visual servo (Hutchinson et al.,
1996).

For various reasons including simplicity of design,
most systems developed to date fall into the position-
based, dynamic look-and-move category (DeSouza
and Kak, 2004). In this paper however, we describe
an image-based, dynamic look-and-move visual ser-
voing system. Another difference between our ap-
proach and other more popular choices in the litera-
ture is in the use of a quaternion representation, which
eliminates the potential singularities introduced by a
rotational matrix representation (Hu et al., 2006).

We based the development of our controller on the
ideas introduced in (Hu et al., 2006), which requires
the assumption that a target object has four coplanar
and non-colinear feature points denoted byOi, where
i = 1. . .4. The plane defined by those 4 feature points

Π
∗F

F

∗d

∗n

◦R∗,
◦t∗ ◦m̄i

∗m̄i
Oi

Figure 1: Relationships between the frames and the plane.

is denoted byΠ. Moreover, two coordinate frames
must be defined:F (t) and ∗F , whereF (t) is af-
fixed to the moving camera and∗F represents the
desired position of the camera. Figure 1 depicts the
above concepts as well as the vectors◦m̄i (t) ,∗m̄i ∈R

3

representing the position of each of the four feature
points with respect to the corresponding coordinate
frames. That is:

◦m̄i = [◦xi
◦yi

◦zi]
T i = 1. . .4 (1)

∗m̄i = [∗xi
∗yi

∗zi]
T i = 1. . .4 (2)

The relationship between these two sets of vectors can
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be expressed as
◦m̄i = ◦t∗ + ◦R∗

∗m̄i (3)

where ◦t∗ (t) is the translation between the two
frames, and◦R∗ (t) is the rotation matrix which brings
∗F ontoF .

Intuitively, the control objective can be regarded
as the task of moving the robot so that◦m̄i (t) equals
∗m̄i ∀i as t → inf. However, an image-based vi-
sual servoing system is not expected to calculate the
real coordinates of these feature points. Instead, it
can only extract the image coordinates of those same
points. That is, the coordinates◦pi and ∗pi of the
projection of the feature points onto the image plane,
given by: ◦pi = A◦mi and∗pi = A∗mi, whereA is the
matrix of the intrinsic parameters of the camera. So,
the real control objective becomes that of moving the
robot so that◦pi equals∗pi.

This idea will be further detailed in the following
section.

2 DESIGN OF THE
CONTROLLER

As mentioned above, the control objective is to reg-
ulate the camera to a desired position relative to the
target object. In order to achieve this control objective
the image coordinates at the desired position have to
be known. This can be done by taking an image of the
target object at the desired position and extracting the
feature points using an image processing algorithm.
Once a picture is taken and the image coordinates are
extracted, those coordinates can be stored for future
reference. It is assumed that the motion of the cam-
era is unconstrained and the linear and angular veloc-
ities of the camera can be controlled independently.
Furthermore the camera has to be calibrated, i. e. the
intrinsic parameters of the cameraA must be known.

As we mentioned earlier, in the Euclidean space
the control objective can be expressed as:

◦R∗ (t) → I3 as t → inf (4)

||◦t∗ (t)|| → 0 as t → inf (5)

and the translation regulation errore(t) ∈ R
3 can be

defined using the extended normalized coordinates as:

e = ◦me −
∗me

=

[

◦xi
◦zi

−
∗xi
∗zi

◦yi
◦zi

−
∗yi
∗zi

ln

(

◦zi
∗zi

)]T (6)

The translation regulation objective can then be quan-
tified as the desire to regulatee(t) in the sense that

||e(t)|| → 0 as t → inf . (7)

It can be easily verified that if (7) is satisfied, the ex-
tended normalized coordinates will approach the de-
sired extended normalized coordinates, i. e.

◦mi (t) →
∗mi (t) and◦zi (t) →

∗zi (t) (8)

as t → inf. Moreover, if (7) and (8) are satisfied,
(5) is also satisfied.

Similarly, the rotation regulation objective in (4)
can be expressed in terms of its quaternion vectorq =

[q0 q̃ ]T , q̃ = [q1 q2 q3]
T (Chou and Kamel, 1991)

by:

||q̃(t)|| → 0 as t → inf . (9)

In that case, if (7) and (9) are satisfied, the control
objective stated in (4) is also satisfied.

For such translational and rotational control ob-
jectives, it was shown in (Hu et al., 2006) that the
closed-loop error system is given by:

q̇0 =
1
2

q̃T Kω
(

I3− q̃×
)−1

q̃ (10)

˙̃q = −
1
2

Kω
(

q0I3− q̃×
)(

I3− q̃×
)−1

q̃ (11)

∗ziė = −Kve + z̃iLωωc (12)

and the control inputs by:

ωc = −Kω
(

I3− q̃×
)−1

q̃ (13)

vc =
1
αi

L−1
v (Kve + ∗ẑiLωωc) (14)

where∗ẑi = eT Lωωc is an estimation for the unknown
∗zi; q̃× is the anti-symmetric matrix representation
of the vector ˜q; Lv,Lω are the linear and angular
Jacobian-like matrices;Kω,Kv ∈ R 3×3 are diagonal
matrices of positive constant control gains; and the
estimation error ˜z(t) ∈ R is defined as ˜zi = ∗zi −

∗ẑi .
A proof of stability for the controller above can be

found in (Hu et al., 2006).

3 IMPLEMENTATION

In this work the task of controlling a robot with a
visual-servoing algorithm was divided into four ma-
jor parts:

1. Capturing images using a video camera.

2. Processing the images to get the coordinates of the
feature points.

3. Calculating the input variables, i. e. the velocities
of the robot endeffector.

4. Moving the robot according to the given input
variables.
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Figure 2: The Simulink-Model.

The hardware available for this task consisted of a
Kawasaki industrial robot with a camera mounted on
its endeffector and vision-sensor network for captur-
ing and processing images from the camera.

The controller was implemented as a C++ class, in
order to guarantee the future reusablility of the code
in different scenarios (as it will be better explained be-
low). Initially, the controller requires the camera in-
trinsic parameters and the desired image coordinates
of the four feature points. Next it extracts the cur-
rent image coordinates and then it calculates the lin-
ear and angular velocities of the endeffector, i. e. the
input variables of the controller.

In order to safely test the controller, the real pair
robot/camera was replaced by two different simula-
tors. The first simulator, which was implemented in
MATLAB SIMULINK , simulates an arbitrary motion of
the camera in space. The camera is represented by a
coordinate frame as it is briefly described later. With
this simulator it is possible to move the camera ac-
cording to the exact given velocities.

In all testing scenarios performed, the camera sim-
ulator needed to output realistic image coordinates of
the feature points. To achieve that, the simulator re-
lied on a very accurate calibration procedure (Hirsh
et al., 2001) as well as exact coordinates of the feature
points in space with respect to the camera. Given that,
the simulator could then return the image coordinates
of the feature points at each time instantt. The camera
simulator was also implemented as a C++ class.

The second simulator is a program provided by
Kawasaki Japan. This simulator can execute the ex-
act same software as the real robot and therefore it
allowed for the testing of the code used to move the
real robot. This code is responsible for performing
the forward and inverse kinematics, as well as the dy-
namics of the robot.

The basic structure of the simulink model can be
seen in Figure 2.

In this work, we will not report the resultis from
the tests with the real robot. So, in order to demon-
strate the system in a more realistic setting, noise was
added to the image processing algorithm and a time
discretization of the image acquisition was introduced
to simulate the camera.

3.1 Describing the Pose and Velocity of
Objects

The position and orientation (pose) of a rigid ob-
ject in space can be described by the pose of an at-
tached coordinate frame. There are several possible
notations to represent the pose of a target coordinate
frame with respect to a reference one, including the
homogeneous transformation matrix, Euler Angles,
etc. (Saeed, 2001) and (Spong and Vidyasagar, 1989).
Since we were using the Kawasaki robot and simula-
tor, we adopted the XYZOAT notation as defined by
Kawasaki. In that system, the pose of a frameF with
respect to a reference frame∗F is described by three
translational and three rotational parameters. That is,
the cartesian coordinates X, Y, and Z, plus the Orien-
tation, Approach, and Tool angles in the vector form:

X =
[

x y z φ θ ψ
]T

This notation is equivalent to the homogeneous
transformation matrix:

H =






CφCθCψ−SθSψ −CφCθSψ−SφCψ CφSθ x
SφCθCψ+CθSψ −SφCθSψ+CφCψ SφSθ y

−SθCψ SθSψ Cθ z
0 0 0 1







(15)
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where Sα = sin(α) and Cα = cos(α) and the an-
glesφ,θ, andψ correspond, respectively, to O, A, and
T and represent:

• Rotation ofφ about the ¯a-axis (z-axis of the mov-
ing frame) followed by

• Rotation ofθ about the ¯o-axis (y-axis of the mov-
ing frame) followed by

• Rotation ofψ about the ¯a-axis (z-axis of the mov-
ing frame).

4 RESULTS

The controller was tested in three different scenarios:
pure linear movement; pure angular movement; and
combined movement. In all these cases, the camera
intrinsic parameters were:

A =





122.5 −3.7737 100
0 122.6763 100
0 0 1



 (16)

The four feature points were arranged in a square
around the origin of the reference frame and had co-
ordinates:

wc1 = [−5 −5 0]T

wc2 = [5 5 0]T

wc3 = [5 −5 0]T

wc4 = [−5 5 0]T

(17)

The desired pose of the camera was the same for
all the simulations, only the start poses differ. The
desired pose of the camera was 20 units above the tar-
get object, exactly in the middle of the four feature
points. The camera was facing straight towards the
target object, i. e. its z-axis was perpendicular to the
xy-plane and pointing out. The x-axis of the camera
was antiparallel to the x-axis of the reference frame
and the y-axis parallel to the y-axis of the reference
frame. This pose can be described by:

∗Xw =
[

0 0 20 0◦ 180◦ 0◦
]T

(18)

The control gains used for the controller were:

Kv =





25 0 0
0 25 0
0 0 25



 (19)

Kω =





1.5 0 0
0 1.5 0
0 0 1.5



 (20)

As mentioned in Section 3, we simulated both the
noisy and the discrete aspects of a real camera. That
is, we added noise to the image coordinates to simu-
late a typical accuracy of 0.5 pixels within a random
error of 2 pixels in any direction. These values were
obtained experimentally using real images and a pre-
viously developed feature extraction algorithm.

xy

z

start position

desired position

−15−5
−5

0

0 05 5

10

20

30

40

Figure 3: Linear motion simulation in euclidean space.

4.1 Linear Motion

In this simulation the camera did not rotate, i. e. the
orientation of the camera in the start pose was the
same as in the desired pose. The camera was sim-
ply moved 20 units along the z-axis of the reference
frame and -10 units along the x- and the y-axis of the
reference frame. The start pose was given by

◦Xw =
[

−10 −10 40 0◦ 180◦ 0◦
]T

(21)

Figure 3 shows the pose of the camera at ten time
instants. The z-axis of the camera – the direction in
which the camera is “looking” – is marked with a
triangle in the figure. The four points on the target
object, lying in the xy-plane, are marked with a star.
In Figure 4 the image coordinates of the four points
are shown. The image coordinate at the start pose is
marked with a circle, the image coordinate at the de-
sired pose with a star.

In Figure 5 the control inputs are shown. The first
part shows the linear velocities, the second part the
angular velocities of the camera.
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Figure 4: Coordinates of the feature points in image space
for the linear motion.
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Figure 5: Control input for the linear motion.

4.2 Angular Motion

In this simulation the start position of the camera was
identical to the desired position, only the orientation
differed. The start pose is given by:

◦Xw =
[

0 0 20 45◦ 150◦ 5◦
]T

(22)

As in Section 4.1 the figures 6, 7 and 8 show the
movement of the camera in euclidean space, the im-
age coordinates of the four feature points and the con-
trol variables.

4.3 Coupled Motion

In this simulation the camera could perform any
generic movement, i. e. both the position and the ori-
entation at the beginning differ from the desired pose
of the camera. The start pose is given by:

◦Xw =
[

10 −10 40 90◦ 140◦ 10◦
]T (23)
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Figure 6: Angular motion simulation in euclidean space.
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Figure 7: Coordinates of the target points in image space
for the angular motion.
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Figure 8: Control input for the angular motion.

As in Section 4.1 the figures 9, 10 and 11 show
the movement of the camera in euclidean space, the
image coordinates of the four feature points and the
control variables.
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Figure 9: Coupled motion simulation in euclidean space.
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Figure 10: Coordinates of the target points in image space
for the coupled motion.
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Figure 11: Control input for the coupled motion.

4.4 Influence of Noise

The setup for this simulation is the same as in Sec-
tion 4.3, but with noise added to the pixels. That is,
at each discrete time an image is grabbed a random

Gaussian noise N(0.5,2) is added to the pixel coordi-
nates.

As in Section 4.1 the figures 12, 13 and 14 show
the movement of the camera in euclidean space, the
image coordinates of the four feature points and the
control variables.
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Figure 12: Coupled motion with noise simulation in eu-
clidean space.
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Figure 13: Coordinates of the target point in image space
for the coupled motion with noise.
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Figure 14: Control input for the coupled motion with noise.

IMPLEMENTATION OF A HOMOGRAPHY-BASED VISUAL SERVO CONTROL USING A QUATERNION
FORMULATION
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5 CONCLUSIONS

An implementation of an image-based visual servo
controller using Matlab and C++ was presented. Var-
ious simulations with and without noise were con-
ducted and the controller achieved asymptotic regula-
tion in all cases. This implementation experimentally
validates the controller developed in (Hu et al., 2006)
and now that the controller is safe to use, new experi-
menations using the real robot can be carried out.

At this point, the control gains were kept small and
the discretized intervals were based on a normal cam-
era (30fps). Those choices let us achieve a conver-
gence in less than 7 seconds. However, for real-world
applications, those same choices must be revised so
that the convergence can be made a lot faster.

The control model and all software modules used
in this paper will be made available on line at
http://vigir.missouri.edu
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ROBOT NAVIGATION MODALITIES 
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Abstract: Whilst navigation (robotic or otherwise) consists simply of traversing from a starting point to a goal, there 
are a plethora of conditions, states of knowledge and functional intentions which dictate how best to execute 
this process in a manageable, reliable, safe and efficient way. This position paper addresses the broad issues 
of how a continuum of choices from pure manual or teleoperation control through to fully autonomous 
operation can be laid out and then selected from, taking into account the variety of factors listed above and 
the richness of live sensory data available to describe the operational environment and the location of the 
robot vehicle within it. 

1 INTRODUCTION 

The dominance of ‘Simultaneous Localisation and 
Mapping’ (SLAM) (Leonard, 1991) in recent 
publications on robot navigation can give the false 
impression that this approach is always the best way 
of carrying out this task, largely ignoring the fact 
that there are very few situations where such an 
approach is either necessary or even feasible, given 
normal expectations of prior knowledge and 
functional/safety requirements. 

 As a simple counter example, why would one 
want to carry out complex SLAM style navigation in 
a building for which exact plans are available? 
Alternatively, if a rich database concerning the 
geometry and appearance of a reasonably static 
environment can be constructed off-line with 
accuracy and convenience and this need only be 
done once, why not just use this 3D colour rendered 
map data for continuing robot operations on a day to 
day basis ever more? In the other extreme, in highly 
complex and dynamic environments with high risk 
potentials, such as robotic bushfire fighting 
operations, why not navigate a robotic vehicle under 
human teleoperation control to allow the full 
judgement of human reasoning to apply throughout 
whilst the operator is in a safe and comfortable 
place? 

There are many other examples between the 
extremes described above, each requiring its own 
appropriate navigation modality. In what follows the 
essentials of robot navigation will be described, 

various navigational modalities outlined and a 
number of case studies presented for illustration 
purposes. Discussion and conclusions then follow. 

2 ROBOT NAVIGATION 
ESSENTIALS 

Six sub-system requirements govern the task of 
robot navigation: 

(a) Localisation (Jarvis, 1993) concerns the 
fixing of the position and pose of the robot vehicle 
within its working environment, whether by 
following the pre-laid lines on the floor, detecting 
beacons or interpreting natural landmarks (or 
general environmental metrics and/or appearances). 
The less preparation required the better but not at the 
expense of overall efficiency, accuracy and safety. 
The recent tendency is to try and use on-board 
acquired sensory data of the operational 
environment with minimal purposeful marking up of 
it by way of specific signs. 

(b) Environmental mapping concerns the 
provision or acquisition of data specifying the 
occupancy, geometry, topology or essential nature of 
the physical operational environment and sometimes 
also the identification of relevant objects within it. 
Such a map may assist localization but must also 
provide the basis for obstacle avoidance and path 
planning. 

(c) Path planning (Jarvis, 1994) concerns the 
determination of efficient collision-free and safe 
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paths from start to goal locations or, in some cases, a 
coverage pattern of the accessible environment. In 
many cases paths can only be constructed 
incrementally as environment mapping data is 
acquired from on-board sensors (possibly indicating 
the location of previously unknown obstacles), if not 
provided beforehand. 

(d) Motion Control involves the mechanistic 
operation of wheels, legs, propellers etc. to drive the 
robot along the planned path. 

(e) Communication amongst sensors, operator, 
computational resources and mechanism 
components is also essential. The distribution (and 
redundancy) of these provisions on-board and off 
(where there might be a remote base station) are 
critical to efficiency, timeliness, safety and 
reliability. 

(f) Function refers to the intended operation, 
whether it be directing water at a fire, picking up 
suspicious baggage or apprehending a terrorist, or 
some other requirement. This aspect is often 
neglected or regarded as a “do last” task in the 
system design process but should actually be 
considered first, not only because the type of 
vehicle, its sensory capabilities and its reliability are 
dependent on its function but also because the 
navigation modality may be less critical than the 
manipulation (or some other task required) when the 
goal is reached. For example, if the task requires the 
close supervision by a remote operator (e.g. in 
defusing a bomb) then a sophisticated autonomous 
navigation strategy may not be justifiable, even if 
possible. 
 
Just how the above six aspects are sensibly 
integrated is critically dependent on the functional 
requirements, the available prior knowledge of the 
environment, the dynamics of the situation and, not 
least, on human risk related considerations. 

3 NAVIGATION MODALITIES 

For the sake of structure, three dimensions of the 
robot navigation modality choice process can be 
identified (See Figure 1): 
 
The first is that of degree of availability of prior 
knowledge (e.g. maps, views, 3D geometry) or the 
ease with which this can be acquired off-line (e.g. 
via laser scanners, stereo views, appearance 
mapping, etc.). When environmental knowledge 
suitable for supporting robot navigation 
(localisation, obstacle avoidance/path planning and 

function) is readily available, it makes good sense to 
use it as it is likely that such an approach would lead 
to better accuracy, reliability and efficiency than 
learning such knowledge using on-board sensors 
alone. 
The second dimension is that of the complexity of 
the defined function and whether human agencies 
would be required to handle them, whether or not 
the pure navigational aspects could be automated to 
some degree. For example, if the complex operation 
of defusing a bomb via delicate teleoperated 
manipulation with rich sensory feedback needs the 
application of expert human skill, the necessary 
attendance of the expert suggests that the navigation 
may as well be by teleoperation also, unless this part 
of the overall task is particularly tedious or time 
consuming. 

 
Figure 1: Robot Navigation Modality Choice Factors. 

The third dimension is that of risk and reliability 
requirement factors. For example, having a robot 
clean a carpet or mow a lawn fully autonomously to 
obviate human tedium makes good sense, since 
degrees of unreliability and inefficiency can be 
tolerated and very little human risk is involved. On 
the other hand, using the bomb defusing example 
again, the remoteness of the operator for risk 
minimisation is the essential factor and the question 
of modality of navigation may be considered 
relatively irrelevant, so a flexible mixture of 
automation and direct teleoperation may be suitable 
for this application. Guiding a fire tanker to a fire 
fighting location too hazardous for humans to attend 
should perhaps be handled entirely by rich sensor 
feedback supported teleoperation, since the safety of 
other personnel operating in the vicinity may be 
more severely jeopardised if a fully autonomous 
system were used, especially as the situation is likely 
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to be subject to severe dynamic variation with a 
moving fire front, changing wind conditions and the 
extent of other fire fighting vehicle and personnel 
deployment. 

4 FLEXIBLE APPROACH TO 
ROBOT NAVIGATION 

Rather than accepting one rigidly defined robot 
navigation modality along the spectrum from pure 
teleoperation to fully autonomous operation, it 
makes sense to devise ways in which these extremes 
can be moved between gracefully with smooth 
variation of the degree of human intervention 
applied in a hybrid strategy where levels of 
autonomy can be adjusted for particular tasks and 
adapt to changing conditions over time. A good 
example of this approach is where a disabled person 
is using a wheelchair in complex environments with 
the aid of robotically inspired sensory and control 
mechanisms (Jarvis, 2001). The disabled occupant 
may be permitted a user-adaptive degree of control 
of the wheelchair within an envelope of safety 
provided by the robotic instrumentation which 
adjusts the degree of intervention to the capability of 
the user to handle the situation over variations of 
physical reflex, poor vision, degrees of fatigue etc.  
 

Using a three level control strategy (see Figure 2) 
nicely complements the notion of flexible navigation 
modality selection. The lowest level can be purely 
reaction based collision avoidance through stopping 
or minor trajectory adjustments using close range 
obstacle sensing as a trigger. The second level can 
be thought of as “local guidance” which indicates a 
safe passage over a limited range of movement, 
generally in the intended direction. The top level is 
global and includes complete path planning and 
control transition strategies. In the robotic 
wheelchair example, the human occupant provides 
the top level strategy, the second level provides the 
user with steering advice and the lowest level simply 
avoids collisions. 
 

In the more general robot navigation situation, the 
top level could drift between fully human control via 
teleoperation and fully autonomous operation, with 
the lower two levels playing their roles in supporting 
the global strategy. For example, a teleoperator, like 
the wheelchair user, can direct the activities of the 
robot using the advice of the second level and 
accepting the collision avoidance reaction level as a 
safety precaution should his attention stray. 

 
Figure 2: Multi-level Control Heirarchy. 

5 CASE STUDIES 

The user adaptive robotic wheelchair (Jarvis, 2001) 
described above is shown in Figure 3. The user can 
indicate navigation intention using human gaze 
detection but near collisions impose increasing 
degrees of instrument driven navigation 
intervention, with control being handed back to the 
user gradually as near collision statistics improve. 
The main environment sensor is a Erwin Sick laser 
range finder. GPS is also provided for guidance as a 
non-essential convenience. 

 

 
Figure 3: User-Adaptive Robotic Wheel Chair. 
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Figure 4 shows a fully autonomous rough terrain 
tracked vehicle (Jarvis, 997) which uses GPS 
localisation, laser range finder obstacle mapping, 
and Distance Transform (Jarvis, 1994) path 
planning. Only the goal location is indicated on an 
environmental map which is populated with 
obstacles as they are discovered by on-board 
sensors. Collision-free optimal paths to the goal are 
recomputed on a fairly continuous basis.  

 
Figure 4: Autonomous Rough Terrain Tracked Robotic 
Vehicle. 

Figure 5 shows an indoor fully autonomous robot 
(Jarvis, 1997) which can map its obstacle strewn 
environment and continuously replan its paths to a 
nominated goal. Localisation is achieved using a 
Denning laser bar code reading localiser with bar 
code beacons placed at known locations in the floor 
plan. 

 
Figure 5: Autonomous Indoor Beacon Localised Robot. 

Figure 6(a) shows a teleoperated boom 
lift(Jarvis,2006) and Figure 6(b) a teleoperated fire 
tanker(Jarvis,2008). Teleoperation is supported by 
video cameras, GPS, laser range finders and 
pitch/tilt sensors. Figure 7(a and b) shows some of 
the types of environmental mapping data available to 
the teleoperator. 
 

 
Figure 6(a): Teleoperated Boom Truck. 

 
Figure 6(b): Teleoperated Fire Tanker. 

Figure 8 illustrates a very recent experiment where 
detailed off-line environmental mapping (Jarvis, 
2007) was carried out using a Riegl LMS-Z420i 
laser scanner provided with registered colour 
imaging capabilities. Navigation tasks in the 
“cyberspace” created by this environmental data 
could be replicated in the real physical space from 
which the model data was acquired using a physical 
robot. The robot could localise itself using 
panoramic images which were matched against 
images extracted from the pre-scanned “cyberspace” 
data. This approach does rely on the prior collection 
of detailed environmental data but this process need 
only be done once. The generality of this approach 
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and the ease of extension into 3D highly 
recommends it for situations where prior data 
collection can be justified e.g. in public spaces, 
malls, air terminals etc.  

 

 
Figure 7(a): Colour Rendered 3D Environmental Data. 

 
Figure 7(b): Plan View of 3D Laser Range Scan. 

 
Figure 8: Dense Laser/ Colour Vision Environmental Data 
Collected Off-Line. 

6 DISCUSSION AND 
CONCLUSIONS 

The idea that robot navigation solutions should be 
flexible to span pure teleoperation to fully 
autonomous operations with a three level control 
strategy and smooth variations of human 
intervention is a very practical one, since it can be 
adapted to individual situations and changes of 
circumstances at will. Also, as new methods, 
improved sensor instrumentation and increased 
affordable computation come to hand various 
aspects of this approach can be tuned so that the 
balance of control may shift but the continuum 
maintained. 
 
As the quality of SLAM solutions improve, 
human/machine interfaces evolve, swarms replace 
individual robots on distributed tasks, questions of 
risk and responsibilities resolved and co-operative 
interplays with human agencies developed, 
maintaining the type of flexibility promoted by this 
paper becomes even more reasonable and practical, 
particularly as the inclusion of this kind of flexibility 
does not impose any great additional cost and 
provides a graceful degradation path. 
 
In conclusion, this paper has advocated a flexible 
approach to the selection of robot navigation 
modalities to suit particular circumstances relating to 
knowledge, risk, complexity, efficiency and 
reliability factors so that working solutions to 
important robot application domains can be applied 
now and improved in the future without the 
stagnation which may result from a more rigid 
approach. 
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Abstract: As multicore PCs begin to get the standard, it becomes increasingly important to utilize these resources. Thus
we present a multithreaded realtime vision system, which distributes tasks to given resources on a single off-
the-shelf multicore PC, applying an optimal-backoff scheduling strategy. Making use of an asynchronous
data management mechanism, the system also shows non-blocking and wait-free behaviour, while data access
itself is randomized, but weighted. Furthermore, we introduce the top-down concept of Interpretation-Based
Preselection in order to enhance data retrieval and a tracking based data storage optimization.
On the performance side we prove that functional decomposition and discrete data partitioning result in an
almost linear speed-up due to excellent load balancing with concurrent function- and data-domain paralleliza-
tion.

1 INTRODUCTION

The multicore integration of off-the-shelf PCs is
clearly observable with recent hardware development.
Correlated to this, algorithms have to be developed
that exploit parallel resources and generate the ex-
pected proportional speed-up with the number of
cores. A computer vision (CV) system is a perfect
prove of the algorithmic concept we present in this
paper, because it requires high computational effort
and realtime performance. The vision system is part
of the JAST (“Joint Action Science and Technology”)
human-robot dialog system. The overall goal of the
JAST project is to investigate the cognitive and com-
municative aspects of jointly-acting agents, both hu-
man and artificial (Rickert et al., 2007).

Vision processing in the JAST system (Figure 1)
is performed on the output of a single camera, which
is installed directly above the table looking downward
to take images of the scene. The camera provides an
image stream of 7 frames per second at a resolution
of 1024× 768 pixels. The output of the vision pro-
cess (recognized objects, gestures, and parts of the
robot) has to be sent to a multimodal fusion compo-
nent, where it is combined with spoken input from
the user to produce combined hypotheses represent-

Figure 1: The JAST human-robot interaction system.

ing the user’s requests.
According to our research field of interest, the

vision system is required to publish object, gesture,
and robot recognition results simultaneously and in
realtime, although continuous realtime result com-
putation is not feasible. Therefore the JAST vision
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setup is well suited for investigations on paralleliza-
tion techniques and data flow coordination.We pro-
pose a multithreaded vision system based on a high
level of abstraction from hardware, operating system,
and even lower level vision tasks like morphological
operations.This minimizes the overhead for commu-
nicational tasks, as the amount of data transferred de-
creases in an abstract representation. Furthermore,
the scalability of the system with integration of mul-
tiple cores can be examined soundly by connecting
different machines to the JAST system, each running
a copy of the vision system (details in Section 4).

2 PARALLEL COMPUTATION

On an abstract level two major parallelization scenar-
ios may be identified: distribution of processing tasks
on multiple machines on one side and distribution of
tasks on a single machine with multiple processors
and / or cores on the other.

Many approaches employing the distributed sce-
nario have been proposed, see (Choudhary and Patel,
1990) for an overview regarding CV or (Wallace et al.,
1998) for a concrete implementation. However, with
recent development in integration of multiple cores
the latter scenario also becomes more relevant. Thus
there is increasing demand for algorithms fully ex-
ploiting parallel resources on a single PC. This is es-
pecially the case, where computational power easily
reaches the limits – e.g. in computer vision.

2.1 Communication

In parallel environments one can generally apply ei-
ther synchronous or asynchronous communication
strategies for data exchange between processes or
threads. Though being robust, due to its blocking
nature a synchronous approach can cause problems
especially for realtime systems where immediate re-
sponses have to be guaranteed. For this case asyn-
chronous non-blocking communication mechanisms
(ACM) have been proposed. With ACMs informa-
tion is dropped when capacities exceed – which is ac-
ceptable as long as the system does not block. Non-
blocking algorithms can be distinguished into being
lock-free and wait-free (Sundell and Tsigas, 2003).
Lock-free implementations guarantee at least one pro-
cess to continue at any time (with the risk of starva-
tion). Wait-free implementations avoid starvation as
they guarantee completion of a task in a limited num-
ber of steps (Herlihy, 1991).

According to (Simpson, 2003), ACMs can be clas-
sified based on the destructiveness of data access. The

classification of ACM protocols by (Yakovlev et al.,
2001) distinguishes data access with respect to their
overwriting and re-reading permission. One can find
manifold implementations of ACMs regarding each
of these classification schemes. Some common im-
plementations, e.g. from (Sundell and Tsigas, 2003)
use lock-free priority queues or employ FIFO-buffers
(Matsuda et al., 2004).

2.2 Parallelization Techniques

According to (Culler et al., 1999) we have to distin-
guish parallelization techniques by means of data-
domain or function-domain. With function-domain
parallelization the overall computation process is di-
vided into stages and each thread works on a sepa-
rate stage. In contrast to this, with data-domain par-
allelization data is partitioned and each partition re-
quires the same computation performed by equally
designed threads (Chen et al., 2007). This distinction
may be correct and worthy for low level vision tasks
like edge detection, but this paper will show, that on
a higher level a carefully modeled CV system does
not require this distinction. Moreover a combined ap-
proach can be derived and, on the basis of an asyn-
chronous data management, a system implementing
both aspects can perform very well in practice.

Aiming this goal, we first have to deliberately de-
sign anchor points for distributed computation. Also,
the level of abstraction considering computational
tasks matters in terms of parallelization. In order
to avoid unnecessary overhead regarding communica-
tion and take full advantage of the multicore environ-
ment, we decided to model concurrent computation
on a high level of abstraction. Therefore, we do not
intend to parallelize primitive control-structures – like
for-loops – specific to a programming language. In-
stead we try to identify major and subsequently minor
tasks of computation (see Fiture 2).

For function-domain parallelization we assume,
that the division into well-defined functional submod-
ules is feasible. In the processing layer of the pro-
posed CV system this is obviously the case, as we can
identify three major functional stages: Preprocess-
ing, Analysis and Interpretation and Postprocessing.
Further refinement divides these stages into subtasks.
Modules implementing a task independently pick a
data partition (also called data item below), analyze it
and write it back. In case new items are created within
the analysis, these are also stored in the corresponding
data management queue (see Section 3).

As the recognition process is decomposable in
the function-domain, we now have to achieve data-
domain parallelization in order to prove our claim.
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Figure 2: Architectural overview.

Hence we have to specify the functional tasks accord-
ing to the need of multiple instantiation of the pro-
cessing modules. We therefore derive the following
approach from the non-blocking paradigm of ACMs:
as we want to publish cyclicly in realtime, we rather
publish incomplete analysis results of a scene than
waiting for a complete analysis that would block the
system meanwhile. This allows multiple concurrent
module instances for the analysis of data items as long
as the data management is implemented threadsafe
(see Section 3). According to (Chen et al., 2007) we
are thus able to implement data-domain paralleliza-
tion, which is the second part of our claim.

2.3 Scheduling

There is one catch in such an implementation of the
ACM: we risk that a module requests certain data
from the data management, which is not available at
the moment. In this case the data management deliv-
ers a NULL-data item, so modules have to deal with
these items as well.

Therefore we propose an algorithm which, when-
ever a NULL-item is received, tries to suspend module
instances for an optimal amount of time, until a cor-
rect data item is expected to be delivered again. An
incremental back-off time b(c) may be calculated as
follows:

b(c) = min
(

c · i,
(

a · j
n

))
(1)

In (1) the parameter c denotes the counter for the
number of tries since the last correct data item has
been received by the module, i denotes the predefined
back-off increment in milliseconds, a is the maximum
age of a data item until it is deleted, j the number of
module instances operating on the same task and n
the current number of items matching the request. If

a NULL-data item is retrieved, c is incremented and
the module is immediately suspended for a time b(c)
again. In case a correct item could be delivered, c is
reset to 0 and the item is processed.

The back-off strategy tries to optimally calculate
suspension periods for instances not needed at the
moment, but at the same time to provide an instance
whenever needed. The first argument of min calcu-
lates an incremental amount of time for the module in-
stance to sleep and the second argument represents the
expected mean time until the next correct data item
can be delivered. This value is then used as the maxi-
mum amount of time to suspend a module instance.

3 DATA MANAGEMENT

Implementing an adequate data access strategy for
concurrent requests is crucial for the proposed sys-
tem. The strategy has to ensure integrity and consis-
tency of data and as well provide error management
policies. One also has to consider priorization when-
ever a module requests to write while another simul-
taneously wants to read data from or write data to the
storage. Another important point is the deletion of
data items when they expire.

Considering modularity, we organize data access
in a data management layer (right part of Figure 2).
A natural approach for the implementation is based
on the Singleton design pattern (Gamma et al., 1998).
Singleton implementations only provide a single in-
stance of an object to the overall system, so in our case
any request from an analysis module must call the sin-
gle instance of the data management (DM). Here, de-
rived from common standards (Message Passing In-
terface Forum, 1995), data items are managed in
limited-size priority-queues.

Error handling in the DM layer can be imple-
mented straight forward, as the layer simply delivers
NULL-data items whenever an erroneous request was
received, a queue was empty or no suitable data item
could be found. The error handling approach utilizing
NULL-data items is wait-free, because it completes in
a limited number of steps.

Organizing the single instance in a threadsafe
manner concerning read and write accesses ensures
integrity and consistency. In order to achieve this, the
DM module is organized as a bundle of queues, each
queue for a different type of data item (see Figure 2).

3.1 Data Access

Threadsafe concurrent data access is realized by en-
capsulating synchronization. Concerning ACMs, the
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CV system proposed here implements a Pool-ACM in
either classification scheme mentioned in Section 2.1.
Regarding the Simpson classification, as we do have
non-destructive read operations, but write operations
include deletion of items, and respectively regarding
the Yakovlev classification, as we allow overwriting
in a write operation and do not delete items when
reading them from the storage.

Concretely, an instance of a processing module
sends a request for storage or retrieval of a data item
of a certain kind by calling one of the DM operations
provided to the processing layer:

write<Queue>(Item):void

read<Queue>():Item

The retrieval strategy selects a data item to deliver
according to the evaluation of a stochastical func-
tion. The function is based on the asumption that
a data item (re-)detected in the near past must be
prioritized to one that last occured many cycles ago
– as it may have already disappeared or removed.
Since each item in a queue Q has a timestamp, we
weigh the items i ∈ Q according to their age ai =
now− timestamp(i) such that the weight increases,
the younger items are:

∀i ∈ Q : wi = 1− ai

maxage
(2)

A new queue of pointers to data items from the orig-
inal queue is built afterwards. The new queue, on
which the actual retrieval operation is performed, is
filled with at least one pointer to each data item. In
fact, according to the weight wi of an item i, a number
of duplicates di of each pointer is pushed to the queue:

∀i ∈ Q : di =
1

argmin j∈Q(w j)
·wi (3)

Subsequently the random selection on the pointer
queue is performed where more recent items are pri-
oritized automatically as more pointers to the corre-
sponding data-items exist.

3.2 Locking

Before applying the weight to the items of a queue,
we have to exclude elements that match the precondi-
tion described below. As an item cannot be altered by
two processing modules concurrently, we introduce a
locking-mechanism for items. Nevertheless the “non-
blocking” nature of data access can still be guaranteed
due to the error handling approach described earlier.
Before a data item is delivered to the processing layer,
the state of the item is changed to locked. Locked
items are not allowed to be delivered to any other in-
stance and so are excluded from the weighting step.

Releasing the lock is in responsibility of the module
processing the item.

Another important problem to discuss is the be-
haviour of the system in case of concurrent WRITE or
READ operations concering a specific queue. Con-
current READ operations are allowed at any time,
but in case a WRITE operation is requested all re-
trieval requests and concurrent WRITE requests must
be blocked meanwhile. Therefore the system has to
implement a mechanism utilizing cascaded mutual
exclusions.

Again a single operation may be blocked, but the
overall system is not. If a mutex can not be aquired
at the moment, in case of a READ operation a NULL-
item is delivered and in case of a WRITE operation no
operation is executed. This behaviour is conform to
the definition of an asynchronous non-blocking algo-
rithm, as it is wait-free.

3.3 Enhancements

In order to enhance performance of READ operations,
we introduce the concept of Interpretation-Based Pre-
selection. We assume that certain data items are not
relevant for dedicated tasks. For example a gesture-
recognition module could only be interested in a re-
gion, that enters the scene from the bottom (Ziaie
et al., 2008) or a visualization module might only dis-
play objects from within the last 100ms, but skipping
gestures totally.

In order to completely leave the relevance deci-
sion to the processing modules, we propose a mecha-
nism evaluating a predicate, that is passed within the
request. According to the predicate the exlusion step
before weighting a queue’s items is adapted: now not
only locked, but also items that do not match the pred-
icate are removed. Thus the search space for retrieval
can be restricted, but the non-deterministic selection
algorithm can still be applied. We now extend the
trivial retrieval definition from Section 3.1 to the fol-
lowing:

read<Queue>(Predicate):Item

Predicate is a non-empty binary predicate that
evaluates to True or False on each data item of
the specified queue. Processing modules are al-
lowed to use item attributes for the implementation
of their own predicates. For sophisticated predicate
designs some items provide state attributes for track-
ing or attributes indicating the status of the analysis
(analyzedBy<module>). We call these attributes
Priority Attributes.

An enhancement strategy for WRITE operations
can also be implemented by our data management
module. Considering that data items in a queue are
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timed, it is possible to track them from one cycle
to the following. Therefore we define a compare-
method that is applied automatically on a storage re-
quest. The method evaluates symbolic or meta at-
tributes like classification, color, approximate posi-
tion, number of points or width and height. Whenever
the DM module receives a storage request for a for-
merly recognized item, only neccessary attributes are
updated, all priority attributes (especially the unique
id) instead are kept. For example, considering an item
fixed and fully analyzed, the existing item just gets all
non-priority attributes (such as the timestamp, posi-
tion, etc.) updated, but the updated item is not marked
for analysis again.

4 RESULTS AND CONCLUSIONS

For the evaluation of the system a dual core Intel c©
,Pentium IV system and a quad core Intel c© ,Xeon
system were utilized. For comparison the hardware
configurations using a sequential version of the sys-
tem are also shown. We used a sample video with
a resolution of 1024× 768 and a duration of 30 sec-
onds at a sampling rate of 7 frames per second. The
results refer to the analysis without data maintenance
enhancements and postprocessing switched off.

Performance results shown in the tables below are
only approxmiate values due to high dependency on
the scenes that have to be analyzed. The more objects
exist, and the more complex objects get (in the JAST-
project also object assemblys are to be analyzed) the
longer the analysis takes. In case there are very few
objects or the scene remains static, overall analysis is
possibly performed in realtime. This would be con-
tradicting on of our preconditions from Section 1, so
for our evaluation video we feed the system with dy-
namic input data, like humans continuously moving
objects on the table and the robot picking pieces.

In Table 1 the first column describes the hardware
configuration, the second column shows the total sys-
tem load and the third column, the (mean) LOAD RA-
TIO, weighs the core with highest against the core
with the lowest load.

Table 1: Total core utilization.

CONFIGURATION CPU % LOAD RATIO

Dual Core (seq.) 52.12 8.20
Dual Core (parallel) 84.13 1.03
Quad Core (seq.) 27.55 36.32
Quad Core (parallel) 51.63 1.07

The values shown in the table were computed
from 5-10 averaged samples, each taken with mpstat

over a period of five seconds. For example a mean ra-
tio of 36.32 on the quad core is caused by an average
load of 93.84% on the core with highest load com-
pared to only 2.58% on the core with lowest load. The
total utilization in this configuration clearly shows
that de facto only one core is used for processing
while the others remain idle. In contrast to this, one
can see an almost optimal distribution in the parallel
scenarios with a load ratio of around 1.0.

Table 2 shows the processing performance of the
hardware configurations described above. Now the
reason for the quad core parallel configuration only
having a total load of 51.63 % becomes clear: there
is simply nothing to do for the machine as the input
video is only sampled at 7 frames per second.

Table 2: Performance of Processing.

CONFIGURATION TIME FREQUENCY

Dual Core (seq.) 228.7s 0.92fps
Dual Core (parallel) 30.0s 3.57fps
Quad Core (seq.) 196.6s 1.07fps
Quad Core (parallel) 30.0s 6.95fps

Processing with the sequential version of the sys-
tem is slightly faster on the quad core compared to
the dual core machine due to internal OpenCV par-
allelization and scheduling of the operating system.
But still it is only capable of processing the video in
≥ 3 minutes. Regarding this, another important prop-
erty of the asynchronous parallel version becomes
clear: processing a 30s-video only takes 30 seconds.
This can be achieved because of the non-blocking be-
haviour. In case computing power exceeds (see sec-
ond row of Table 2) the asynchronous implementation
drops frames, regions and objects from data queues in
order to keep the system from blocking. We find that
the system still reaches the desired realtime publish-
ing frequency, but the results published are not com-
plete. In fact we see, that it takes a few cycles until
each region extracted from a frame is analyzed and
results are present.

Normally this does not influence the result, as
items can be tracked. But in case of quickly moving
objects, it remains as a drawback, because the sim-
ple feature-based tracking method applied in the cur-
rent system often fails to map these objects correctly
in a sequence of frames. Consequently, the system
assumes items having appeared and begins the analy-
sis: the new items are locked (although they are just
duplicates of existing ones) and computing power is
wasted. This problem particularly occures for quick
hand movements. The worst case would be a mov-
ing hand shortly occluding formerly recognized ob-
jects, as both the hand and the objects are probably
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lost and their regions need to be redetected and rean-
alyzed completely.

Figure 3 shows a performance estimation for the
analysis frequency in two input scenes. As we expect,
the results show, that parallelizing in the data domain
produces almost linear performance gain with the
number of processors. This can be achieved, because
heavy computing is mainly done within the analy-
sis and interpretation stage, where tasks can be dis-
tributed very well. In Figure 3 the measuring points
for one core are inferred from performance of sequen-
tial version, as we have seen in Table 1 that only one
core is used there.

Figure 3: System performance with data domain paral-
lelization.

Still to mention is that with the data manage-
ment enhancement from Section 3.3 the performance
even in a sequential version of the system improves
up to 25 Hz as long as the extracted regions can be
tracked. When the scene changes, computational ef-
fort is needed, so the performance decreases. Here
the advantage of the multithreaded system becomes
clear: due to function domain parallelization and non-
blocking behaviour the system still publishes in real-
time, although the results may be incomplete.

A further factor influencing the system perfor-
mance is the system configuration. The vision sys-
tem configuration can be customized via an XML file.
Here one can specify the number of module instances.
This corresponds to a priorization within the data do-
main: one could for example start a larger number
of objectrecognition modules while on the other hand
just starting one or two gesturerecognition modules.
Due to the scheduling strategy of the operating sys-
tem, the objectrecognition would be prioritized in this
case.
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Abstract: This paper presents and validates a new methodology for the efficient integration of CAD models in a 
physical-based virtual reality simulation.  User interacts with virtual mock-up using a string-based haptic 
interface that may provides haptic sensation to both hands in a large workspace. Visual and tactile displays 
provide users with sensory feedback and improve both user performance and immersion. Stereoscopic 
images are displayed on a 2m x 2.5m retro-projected screen and viewed using polarized glasses. The 
proposed methodology implemented in a low-cost system, has been tested with an automotive application 
task. However, the presented approach is general enough to be applicable to a large variety of industrial 
applications.

1 INTRODUCTION 

Most research on virtual environments dedicated to 
Computer Aided Design (CAD) application are 
confronted to difficult problems related for instance 
to real-time 3D simulation including physics, 
integration of multisensorial feedbacks, etc. Another 
problem to overcome is the transformation CAD 
models to virtual reality (VR) models.  

In this paper we present and validate a new 
methodology for an efficient integration of CAD 
models in a physical-based virtual reality simulation 
that provides the user with multimodal feedback. 
Haptic interaction is based on the SPIDAR system 
illustrated in Figure 1 (Bouguila et al. 2000). The 
methodology has been tested with an automotive 
application task. However, the presented approach is 
general enough to be applicable to other tasks and 
industrial applications requiring realistic interaction. 

2 RELATED WORK  

2.1 Visuo-haptic VR Configuration  

Projection-based Virtual Environments such as 
CAVEs™ (Cruz-Neira et al., 1993) Workbenches 

(Krueger and Froehlich, 1994) or immersive wall 
(Richard et al., 2006) are the most popular VR 
configurations. They provide a large number of 
performance/immersion factors like stereoscopic 
visualization, large screens, large manipulation 
space, etc. However, adding force feedback to these 
configurations without degrading their 
performance/immersion factors is not an easy task.  

Most general purpose haptic devices, like the 
PHANToM (Massie and Salisbury, 1994) are often 
used with desktop visualization configurations. Most 
of the time, they are not able to adapt to VR 
configurations, leading to a degradation of some of 
the performance/immersion factors of the VR 
configuration. 

Some general purpose haptic systems have been 
integrated within large screen projection-based VR 
configurations (Brederson et al., 2000), (Grant and 
A. Helser, 1998), (Garrec et al., 2004). 

The only large screen projection based VR 
configurations equipped with non-intrusive haptic 
system involves the SPIDAR system (Bouguila et 
al., 2000), (Tarrin et al., 2003), (Ishii and Sato, 
1994) (Richard et al., 2006). 
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Figure 1: Schematics of the human-scale SPIDAR system. 
This non-intrusive haptic device provides force feedback 
to user’s both hands while moving in a large-scale 
workspace. 

2.2 Grasp Feedback  

Grasp feedback includes both tactile and shape 
feedback. Haptic systems exist for both but they are 
different and rarely integrated.  

The best known solution for providing a realistic 
grasp feedback consists of using props. Props are 
physical objects held in hand by the user. Props have 
been proposed for tasks such as application control 
(Coquillart and Wesche, 1999), 3D objects 
manipulation (Hinckley, 1994), (Tarrin et al., 2003), 
and design. Several psychophysics experiments 
demonstrate the benefits of props (Hinckley, 1994). 
Props provide stable grasp feedback, intuitive 
manipulation as well as realistic shape and texture 
rendering.  

Props do not allow sensation of the collision 
with a surface touched by the prop itself. Combining 
props with force feedback is again a difficult task 
because most force feedback systems can’t attach 
props in a flexible way. 

The next section of the paper presents a CAD to 
VR methodology. Section 4 describes the developed 
prop-based stringed haptic configuration. An 
industrial application is presented in Section 5. 
Section 6 concludes the paper and describes future 
work.  

3 CAD TO VR METHODOLOGY 

The CAD to VR methodology is illustrated in Figure 
2. Our methodology involves different steps such as 
model tessellation (1), model integration (2-3) and 
sensorial feedback (4-5-6).  The CAD to VR model 
transformation is illustrated in Figure 3. 

3.1 Model Tessellation (1) 

The first step was to choose an appropriate common 
exchange file format between standard CAD 
software (such as CATIA) and 3D general purpose 
modelling software (such as 3D Studio Max). The 
tessellation procedure consists in decreasing the 
number of faces without degrading the 3D shape of 
the model. 

 
Figure 2: Schematics of the CAD to VR model 
transformation.  

3.2 Model Integration (2-3) 

Many loaders may be used to integrate 3D models in 
a real time C/C++ 3D application.  However, this 
leads to graphic simulation in which the virtual 
objects do not have physical properties. In order to 
give physical properties and behaviour to the model, 
we developed a single procedure that allows to 
automatically obtain both graphical and physical 
models of loaded objects. Moreover, the physical 
model on which is based the real time simulation, 
exactly corresponds to the graphical one. 
The physical model is built using PhysXTM an 
efficient well-known open source physic engine 
from AGEIA (http://www.ageia.com).     

3.3 Sensorial Feedbacks (4-5-6) 

In order to increase both realism of the simulation 
and operator performance during interaction with the 
virtual mock-up, different sensorial feedbacks are 
provided. Simulated forces are calculated by the 
physic engine and displayed on user hand using the 
SPIDAR system. 
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Figure 3: illustration of a CAD model transformation to a 
physicalized VR model.  

4 PROP-BASED STRINGED 
HAPTIC INTERACTION  

In the context of the automotive application 
described in the following section, a prop has been 
integrated into the SPIDAR system in order to 
provide both realistic and low-cost grasp sensation 
while performing the task. Figure 4 shows the 
attachments of the prop to the SPIDAR (Figure 4a). 
As shown in Figure 4b, the user grasps the prop (a 
real car lamp is integrated into a plastic part). In 
order to increase accuracy, both position and 
orientation of the prop are obtained using a Patriot 
3D tracking system (http://www.polhemus.com).  
 

 
              (a)                                          (b)  
Figure 4: Top view of the prop attached to the SPIDAR 
system (a), grasping of the prop by a user (b). 

5 AUTOMOTIVE APPLICATION  

Our VR human-scale platform opens the door to 
many CAD applications requiring realistic 
integration modalities such as visualization, audio, 
force and tactile feedback. One such application, 
from the automotive industry, is described in this 
section. It concerns accessibility and maintenance of 
car lamps.  

 

 
Figure 5: Illustration of the final stage of the task: the 
application provides both haptic and visual force feedback 
to the operator. 

5.1 Description of the Application  

During the conception stage, car designers have to 
make sure that anyone will easily be able to achieve 
maintenance task concerning car lamps. In this 
context, special attention has to be paid to the 
following aspects:  
 
• Accessibility: to be able to reach and pick-up car 
lamps,  

• Replacement: to be able to remove broken lamps 
and replace them by new ones.   

 
Currently, the only solution is to build a mock-

up of the car. The process is of course slow and 
expensive. A cheaper and faster solution consists in 
realizing the tests on virtual mock-ups. An 
additional advantage is that it can be done earlier in 
the conception process, which eases modifications. 
Our methodology associated to the human-scale 
haptic virtual environment highly contributes to the 
widespread use of virtual mock-up in a realistic 
simulation.  

This methodology has been validated in the 
previously mentioned context (car lamps 
maintenance). The Figure 5 shows screenshots of the 
virtual mock-up during the maintenance task. The 
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final stage of this task involves the correct 
placement of a car lamp. As illustrated on the 
bottom screenshot, both collision detection and force 
feedback are visually displayed respectively using a 
red colour and clear blue line (orientation of the 
force). 

5.2 Hardware and Software 
Architecture  

As opposed to most of the existing virtual reality 
human-scale platforms that are based on clusters, 
our hardware architecture is based on only one 
Personal Computer (bi-Xeon 5150, 4Go RAM and 
8800 GTX Graphic board). 

The frame rate is however, in the described 
application (600 000 Faces), maintained to about 30 
frames per second. Thus, the use of a physical 
Processing Unit is not necessary. 

6 CONCLUSIONS AND FUTURE 
WORK  

We presented and validated a new methodology for 
the efficient integration of CAD models in a 
physical-based virtual reality simulation. User 
interacts with virtual mock-up using a string-based 
haptic interface that may provides haptic sensation 
two both hands in a large workspace. Visual and 
haptic displays provide users with sensory feedback 
and improve both user performance and immersion. 
Stereoscopic images are displayed on a 2m x 2.5m 
retro-projected screen and viewed using polarized 
glasses. The proposed methodology has been tested 
with an automotive application task. However, the 
presented approach is general enough to be 
applicable to other tasks and industrial applications. 
 

In the next future we plan to add a virtual hand 
with physical properties to allow dexterous 
manipulation of 3D objects. We will also replace the 
magnetic tracking system by an optical MOCAP 
solution. We will also use our methodology for other 
CAD applications.  
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Abstract: In its baseline operation mode, the REMS/MSL mission is not well suited to characterize transient weather 
phenomena evolving on multiple scales. In this paper we argue that this limitation can be overcome by 
enabling REMS to autonomously detect sudden and unexpected changes in the acquired data and 
subsequently extend the time allocated for measurements. Detection is accomplished by means of 
multiparametric Event-Finding Algorithms running on the REMS micro-controller. We describe the 
principles underlying the design of such algorithms and the methods for their calibration. 

1 DESCRIPTION OF REMS 

The Rover Environmental Monitoring Station 
(REMS) is an instrument suite to be carried aboard 
the Mars Science Laboratory (MSL) rover. It is 
being developed and integrated at the Centro de 
Astrobiologia (CAB/(CSIC-INTA)) as a contribution 
of the Spanish Government. REMS comprises two 
booms attached to the rover mast at an angle of 120 
degrees (Figure 1). 
 

 
Figure 1: REMS booms with sensors. 

 Each of the booms carries a wind sensor and an air 
temperature sensor. An infrared sensor mounted on 
the electronics casing of boom 1, facing the ground, 

will measure the brightness temperature of the 
martian surface. On boom 2 there is a humidity 
sensor (the protruding cylindrical structure on the 
figure) provided by the  Finnish Meteorological 
Institute (FMI). A pressure sensor, (not shown here) 
also built by the FMI, is mounted below the rover 
deck, being in contact with the atmosphere through a 
small opening. Finally, an UV sensor (also not 
shown), located on top of the rover deck, will 
measure the irradiation intensity in six different 
bands. REMS features a small embedded computer 
system whose main task is to act as an Interface 
Control Unit but is also capable of executing simple 
programs. 

2 THE REMS/MSL MISSION 

2.1 Science Goals 

The MSL mission will assess the present and past 
habitability of Mars. REMS will contribute by 
monitoring the physical processes taking place in the 
layer of the atmosphere closest to the surface.  
Scientist believe that if life exists on Mars it will 
most likely be found in tiny pockets of liquid water 
in porous rock beneath the surface. Local weather 
patterns likely play a fundamental role in the ability 
of sheltered environments to retain liquid subsurface 
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water. For instance, the regime of local winds may 
impact the cycles of freezing and thawing of 
permafrost soils inside craters and on the slopes of 
mountains, cliffs or hills. Indeed, recent images 
obtained from orbit show gullies and trenches that 
seem to have been made by water outpouring at 
certain localized spots and flowing down the slopes. 
An alternative  explanation, which rules out liquid 
water, sustains that the gully-like features are caused 
by small landslides triggered by wind. Hence, one of 
the main goals of REMS is to shed light on the 
regime of local winds to enhance our ability to 
distinguish between features most likely due to 
aeolian erosion from those which could possibly 
have been carved by liquid water. 

2.2 Limitations of REMS Baseline 

The baseline currently being considered for REMS 
Nominal Mode (NM) operation consists in 24 
sessions per sol of 5 minutes each, comprising a data 
acquisition cycle at a sampling rate of 1 Hz. Thus, 
REMS ability to characterize short range multiple-
scale events is limited. In this position paper we 
argue that this limitation can be overcome by 
providing REMS with the capability to carry out 
Opportunistic Science. We outline the strategy we 
are pursuing to this aim, and lay down its scientific 
basis. We show how, based on a sequence of 
uploaded programs, the REMS computer can 
autonomously decide to switch from NM to the so-
called Event Mode (EM) in case an anomalous 
pattern is detected. When functioning in EM the 
passage into Sleeping Mode   is rescheduled to occur 
after a configurable amount of time, during which 
REMS will collect data at the nominal sampling rate.  

3 OPPORTUNISTIC SCIENCE 
ONBOARD MARS ROVERS 

3.1 MER/OASIS vs. MSL/REMS  

Opportunistic science onboard the Mars Exploration 
Rover (MER) mission (Spirit and Opportunity) is 
being implemented at NASA's Jet Propulsion 
Laboratory (JPL) through a project known as the 
Onboard Autonomous Science Investigation System, 
(OASIS). This system identifies opportunistic 
targets (mainly rock samples), collects data on those 
targets, then analyzes them onboard to identify those 
which merit further investigation. It also executes 
onboard planning and scheduling software that can 
dynamically modify the projected rover traverse 

plan in order to accommodate the new science tasks. 
Finally, the onboard computer evaluates if sufficient 
resources are available to meet the additional science 
requests (Castaño, 2007). Unlike OASIS, the REMS 
Opportunistic Science computer programs assume a 
purely passive role in planning and scheduling tasks. 
The REMS computer executes a sequence of 
instrument commands that the MSL main computer 
has uploaded into its flash memory. These are 
actions that REMS must execute at pre-scheduled 
times without further intervention by the rover 
computer – acquisition cycles, parameter 
configuration, housekeeping, etc. The EFA's are part 
of the set of programs uploaded into the REMS 
memory and executed once every session. Their 
only effect on the sequence of operations is to 
(eventually) extend the period of data acquisition, 
considering its previously allocated resources. This  
framework is designed not to interfere with pre-
scheduled regular activities. The approach inevitably 
limits the scope of REMS Opportunistic Science 
activities but, on the other hand, improves its degree 
of autonomy and risk avoidance level.  

3.2 Targets for REMS Opportunistic 
Science  

The fast evolving phenomena that we wish to 
sample normally involve multiple timescales which 
cannot be fully accommodated within normal 
session periodicity and/or duration. These are the 
natural targets for Opportunistic Science actions. 
They can be effectively classified into i) boundary 
layer oscillations (BLO's), ii) dust devils and 
plumes, iii) microfronts, iv) local dust storms, v) 
orographic winds and vi) mountain waves. An 
algorithm to detect BLO's must be capable of 
recognizing fluctuations with timescales ranging 
from a few minutes to about one hour. Dust devils 
are much shorter events, generally not exceeding a 
few minutes. They consist on rotating columns of 
warm air made visible as sand and dust is sucked 
into the central core. Usually, convective plumes are 
even more ephemeral than dust-devils.  Plumes are 
characterized by straight-line winds converging to a 
hot spot where the warmer air starts to rise. They do 
not display the rotation of the horizontal wind 
component that characterizes dust devils; rather, a 
pronounced increase in the vertical wind component 
is observed. Microfronts share the structure of their 
synoptic counterparts but arise on a local scale 
instead, taking a couple to a few hours to pass over a 
given point. The evolution of global and regional 
dust storms can be tracked from measurements in 
REMS nominal mode.  However,  data will be way 
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too sparse to provide an accurate description of 
short-scale, local events. The low atmospheric 
density of the martian atmosphere and the intense 
radiative processes drive robust orographic flows. 
Furthermore, the patterns of large-scale circulation 
are reinforced by the extreme regional asymmetries 
of the Mars elevation field. Sometimes these 
orographic flows appear associated with periodic 
buoyancy perturbations which develop when stable 
stratified air ascends a barrier – mountain waves.  
Like on Earth, these waves occur on the scale of 
individual mountains or chains with oscillation 
periods ranging from a few minutes to one sol.  

4 CHANGE DETECTION 
ALGORITHM  

4.1 Principles of EFA Design 

Due to their multiple timescales, the above 
phenomena would be missed or insufficiently 
sampled should the unit operate always in NM.  In 
the case of phenomena lasting a few dozen minutes 
to a few hours the measurements at high sampling 
rate in sequences of short acquisition cycles will 
mostly produce redundant data whereas the session 
periodicity is much too low to permit a smooth 
characterization. For the most brief phenomena, 
such as plumes and dust devils, the session duration 
would, in principle, be enough to fully capture the 
evolution of one or more of these events, and the 
sampling frequency adequate. However, because the 
unit will be sleeping for more than 90 % of the time 
the probability that such an event will fall within the 
5 minute allocated slot is small; in most occasions 
REMS will miss the phenomenon entirely. Indeed, 
the experience of past missions, particularly 
Pathfinder, suggests that relying on serendipitous 
observations is a very poor strategy to detect dust 
devils. Dedicated campaigns to search for occasional 
phenomena are envisaged as part of an alternative 
'human in the loop' strategy. Nevertheless, because 
these are, in general, rare events with uncertain 
periodicity they are difficult to target by 
measurements to be carried out at pre-selected, fixed 
times. One may, if the allocated measurement 
window is too narrow, miss the phenomena 
altogether. Alternatively, if it is too wide, valuable 
resources will be wasted. Performing decision-
making onboard the rover allows for science goals to 
be realized under circumstances where a control 
loop from the ground is not possible because there is 

not enough time for scientists to react to changes in 
data patterns (by organizing dedicated campaigns, 
for instance). However, the present framework is not 
designed to replace entirely human decision making 
but rather to optimize the combined action of human 
experts and the REMS embedded system. REMS 
planning and scheduling activities are performed on 
the ground, by means of the Ground Data System 
(GDS). The GDS provides all the computational 
tools required to accomplish these tasks as well as 
instrument health monitoring and data analysis. An 
Opportunistic Science Software (OSS) package is 
integrated in the GDS. Every day, the downloaded 
REMS data product is processed at the GDS and the 
part specific to the self-triggering procedure is fed 
into the OSS. The complete statistics of event 
detection is recorded for housekeeping, diagnosis 
and debugging purposes. On a regular basis, analysis 
of the results will permit fine tuning and in-flight 
calibration of the EFA's. This procedure will be 
supervised jointly by scientists and software 
engineers present at the GDS. The standard 
operation procedures involve generating activity 
plans for a few sols determining, whenever possible, 
if local meteorological events of interest are likely to 
occur in that period. Having negotiated with the 
MSL project management the resources for the 
period being considered, the extra measurement time 
available is distributed though a number of possible 
EM windows. These and other relevant parameters 
are updated at the next Schedule Table Script 
(ST_Script) uplink. The REMS computer system is 
then left to decide autonomously whether or not to 
switch into EM according to the disposition of 
allocated windows and the output of the EFA's.  

4.2 Design Flexibility 

The above framework requires an onboard software 
design capable of offering full flexibility as the 
process of calibration of the EFA's will continue on 
Earth during the MSL cruise phase. Design 
flexibility is also important so that diagnosis, fine-
tunning and debugging of the EFA's are possible 
after operations begin on martian surface, with 
minimal resort to software patching. It is also 
expected to reduce substantially the risks to baseline 
operation associated with the relative increase in 
software complexity which the Opportunistic 
Science capability inevitably carries. The current 
design rationale is as follows: at the end of a 
measuring session the REMS micro-controller will 
run a prescribed sequence of EFA's. The order in 
which the EFA's on the list are executed can be 
modified at every ST_Script update. The first step in 
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any EFA is to process sensor raw data by applying 
estimators to compute observables. The latter 
emulate as close as possible the behavior of the 
actual physical parameters (e.g. temperature, 
pressure, wind magnitudes and direction, etc.). 
Estimators are thus simple procedures that involve 
functions and coefficients determined during the 
sensor's calibration. The reliability of observables as 
proxy values is assessed through comparison with 
the output of the GDS post-processing software that 
retrieves the 'true' physical parameters from raw 
data. Each EFA is divided in two parts running 
sequentially: detection and validation. Only 
validated detections will cause REMS to self-trigger 
into EM.  The detection part of the EFA reads the 
relevant observables and, through a sequence of 
logical operations decides whether or not a detection 
has taken place. Then it assigns an initial confidence 
level to that detection, called the Baseline 
Confidence Level (BCL) to be compared with the 
uploaded Threshold Confidence Level (TCL); if 
BCL > TCL, the detection is validated: the EFA will 
immediately stop running, all subsequent EFA's on 
the list will be overruled and the unit will shift into 
EM at once. If at least one detection has occurred 
but nevertheless had been assigned a BCL value 
below threshold, then the EFA will compute a 
number of flags and/or consult a table of previously 
set flags. The final result of these computations is an 
integer value, called the Increase in Confidence 
Level (ICL), incremental to the BCL. Both intervene 
to calculate the final Detection Confidence Level 
(DCL). If DCL > TCL, then EM is triggered. Flags 
are encoded signals either internally generated by 
the EFA acting on observables or historic records, or 
engendered at the GDS. In the later case, the flags 
are generated by the OSS package and uploaded as 
parameters in the ST_Script. Flags have limited 
resolution (small integers and binary numbers) and 
intervene only at the validation stage.  For instance, 
the orography flag may take up to 16 integer values 
representing a type of orographic feature – crater 
rim, mountain ridge, rock, etc. – a scale of elevation 
with respect to rover position and the feature's size. 
Internal generation of flags, within the EFA, will 
sometimes involve elementary statistical analysis 
while in other cases it implicates logical operations 
and/or Lookup Table (LUT) consultation. For 
instance, in the EFA for microfronts described in the 
next section, the PLO flag – for 'Pressure Low' – 
indicates, based on the history of measurements 
performed in past sessions, whether a sustained 
pressure decrease in the hours preceding the passage 
of a cold front has occurred. When no detection has 
taken place, or achieved the TCL required for 
validation, the system proceeds to execute the next 
EFA on the list. If, once all the EFA's on the list 

have been executed, no detection occurred or was 
validated, the unit will continue its scheduled 
operations normally, going into sleeping mode at the 
pre-scheduled time. REMS will keep in memory the 
session averages of the observables as well as a 
history of the parameters involved in the EFA's, 
such as confidence levels, flags, etc.  Normally, data 
for a complete sol should be kept but this may vary 
depending on total memory load. 

4.3 Two-tier Example Algorithm  

We provide an example of EFA structure in Figure 2 
using a simplified flow-chart. The example EFA 
considered here targets microfronts. It is a Multiple-
Session Detection Algorithm (MSDA), i.e entails 
accessing data from more than one session. Note 
also that it requires detrending, i.e the deviations 
with respect to the foreseeable trend have to be 
calculated in the beginning of the algorithm. A first 
level detection, L1, results from a qualitative 
divergence with respect to the trend, when 
temperature rises in late afternoon or drops before its 
normal apex, for instance. The persistence of this 
inversion for a number of consecutive sessions is 
interpreted as a sign of confidence build up, and thus 
the Baseline Confidence Level (BCL) is set 
accordingly. A second detection level, L2, is based 
on quantitative divergence only. Even in the case 
when the sign of temperature variation is the one 
expected, there still may be a discrepancy in its 
quantitative rate-of-change (ROC). For instance, the 
ROC value may exceed some threshold d above the 
expected temperature progression. As this condition 
is obviously weaker than trend inversion it shall be 
assigned a lower BCL.  If the relevant BCL is lower 
than the threshold, then the EFA will proceed to the 
compute flags – in this case the PLO flag mentioned 
above and also two other flags signaling, 
respectively, an increase in wind magnitude (WIM) 
and the persistence in direction (DIR) of the wind 
vector. Depending on their values, the DCL's may or 
may not be increased, as previously described.  

5 FUNCTIONALITY TESTS AND 
CALIBRATION  

5.1 Overview of the Procedure  

Functionality tests and calibration of the EFA's will 
be carried out on a desktop computer emulation 
using selected signatures of the events as input. 
These test signatures can be created from: i) real 
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Figure 2: An example EFA flow-chart. 

Martian weather data ii) output of mesoscale models 
ii) meteorological data from martian environmental 
analogues iii) engineered representative datasets and 
iv) field tests. Upon application of the fine-tunning 
procedure the percentage of false positives and false 
negatives is evaluated and once their numbers lie 
within acceptable levels the EFA is considered 
calibrated. 

5.2 Martian Weather Data 

Up until now only the Viking and Pathfinder 
missions have carried out successful meteorological 
experiments on the surface of Mars. The Phoenix 
lander - currently in its cruise phase and due to land 

on May 25, 2008 – carries temperature and pressure 
sensors together with wind speed and direction 
indicators. Currently we are working with data from 
Viking and Pathfinder and, if Phoenix is successful, 
we shall use its data as well. Each of those datasets 
has its merits and faults: the Viking data have poor 
resolution but is extensive; Pathfinder data cover a 
much shorter period but display higher resolution. In 
the later case, in addition to signatures of dust devils 
registered by the sensors, there are, in some cases, 
simultaneous confirmation from images. We shall 
apply the EFA's to selected parts of the time series 
chosen because they reveal the characteristics of a 
given event, with particular focus on the patterns 
already presented in the scientific literature as 
symptomatic of the phenomena under scrutiny. After 
a number of refinement stages we expect to reach 
the minimal algorithmic complexity required to 
detect the relevant features. 

5.3 Martian Environmental Analogues 
and Field Tests 

Because weather data from Mars is scarce we will 
have to use data from martian environmental 
analogues and field tests on Earth. Overall, the best 
candidates for the role of environmental analogues 
are the dry valleys of Antarctica, because of the 
extremely cold and dry air and the fact that a fairly 
predictable regime of robust slope winds exists. 
When searching for dust devils and plumes the best 
places to look for on Earth are deserts. These 
phenomena have been extensively studied in the 
Arizona desert (Renno, 2004). It is an unfortunate 
yet unavoidable fact that the optimal locations to 
conduct field tests are harsh environments in remote 
areas of difficult (and thus expensive) access. This 
fact poses a constrain in our current development of 
a priority list for site selection for field tests. The 
sites being evaluated include Deception Island – 
home to a Spanish Antarctic base, where members of 
the REMS team regularly conduct research – as well 
as sites in the Atlas mountains and the Atacama 
desert. Nevertheless, locations in close reach of the  
CAB facilities will be favored, at least in the 
preparatory phases of the field test campaign. In this 
vein, we are currently assessing the reliability of 
certain arid and semi-arid regions in the Iberian 
peninsula as partial analogues. A first set of tests 
will be conducted with a commercial weather 
station.  In a later stage, we shall use a REMS 
model, complete with rover mast and deck dummies, 
to carry out end-to-end performance and reliability 
tests of the EFA's under the geometrical constraints 
imposed by integration with the rover. 
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5.4 Engineered Artificial Datasets  

In order to overcome the difficulties of using 
terrestrial data in calibration, due to dissimilarities 
between the atmospheres of the two planets, we shall 
work also with engineered data. Based on the 
analysis of field data and sensor calibration data 
obtained under martian conditions, we shall create 
artificial datasets to mimic the signatures expected 
from the phenomena. Integrating sensor calibration 
data with theoretical models and/or computer 
simulations, notably mesoscale models of the 
atmosphere, we can also create prototype signatures 
that minimize the constraints set by wind tunnels 
and martian atmosphere simulation chambers. 

6 ANTICIPATION 

We have outlined a strategy to enable autonomous 
decision-making aboard a mobile robotic surface 
probe, in order to optimize its science return. 
Provided with this capability, REMS will be able to 
detect sudden and unexpected changes in 
environmental parameters adjusting its operation 
mode in response, without the need for a control 
loop from Earth. As planetary exploration stretches 
out further away from the Earth, communication 
delays and interruptions will make remote control 
increasingly harder. Though in the case of flyby and 
orbital missions these delays can be accommodated 
without much hindrance the situation is very 
different for robotic probes evolving in a changing 
environment. For a vehicle exploring Titan's surface 
or Europa's putative ocean, onboard intelligent 
systems will be essential for virtually all craft 
operations including guidance and steering, obstacle 
avoidance, selection of scientific targets, data 
downlink management, etc. Sending probes to land 
on these far away bodies is not envisaged in the near 
future. Until then, the surface of Mars will the 
cutting-edge operation scenario and the most 
demanding testing ground for the implementation of 
autonomous decision-making in the context of 
planetary exploration by robots. Inspired by the 
OASIS concept (http://ml.jpl.nasa.gov/oasis/), we 
decided to use REMS for an experimentation in 
Opportunistic Science. However, because the 
processing power of the REMS computer system is 
low, (even when compared to common household 
appliances), we are forced to use exceedingly simple 
programs whose ability to identify changes in 
environmental conditions cannot be guaranteed a 
priori. But even if some of the concepts being 

developed do no mature fast enough to be 
implemented in REMS/MSL, they still may find 
application in future missions,  to Mars and beyond. 
Because operational autonomy is intrinsic to the 
REMS design, the software under development 
needs not to be integrated with the spacecraft's flight 
software, and thus the employment of an upgraded 
version in future missions should be straightforward. 
This tempts us to anticipate a bold strategy. Indeed, 
one can envisage a scenario in which future landers 
and rovers being sent to Mars would each carry a 
station similar to REMS, provided with autonomous 
decision-making abilities. Thus, even after every 
other component of the mission has reached its end-
of-life the spacecraft would not turn into waste but 
instead become a node in an ad-hoc network of 
weather stations.  Of course, each future autonomous 
station would need dedicated power and data 
downlink systems; and would have to operate at a 
low sampling rate and use recurrent transfer 
windows in order to lower its power consumption 
and step-up the probability that the data streams be 
received unbroken by a (future) small network of 
low-orbit communication relay satellites. This 
network could be considered either as a precursor 
mission or a scalable inexpensive alternative to the 
MetNet mission (http://www.ava.fmi.fi/metnet-portal/), 
currently being proposed, and also NetLander 
(http://smsc.cnes.fr/NETLANDER/), abandoned in 2003. 
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Abstract: We believe it is possible to create the visual subsystem needed for the RoboCup 2050 challenge – a soccer
match between humans and robots – within the next decade. In this position paper, we argue, that the basic
techniques are available, but the main challenge will be to achieve the necessary robustness. We propose to
address this challenge through the use of probabilistically modeled context, so for instance a visually indistinct
circle is accepted as the ball, if it fits well with the ball’s motion model and vice versa.
Our vision is accompanied by a sequence of (partially already conducted) experiments for its verification. In
these experiments, a human soccer player carries a helmet with a camera and an inertial sensor and the vision
system has to extract all information from that data, a humanoid robot would need to take the human’s place.

1 INTRODUCTION

Soon after establishing the RoboCup competition in
1997, the RoboCup Federation proclaimed an ambi-
tious long term goal.

“By mid-21st century, a team of fully au-
tonomous humanoid robot soccer players shall
win the soccer game, comply with the offi-
cial rule of the FIFA, against the winner of the
most recent World Cup.”

Kitano and Asada (1998)

Currently, RoboCup competitions take place ev-
ery year. Within a defined set of different sub-
competitions and leagues, incremental steps towards
this big goal are made (RoboCup Federation, 2008).
Although, a rapid and remarkable progress has been
observed during the first decade of these robot com-
petitions, it is not obvious, if and how the final goal
will be reached. There exist rough roadmaps, e.g. by
Burkhard et al. (2002), but in many research areas,
huge gaps must be bridged within the next 40 years.

While this is obvious for several areas, e.g. actu-
ator design and control, we claim that the situation is
surprisingly positive for vision:

Within the next decade, it will be possible to
develop a vision system that is able to pro-
vide all environmental information necessary
to play soccer on a human level.

Annual RoboCup competitions are always bound to
strict rule sets (defined for the state of the art of
the competing robots) and demand competitive robot
teams. Thus only incremental progress adapting to
actual rule changes (which continuously rise the level
of complexity) is fostered. By developing the afore-
mentioned vision system independently of these com-
petitions, we hope to set a new landmark which could
guide the incremental development.

Because areal human level soccer robot will not
be available for a long time, our vision is accompa-
nied by a (partially already conducted) set of experi-
ments that verify our claim without needing a robot.

This paper is organized as follows: Section 2
roughly identifies the challenges for playing robot
soccer and compares them to the state of the art in
robotics. In Sect. 3 we explain, why the basic tech-
niques for the vision system are available. We argue,
why the remaining challenge is robustness, for which
we present our idea of a solution in Sect. 4. Finally,
a sequence of experiments to verify our claim is de-
scribed in Sect. 5.
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Figure 1: The Sense-Think-Act cycle roughly depicting major tasks for playing soccer with a humanoid robot.

2 CHALLENGES FOR PLAYING
SOCCER

The global task of playing soccer consists of several
different, interdepending challenges. We roughly cat-
egorize them according to the Sense-Think-Act cy-
cle (see Fig.1). This should be considered as a possi-
ble architecture for illustration. In the following, the
challenges are described in reverted order but with de-
creasing degree of difficulty.

2.1 Challenges for Actuation

The hugest obvious gap may be observed in the field
of actuation. Nowadays, the probably most advanced
humanoid robot, Honda’s ASIMO, is capable of run-
ning at a top speed of six kilometers per hour (Honda
Worldwide Site, 2007). This is an impressive result,
but still more than five times slower than the top speed
of a human soccer player. A similar gap regarding
kicking velocity has been pointed out by Haddadin
et al. (2007). They showed that a state-of-the-art
robot arm (with a configuration comparable to a hu-
man leg) is six times slower than required to acceler-
ate a standard soccer ball to an adequate velocity. It is
still an open issue, whether today’s motor technology
could be developed further on enough, or if more effi-
cient actuators, e.g. artificial muscles, will be needed.
Since soccer is a contact sport leading to physical
human-robot interaction (Haddadin et al., 2007), not
only direct position control but also approaches for
compliant motion, such as impedence control, need
to be taken into account.

Additionally, the problems of energy efficency
and power supply need to be solved. The ASIMO
robot for example is, according to Honda Worldwide
Site (2007), capable of walking (with a speed of less
than three kilometers per hour) for 40 minutes.

2.2 Challenges for Thinking

In this area, two different aspects may be distin-
guished: motion planning and high-level multi-agent
coordination. The latter is a research topic in the
RoboCup Soccer Simulation League since a while
and has reached a remarkable level. Dealing with
the offside rule as well as playing one-two passes are
standard behaviors, complex group tasks as playing
keepaway soccer serve as a testbed for learning algo-
rithms (Stone et al., 2005). This area could be consid-
ered to be already quite close to human capabilities.

On the other hand, when playing with real hu-
manoid robots, sophisticated methods for motion
planning are needed. The current research frontier on
humanoid motion control is balancing and dynamic
foot placement for walking robots. Algorithms for
full-body motion planning exist (Kuffner et al., 2002),
but are subject to restrictions that make them inappli-
cable to tasks as playing soccer.

Here is a big gap to human level soccer. As an
example consider volley-kicking. The player has to
hit the ball exactly at the right time, position, and ve-
locity, with a motion compatible to the step pattern,
allowing balancing and considering opponents. Last
but not least, all this must happen in real-time.

2.3 Challenges for Sensing

According to Kitano and Asada (1998), it is evident
that the robots’ sensorial capabilities should resemble
the human ones. Thus, we could assume to deal with
data from cameras and inertial sensors emulating the
human eyes and vestibular system. The required in-
formation are estimates of the own position and the
positions of the ball and of other players. In case of
tackles or dribbling, the latter will be needed to be
recognized in more detail (e.g. the positions of the
feet and limbs).

ICINCO 2008 - International Conference on Informatics in Control, Automation and Robotics

318



Current solutions for these tasks and our idea how
to bridge the remaining gap are presented in the fol-
lowing section.

3 THE VISION SYSTEM

Our main thesis is that the “sense” part of the
RoboCup 2050 challenge can be realized within a
decade starting from the current state of the art in
computer vision. This is remarkable, since the “act”
and “think” parts are apparently lightyears away from
reaching human level performance and for computer
vision in general, this is also true. The reason, why we
believe such a vision system can be realized, is, that
unlike a household robot for instance, a soccer robot
faces a rather structured environment.

3.1 State of the Art

The objects relevant in a soccer match are the ball,
the goals, the line markings and of course the players.
Ball, goal and line markings are geometrical features,
i.e. circles and lines. There is a large number of algo-
rithms for detecting them in images, from the classi-
cal Hough transform (Davies, 2004) up to a range of
more elaborate methods (Guru and Shekar, 2004).

Recognizing other players is more challenging. It
is particularly difficult because we will probably need
not only the general position but the detailed state
of motion for close range tackling and to infer the
player’s action for tactical purposes. Fortunately, peo-
ple tracking is an important topic in computer vision
with a large body of literature (Price, 2008; Ramanan
and Forsyth, 2003).

Furthermore, soccer scenes are lightly colored
with green lawn and the players wearing colored
clothes of high contrast. In the RoboCup competition,
this idea is taken to an extreme, where most teams
rely on color segmentation on a pixel-per-pixel basis
as their primary vision engine. This will not be pos-
sible for real-world soccer, mainly due to changing
lighting conditions. Still color can provide a valuable
additional cue, at least when looking below the hori-
zon, where objects are in front of green lawn.

The background above the horizon, including the
stadium and the audience is of course also visible and
unfortunately rather undefined. However, if it is rele-
vant for the soccer robot at all, then not for recogni-
tion, but only in the sense of a general landmark. For
this purpose there are nowadays well working tech-
niques, such as the Scale Invariant Feature Transform
(SIFT) (Lowe, 2004).

Overall, understanding a soccer scene from the
player’s perspective seems much easier then for in-
stance understanding an arbitrary household, traffic
or outdoor scene. Indeed there are already half-
automatic systems in the related area of TV soccer
scene analysis, for example the ASPOGAMO system
by Beetz et al. (2006, 2007) proofing that soccer scene
understanding in general is on the edge of being func-
tional.

3.2 Open Problems

So, is a vision system for the RoboCup 2050 chal-
lenge an easy task? We believe it is not. It is sur-
prisingly a realistic task but well beyond the current
state of the art. The first problem is, that the camera is
moving along with the head of the humanoid soccer
robot. To predict a flying ball, the orientation of the
camera must be known very precisely. It seems un-
realistic that the necessary precision can be obtained
from the robot’s forward kinematic, since unlike an
industrial robot, a humanoid robot is not fixed to the
ground. So our solution is to integrate an inertial
sensor with the camera and fuse the complementary
measurements of both sensors in a probabilistic least-
square framework.

The second problem is the player’s perspective. It
is much more difficult than the overview perspective
used in TV soccer scene analysis. In the TV perspec-
tive the scale of an object in the image varies by a
factor of about 3 (Beetz et al., 2006, Fig. 5) whereas
in the player’s perspective it can vary by a factor of
250 assuming the distance to an object ranging from
0.5m to 125m. Hence, for instance the people de-
tection algorithm must handle both extreme cases, a
person only the size of a few pixels, where an arm
or a leg maybe thinner than a single pixel and a per-
son much larger than the camera’s field of view, only
partially visible. Furthermore, in an image from the
player’s perspective, other players will extend beyond
the green lawn of the field into the general back-
ground. Hence it is not possible to search for non-
green blobs as an easy first processing step. This can
also happen for a flying ball, which is then particu-
larly difficult to detect.

However, the third and most severe problem is,
that from our experience, most of the academic com-
puter vision systems perform on the level of lab
demonstrators requiring nicely setup scenes and light-
ing conditions and usually considerable parameter
tweaking. So, to summarize, for the vision part of the
RoboCup 2050 challenge, we do not need a new level
of functionality as for many other grand challenges,
but we need a new level of robustness.
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4 ROBUSTNESS THROUGH
CONTEXT

We propose to address the question of robustness by
utilizing probabilistically modeled context informa-
tion, formulating the overall scene understanding and
prediction problem as a global likelihood optimiza-
tion task. This idea in general is not entirely new (Ull-
man, 1995; Binnig, 2004; Leibe et al., 2007), but we
believe it is particularly well suited to this task and
also the task is well suited to study this methodology.

4.1 Data-Driven Bottom-Up Processing

Most current vision systems use a data-driven bottom-
up approach (Frese et al., 2001; Röfer et al., 2005;
Beetz et al., 2007, as examples). Usually, low level
features are extracted from the image and then aggre-
gated through several stages to high level information.
Each stage may incorporate some background know-
ledge at its particular level but does not take informa-
tion from higher levels into account. It simply takes
some input from the previous lower level and passes
the result of the computation to the next higher level.

As an example, a classical Hough transform starts
by classifying pixels as edge or not by thresholding
the result for instance of a Sobel filter. Similar the
system by Beetz et al. starts by classifying pixels as
lawn or not on the basis of their color. This is a hard
decision taken on the lowest level without any higher
level knowledge, such as the fact that we are looking
for a ball or the ball’s motion model. Such a pixel-
wise classification can be very ambiguous. Often we
could, for instance, classify a borderline pixel cor-
rectly as belonging to the ball, although it looks rather
greenish, if we considered the context of the ball or its
motion model. However, in conventional vision sys-
tems, on the low level this knowledge does not exist
and on the higher level, the fact, that this pixel was
borderline in the classification, is lost due to commit-
ting to a hard decision on the lower level.

4.2 Global Likelihood Optimization

We believe, that much of the brittleness of current vi-
sion systems originates from this phenomenon. So
our approach for increased robustness is an overall
likelihood optimization. In the example above, the
variables to be optimized would be the 2D image cir-
cle (center, radius) and the 3D position and velocity
of the ball over time. The likelihood would be the
product of the following likelihoods for all images:

1. a motion model likelihood binding the 3D posi-
tions and velocities over time;

Figure 2: Our proposed experiment: Mount a camera and
an inertial sensor on the head of a human soccer player and
use them to extract all the information, a humanoid soccer
robot would need to take the human’s place.

2. a camera model likelihood binding 2D circles to
3D positions;

3. a circle edge likelihood, indicating how much
contrast there is in the image along the outline of
the hypothesized 2D circle;

4. a circle color likelihood, indicating how well the
color inside the 2D circle corresponds to the ball.

The first two factors are Gaussians expressing the
models as formulas with uncertainty (Birbach, 2008).
The last two look directly into the image for a specific
circle, returning a gradual result. In this approach, an
indistinct ball would get a lower likelihood in 3. and
4. but this could be compensated by 1. and 2. if it fits
well to the context of a flying ball.

The problem is understanding an image sequence,
i.e. estimating over time. Indeed, successive images
are linked by a motion model and this provides most
of the context we want to build upon. However, we
propose not to use incremental filters, such as EKF
or a particle filter, but to look back into the raw im-
ages of the last few seconds at least. This approach
has surprising advantages. Imagine the ball is kicked,
but during the first 100ms there is too little contrast to
the background so it is not detected. Now when it is
detected, there is new information on where the ball
has been before from the ball’s motion model. The
old images are still in memory and tracking the ball
back in time is much less ambiguous than finding the
ball without context and will probably succeed. Para-
doxically, once the system has detected the ball it has
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Figure 3: Predicting the trajectory of a flying ball from a moving camera-inertial system. As an initial study, the ball, the lines
and the goal corners have been manually extracted from the images. From this data, the trajectory of the ball is predicted
(left). The right plot shows the error of the predicted touchdown point varying over time. It shows, even though the camera
is moving, the prediction is roughly precise enough for interception. Seehttp://www.sport-robotics.com/icinco/.

already observed it for 100ms. The first prediction is
not delayed at all, because prior to that the ball must
have been observed for some time anyway.

Overall, we believe that the approach of a global
likelihood optimization directly in the images is an
elegant way to greatly increase robustness.

5 PROPOSED EXPERIMENTS

For a vision to become reality, realistic intermediate
steps are necessary. It would not help, if we build a
vision system now but then had to wait until a hu-
man level soccer robot is available. So we propose
a sequence of experiments, that, without a humanoid
robot, ultimately allows to verify that the proposed
system is appropriate for human level soccer (Fig.2).

5.1 Helmet Camera with Inertial Sensor

The basic idea is to let a human soccer player wear a
helmet with a camera and an inertial sensor and verify,
that the information extracted by the vision system
from the sensor data, would allow a humanoid robot
to take the human’s place.

As a first experiment we propose to record data
from a soccer match and run the vision system on that
data offline. Since it is hard to obtain ground-truth
data, we would use our expert’s judgment to asses,
whether the result would be enough for a humanoid
robot to play soccer. It is very advantageous to work
on recorded data allowing to reproduce results for de-
bugging and analysis and to run the system even if its
still not real-time. Overall, it allows to first concen-
trate on functionality and robustness instead of com-
putational efficiency and technical integration.

We have already conducted a very first experi-
ment (Kurlbaum, 2007; Birbach, 2008), where the
ball and the field lines are manually extracted from
the recorded images (available on request). The ball’s
trajectory is predicted by least-square estimation us-
ing the likelihood functions 1. and 2., as well as cor-
responding equations for how the inertial sensor ob-
serves the free motion of the camera (Fig.3). The re-
sults indicate, that if the ball can be detected in the
image with about one pixel precision, the prediction
would be precise enough. We believe that this kind of
studies which deliberately discard essential aspects,
such as integration, real-time computation, or auton-
omy are undervalued by the community who favors
full system approaches. But even from a full system
perspective, it is much more valuable to obtain an ex-
tensive result on a subsystem which then can guide
the full system design than to do another increment
on a full system.

5.2 Motion Capture Suit

Departing from the experiment above, one might ask
whether more sensors are needed than just camera and
inertial. Both human and humanoid robot can derive
their own motion from the joint angles. This provides
the horizontal motion (odometry) and the height over
ground. The horizontal motion facilitates localization
and the height derived from vision is much less pre-
cise. Indeed, we experienced that the uncertain height
is a major part of the error in Fig. 3.

An intriguing idea is to equip the human player
with a tracker-lessmotion capture suit (Xsens Tech-
nologies B.V., 2007) measuring joint angles. Apart
from providing the kinematic information discussed
above, it also provides the trajectory of both feet. If
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the player hits the ball, one can compare the predicted
ball trajectory with the real foot trajectory and evalu-
ate the precision. This is important since ground truth
is not available.

5.3 Virtual Reality Display

The experiments above have the drawback that they
are evaluated by an expert looking at the vision sys-
tem’s output. The most direct proof that this is all
you need for playing soccer would be to give a hu-
man just that output via a head mounted display and
see whether s/he can play.

The approach is of course fascinating and direct,
but we have some concerns regarding safety. Anyway,
this experiment becomes relevant only after we are
convinced in principle, that the system is feasible. So
this is something to worry about later.

6 CONCLUSIONS

In this position paper, we have outlined the road to a
vision system for a human-robot soccer match. We
claim that, since soccer is a rather structured environ-
ment, the basic techniques are available and the goal
could be reached within a decade. The main challenge
will be robustness, which we propose to address by
optimizing a global likelihood function working on a
history of raw images. We have outlined a sequence
of experiments to evaluate such a vision system with
data from a camera-inertial system mounted on the
head of a human soccer player.

The reason, we are confident such a system can
be realized within a decade is the insight that it does
not need general common-sense-reasoning AI. This
is good news for the RoboCup 2050 challenge. But
it suggests that, even when we meet that challenge, it
does not imply we have realized the dream of a think-
ing machine, the whole challenge had started with.

That would not be the first time.
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Abstract: Robots intended for human-robot interaction are currently designed to fill simple roles, such as task 
completer or tool. The design emphasis remains on the robot and not the interaction, as designers have 
failed to recognize the influence of robots on human behavior. Cybernetic models are used to critique 
existing models and provide revised models of interaction that delineate the paths of social feedback 
generated by the robot. Proposed robot roles are modeled and evaluated. Features that need to be developed 
for robots to succeed in these roles are identified and the challenges of developing these features are 
discussed.  

1 INTRODUCTION 

Human-robot interaction (HRI) is the study of 
humans’ interactions with robots. While the field of 
robotics focuses primarily on the technological 
development of robots, HRI focuses not just on the 
robot, but on the broader experience of a single or 
group of humans interacting with robots. 
Researchers have long sought to deploy robots 
alongside humans as human-like partners, 
minimizing humans’ involvement in dangerous or 
dull tasks. While robots have demonstrated some 
promise as coordination partners, in practice they 
contribute little to achieving humans’ goals, often 
requiring more attention and maintenance and 
eliciting more frustration than their contributions are 
worth. Through these failures, it has become clear 
that not only must robots’ technical abilities be 
improved; so must their abilities to interact with 
humans.  

Humans prefer that all interaction partners that 
exhibit social identity cues display role-specific, 
socially-appropriate behavior (Nass & Brave, 2005; 
Reeves & Nass, 1996). A robot must cater to this 
human need to facilitate a successful interaction, but 
designers of robots are rarely attuned to human 
psychological processes.  

Discounting human needs and expectations has 
led HRI researchers to propose design goals for 
robots that fail to fully consider the needs of 
humans. Creating a “robot teammate” has become a 

guiding goal of the HRI community, even though the 
needs and expectations of humans intended to team 
with robots have not been properly considered 
(Groom & Nass, 2007). Because HRI has yet to 
become a fully-established field, putting careful 
thought into the goals of HRI now is essential for its 
future success. 

Cybernetics--the study of complex systems, 
particularly those that feature self-regulation--places 
a strong emphasis on the value of modelling 
interactions and provides an established framework 
for understanding and talking about systems, 
something much needed in HRI. While HRI 
researchers often model systems within a robot, little 
attention has been paid to modelling the interaction 
between a human and a robot.  

Cybernetic models featuring a goal, comparator, 
actuator, and sensor clearly delineate the relationship 
between systems and their environments. The 
system’s goal is to affect the environment in some 
manner within some parameters. The system’s 
comparator determines if the goal has been achieved 
and transmits this information to the actuator, which 
takes some action on the environment. A sensor then 
detects some feature of the environment, and this 
information is passed to the comparator. With 
cybernetic models, systems continually influence 
and are influenced by their environments and other 
systems.  

In this paper, I draw on cybernetics to represent 
the models shaping the design of robots intended for 
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close human interaction. I critique these models and 
offer revised models that include the human, the 
robot, and the interaction between them. I also 
model the conversational abilities required of 
teammates, identifying those features that must be 
developed in robots for humans to accept them. The 
difficulty of meeting these requirements raises 
questions as to whether the field of HRI is pursuing 
optimal goals.   

2 HRI DESIGN TODAY 

Today’s robots are not yet capable of serving in 
roles like teammate that require sophisticated social 
capabilities. While designers are working on 
creating robots capable of filling these roles, the 
majority of existing robots fill less demanding roles. 
These roles have lower requirements for autonomy, 
intentional action, and socially-appropriate behavior, 
and are similar to those roles filled by other 
advanced technologies such as computers.  

2.1 Robot Roles 

One role that robots are often designed to fill is task 
completer. In this role, robots complete a task 
designated by a human. Many military robots, such 
as bomb-detecting and bomb-defusing robots, are 
modelled in this role. In some cases the robot’s 
system may be non-cybernetic and in others it may 
be cybernetic. With non-cybernetic task-completer 
robots, the human sets the goal of the robot and the 
robot affects the environment in a manner intended 
to achieve the goal. In the case of a bomb-detecting 
robot, the robot may run tests on a potential bomb 
and send data back to distantly-located humans. The 
process terminates at this point, as the system lacks a 
sensor, comparator, or both. The process used by the 
human to select the goal is not modelled, nor is there 
any indication that the robot’s behavior affects the 
humans’ goals.  

A cybernetic task completer is generally more 
robust and capable of more complex tasks than a 
non-cybernetic task completer. The Roomba is a 
popular example of a cybernetic task-completer 
robot. As with non-cybernetic task completers, the 
goal of a cybernetic task completer is set by a 
human. Unlike non-cybernetic task completers, the 
Roomba features sensors and a comparator that 
partly comprise a cybernetic system, which enables 
the Roomba to navigate obstacles. As with the non-
cybernetic task-completer, the human is considered 
only peripherally in the design process. In the case 

of the Roomba, the human is modelled as having 
little interaction with the robot. The human provides 
the robot power, maintains and cleans it, and 
initiates its activities by turning it on.  

The tool is another model commonly used for 
the design of robots. A tool extends humans’ 
influence on the environment or grants humans 
power over the environment that they do not 
normally possess. Because a robot tool is much like 
an extension of the self, attention is paid to the 
human operating the robot: the goals and processes 
of the humans are often considered in the design of 
the robot. The robot is designed to help a human 
complete a task or range of tasks. As a tool, the 
robot is outside the human system, acting within the 
environment on the environment.  

Search and rescue robots often take the form 
of a tool. One reason robot tools are useful in search 
and rescue situations is because they enable people 
to examine and influence areas that are inaccessible 
or too dangerous for humans to access (Casper & 
Murphy, 2003). The model of the robot tool differs 
from models of the robot task-completer in that the 
influence of the robot on the human is 
acknowledged. However, the influence of the robot 
is indirect, as the human senses only the 
environment which contains the robot. Additionally, 
the influence of the robot on the human is limited to 
the humans’ selection of the best means to 
implement a task strategy. The design of the robot as 
tool does not model the robot as influencing the 
human directly nor directly affecting the human’s 
higher level goals, such as selecting a task strategy.  

2.2 Social Feedback 

The existing models of robots as task completors 
and tools fail to delineate the powerful direct 
influence of the robot on the human. Most designers 
of robots, even those within the HRI community, fail 
to fully recognize the social feedback that robots 
generate. The behaviors of humans that interact with 
bomb-detecting and defusing robots, Roomba, or 
search and rescue robots indicate that they are 
receiving information from the robot beyond that 
which is intentionally designed.  

An ethnographic study of the use of the Roomba 
in family homes found that half of all families 
studied developed social relationships with it 
(Forlizzi & DiSalvo, 2006). These families named 
the robot, spoke to it, described social relationships 
between it and pets, and even arranged “play dates” 
for multiple Roombas to clean together. In addition, 
the Roomba affected the cleaning strategies of 
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household members, with males assuming a greater 
involvement in house-cleaning. Anecdotal evidence 
suggests that soldiers who interact closely with 
robots in high stakes situations, like bomb diffusion 
and search and rescue, form close emotional bonds 
with robots, giving them names and grieving when 
the robots sustains serious injuries.  

In these cases, humans are responding to social 
information generated by the robot. Computers as 
Social Actors theory (CASA) was developed by 
Nass (Reeves & Nass, 1996). CASA posits that that 
even when technologies lack explicit social cues, 
people respond to them as social entities. Research 
performed under this paradigm has shown that even 
computer experts are polite to computers (Nass, 
Moon, & Carney, 1999), apply gender stereotypes to 
computers (Lee, Nass, & Brave, 2000), and are 
motivated by feelings of moral obligation toward 
computers (Fogg & Nass, 1997). Even unintentional 
cues of social identity elicit powerful attitudinal and 
behavioral responses from humans.  

Research indicates that some of the reasons that 
people respond to computers socially is because 
computers exhibit key human characteristics (Nass, 
Steuer, Henriksen, & Dryer, 1994), including using 
natural language (Turkle, 1984) and interacting in 
real time (Rafaeli, 1990). Robots generally 
demonstrate even more human characteristics than 

robots. Some robots, such as Asimo or Robosapien, 
feature a humanoid form. Many robots, such as 
Nursebot or Roomba, feature some form of 
locomotion, an indicator of agency. In addition, 
robots often exhibit at least some autonomous action 
and appear to humans to sense their environments, 
make judgments, and act on their environments. The 
very nature of robots make them appear even more 
like social entities than most other existing 
technologies and elicit an even more powerful social 
response. But only when one of the primary design 
goals is to foster a social relationship, as with 
entertainment robots like Aibo or Robosapien, is the 
social influence on the robot considered.  

As indicated in Figure 1, the robot’s behavior has 
a powerful influence on operators’ higher-level 
goals. People have a high-level goal of recognizing 
and evaluating social information transmitted by 
others. Humans wish to respond to the behavior of 
others in a socially-appropriate manner (Reeves & 
Nass, 1996). While designers may have intended for 
the robot to be an invisible tool, it is in fact sending 
powerful cues indicating that it is a social entity. The 
robots behavior may affect humans’ task strategies, 
either through direct feedback or by influencing 
humans’ higher level goals to act socially 
appropriately. 

Recognizing the influence of social feedback on 

Figure 1: Model of a robot tool. Social feedback indicated with dotted arrows. Component boxes contain examples. 
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humans interacting with robots has important 
implications for the design of robots. Designers are 
more likely to consider which aspects of their design 
are likely to generate a social response from humans. 
Designers may be more inclined to create intentional 
cues to foster a social relationship or to elicit the 
desired social response. For example, it has been 
demonstrated that humans apply gender stereotypes 
to voices—even those that are obviously synthetic 
(Nass & Brave, 2005). Awareness of this effect may 
lead designers to choose robot voices not only based 
on the clarity of the robot’s voice, but also based on 
the desired social response. 

Considering social feedback when designing 
robots plays a key role in setting humans’ 
expectations of robots. The fewer and weaker the 
cues of social identity, the lesser the likelihood is 
that a robot will elicit a social response. Robotocist 
Masahito Mori (1970) coined the term the “Uncanny 
Valley” to describe humans’ responses of discomfort 
when a robot’s visual or behavioral realism becomes 
so great that humans’ expectations of human-like 
behavior are set too high for the robot to meet. When 
a robot is less realistic, humans have lower 
expectations and are able to tolerate non-humanlike 
behavior. As visual and behavioral indicators of 
humanness increase and human-like behaviour 
doesn’t, people become negative. Only when the 
humanness of robots’ behaviors catch up to their 
highly human-like appearance will robots emerge 
from the valley of uncanniness. When designing 
robots for interaction with humans, recognizing the 
role of social information in setting user 
expectations will enable designers to manage social 
cues and set expectations that the robot is capable of 
satisfying.  

3 FUTURE OF HRI DESIGN 

The roles that robots are successfully filling today, 
such as task completer and tool, fail to take 
advantage of robots’ full potential. Computers also 
succeed in these roles, but robots have features that 
computers do not. Robots have the potential to move 
about their environments, sensing the world around 
them, and either transmitting that information to 
distantly-located humans or making decisions and 
acting on the environment directly.  

 The ultimate goal for designers involved with 
HRI is to create a robot capable of serving as a 
member of a human team. Few researchers have 
sought to define “team” or “team member” or 
identify the requirements for creating a robot team 

member. The robot team member has been generally 
accepted as a lofty but worthy and attainable goal. 
(For a summary and criticism of the “robot as 
teammate” model, see Groom & Nass, 2007). 

A well-established body of research is dedicated 
to the study of teams. Successful teammates must 
share a common goal (Cohen & Levesque, 1991), 
share mental models (Bettenhausen, 1991), 
subjugate individual needs for group needs (Klein, 
Woods, Bradshaw, Hoffman, & Feltovich, 2004), 
view interdependence as positive (Gully, 
Incalcaterra, Joshi, & Beaubien, 2002), know and 
fulfill their roles (Hackman, 1987), and trust each 
other (Jones & George, 1998). If a human or robot 
does not meet these requirements, they may never be 
accepted into a team or may be rejected from the 
team when problems arise (Jones & George, 1998). 

One key requirement of teammates that underlies 
all other requirements is the ability to engage in 
conversation with other teammates. To be a 
successful conversation partner, a robot teammate 
must be able to both convey meaning in a way that 
other teammates can understand and understand the 
meaning intended in the communications of other 
teammates. If a robot cannot do this, human 
teammates can never be certain if the team shares a 
common goal, which makes the human unable to 
trust the robot in risky situations. Likewise, humans 
would be uncertain if the robot was subjugating its 
needs, viewing interdependence as positive and 
knowing and fulfilling its role. Without 
conversation, humans would feel certain that the 
robot was incapable of sharing a mental model. 

Figure 2 provides a model of conversation 
between teammates that is derived from 
cybernetician Gordon Pask’s (1975) Conversation 
Theory (CT). One key element of this model of 
conversation is the emphasis on both conversation 
partners’ involvement in the communication. 
Another related element is that both partners 
construct the meaning of a message in their mind. 
Meaning is not directly transmitted from one 
conversation partner to the other, so each partner 
must be capable of deriving meaning from a 
message. A successful conversation requires that 
each person not only ascribe their own meaning to 
messages, but also infer the meaning of others and 
compare the meaning of each partner to determine if 
they are in agreement. While some robots are 
capable of recognizing words or gestures and 
responding appropriately, no robot has come close to 
being able to fully engage in conversation.  

 Figure 2 highlights those features that must be 
developed in robots for them to achieve the most 
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basic requirement of teammates: the ability to 
engage in conversation. These requirements may be 
broken down into three general categories: concepts, 
knowledge, and systems. To communicate and 
behave in a manner that allows humans to interpret 
meaning, robots must demonstrate awareness of 
basic concepts, including goals and motivation. 
Robots lack humans’ complex hierarchy of goals. 
Human teammates deployed in a high-stakes 
situation like search and rescue maintain many goals 
at once, including a goal to survive, a goal to protect 
other teammates, and a goal to succeed at the task at 
hand. Robots maintain a limited number of simple 
goals that are always set at some point by a human.  

One of the most important areas of knowledge 
that robots lack is an understanding of common 
human motivating factors and the relationship 
between specific goals, motivations, and actions. In 
order for robots to be useful in uncontrolled, 
changing situations, they must posses a broad body 
of knowledge. Robots’ lack of knowledge of 
common goals, motivations, and actions also make 
them difficult for humans to understand, eliciting 
unintended negative responses from humans. While 
a human’s motivation to avoid harm encourages 

quick acts of self-protection, even a robot with a 
goal of avoiding danger may, for example, enter and 
remain in a dangerous environment, like a burning 

void, and destroy itself. Human teammates are likely 
to feel frustration, disappointment, and betrayal 
when a robot acts in a manner that is self-destructive 
and detrimental to the team. 

In order for robots to be accepted by humans in 
situations that rely on conversations and mutual 
dependence, robots must exhibit behavior that 
appears to humans to imply an underlying systems 
much like the system used by humans to create and 
use mental models. Human conversation partners 
rely on their own mental models and their abilities to 
create mental models of others’ mental models. 
While it is possible that robots could successfully 
fake mental models, they must rely on a system that 
can serve a similar purpose to mental models and 
appear to humans as a mental model. If robots are 
unable to do this, humans will never feel certain they 
share the same model of a goal.  

Teams rely on a willingness of teammates to 
subjugate their own personal goals for a team goal. 
To do this, robots must demonstrate a sophisticated 
goal hierarchy and effective communication skills. 
Teams also depend on a high level of trust. Any 
breakdowns in conversations may result in the 
unraveling of the team. Maintaining trust requires 

that teammates continually communicate about goals 
and actions, and when trust is damaged, the 
responsible party must acknowledge the violation 

Figure 2: Model of a robot conversation partner. Robot must be capable to both communicate (left side) and interpret (right 
side) meaning. Robot abilities that must be developed are indicated in each box. Dotted arrows indicate inferences. Dashed 
arrows indicate checks of consistency. 
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and seek to repair the relationships (Jones & George, 
1998). Even if a robot meets the basic requirements 
of a conversation partner, its conversational abilities 
will need to be further developed to meet the higher 
expectations of teammates.  

4 CONCLUSIONS 

If designers wish to place robots in roles that have 
previously been filled only by humans, they must 
design robots that demonstrate the social behavior 
and communication skills that humans expect of 
people in these roles. To create robot teammates, 
robots’ concepts of goals, motivations, actions, and 
the relations between them must become further 
developed and nuanced. Achieving this requires the 
development of systems so complex that they 
generate behaviors that enable humans to infer the 
existence of shared mental models. Once researchers 
recognize that creating a robot teammate takes far 
more than improving a robot’s performance and 
introducing it into a human team, the HRI 
community can weigh the challenges of developing 
a robot teammate to determine if creating a robot 
teammate is indeed the best goal to guide the 
direction of HRI research. 
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