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FOREWORD

This book contains the proceedings of the 7th International Conference on Informatics in
Control, Automation and Robotics (ICINCO 2010) which was sponsored by the Institute
for Systems and Technologies of Information, Control and Communication (INSTICC) and
held in Funchal, Madeira - Portugal. ICINCO 2010 was co-sponsored by the International
Federation for Automatic Control (IFAC) and held in cooperation with the Association for
the Advancement of Artificial Intelligence (AAAI), the Workflow Management Coalition
(WfMC), the Portuguese Association for Automatic Control (APCA) and the Association
for Computing Machinery (ACM SIGART).

The ICINCO Conference Series has now consolidated as a major forum to debate technical
and scientific advances presented by researchers and developers both from academia and
industry, working in areas related to Control, Automation and Robotics that benefit from
Information Technology.

In the Conference Program we have included oral presentations (full papers and short pa-
pers) and posters, organized in three simultaneous tracks: “Intelligent Control Systems and
Optimization”, “Robotics and Automation” and “Systems Modeling, Signal Processing and
Control”. We have included in the program six plenary keynote lectures, given by inter-
nationally recognized researchers, namely - José Santos-Victor (Instituto Superior Técnico,
Portugal), Alícia Casals (Institute for Bioengineering of Catalonia.IBEC and Universitat
Politècnica de Catalunya.UPC, Spain), Bradley Nelson (Institute of Robotics and Intel-
ligent Systems at ETH-Zürich, Switzerland), Wisama Khalil (Ecole Centrale de Nantes,
IRCCyN, France), Oleg Gusikhin (Ford Research & Adv. Engineering, U.S.A.) and John
Hollerbach (University of Utah, U.S.A.).

The meeting is complemented with one satellite workshop, the International Workshop
on Artificial Neural Networks and Intelligent Information Processing (ANNIIP), and one
Special Session on Intelligent Vehicle Controls & Intelligent Transportation Systems (IVC
& ITS).

ICINCO received 320 paper submissions, not including those of the workshop or the special
session, from 57 countries, in all continents. To evaluate each submission, a double blind
paper review was performed by the Program Committee. Finally, only 142 papers are
published in these proceedings and presented at the conference. Of these, 94 papers were
selected for oral presentation (27 full papers and 67 short papers) and 48 papers were
selected for poster presentation. The full paper acceptance ratio was 8%, and the oral
acceptance ratio (including full papers and short papers) was 29%. As in previous editions
of the Conference, based on the reviewer’s evaluations and the presentations, a short list of
authors will be invited to submit extended versions of their papers for a book that will be
published by Springer with the best papers of ICINCO 2010.

Conferences are also meeting places where collaboration projects can emerge from social
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contacts amongst the participants. Therefore, in order to promote the development of re-
search and professional networks the Conference includes in its social program a Conference
and Workshop Social Event & Banquet in the evening of June 17 (Thursday).

We would like to express our thanks to all participants. First of all to the authors, whose
quality work is the essence of this Conference. Next, to all the members of the Program
Committee and auxiliary reviewers, who helped us with their expertise and valuable time.
We would also like to deeply thank the invited speakers for their excellent contribution in
sharing their knowledge and vision. Finally, a word of appreciation for the hard work of the
INSTICC team; organizing a conference of this level is a task that can only be achieved by
the collaborative effort of a dedicated and highly capable team.

Commitment to high quality standards is a major aspect of ICINCO that we will strive
to maintain and reinforce next year, including the quality of the keynote lectures, of the
workshops, of the papers, of the organization and other aspects of the conference. We
look forward to seeing more results of R&D work in Informatics, Control, Automation and
Robotics at ICINCO 2011.

Joaquim Filipe
Polytechnic Institute of Setúbal / INSTICC, Portugal

Juan Andrade Cetto
Institut de Robòtica i Informàtica Industrial, CSIC-UPC, Spain

Jean-Louis Ferrier
University of Angers, France

XII



CONTENTS

INVITED SPEAKERS

KEYNOTE SPEAKERS

BIOINSPIRED ROBOTICS AND VISION WITH HUMANOID ROBOTS

José Santos-Victor
IS-5

HUMAN - Robot Cooperation Techniques in Surgery

Alicia Casals
IS-7

MAKING MICROROBOTS MOVE

Bradley Nelson
IS-13

DYNAMIC MODELING OF ROBOTS USING RECURSIVE NEWTON-EULER TECHNIQUES

Wissama Khalil
IS-19

EMOTIVE DRIVER ADVISORY SYSTEM

Oleg Gusikhin
IS-33

FINGERTIP FORCE MEASUREMENT BY IMAGING THE FINGERNAIL

John Hollerbach
IS-35

INTELLIGENT CONTROL SYSTEMS AND OPTIMIZATION

FULL PAPERS

A MORPHING WING USED SHAPE MEMORY ALLOY ACTUATORS NEW CONTROL

TECHNIQUE WITH BI-POSITIONAL AND PI LAWS OPTIMUM COMBINATION - Part 1:

Design Phase

Teodor Lucian Grigorie, Andrei Vladimir Popov, Ruxandra Mihaela Botez, Mahmoud Mamou and
Youssef Mébarki

5

A MORPHING WING USED SHAPE MEMORY ALLOY ACTUATORS NEW CONTROL

TECHNIQUE WITH BI-POSITIONAL AND PI LAWS OPTIMUM COMBINATION - Part 2:

Experimental Validation

Teodor Lucian Grigorie, Andrei Vladimir Popov, Ruxandra Mihaela Botez, Mahmoud Mamou and
Youssef Mébarki

13

PREDICTION OF TEMPERATURE INSIDE A REFRIGERATED CONTAINER IN THE

PRESENCE OF PERISHABLE GOODS

Javier Palafox-Albarrán, Reiner Jedermann and Walter Lang
20

DYNAMIC CONTROL OF MOBILE AD-HOC NETWORKS - Network Protocol Parameter

Adaptation using Organic Network Control

Sven Tomforde, Björn Hurling and Jörg Hähner
28

A PRACTICAL METHOD FOR SELF-ADAPTING GAUSSIAN EXPECTATION

MAXIMIZATION

Nicola Greggio, Alexandre Bernardino and José Santos-Victor
36

PATTERNS FOR TEMPORAL REQUIREMENTS ENGINEERING - A Level Crossing Case

Study

A. Mekki, M. Ghazel and A. Toguyeni
45

XIII



A PASSIVITY-BASED APPROACH TO DEPLOYMENT IN MULTI-AGENT NETWORKS

Heath LeBlanc, Emeka Eyisi, Nicholas Kottenstette, Xenofon Koutsoukos and Janos Sztipanovits
53

SHORT PAPERS

CHARACTERISTICS OF DEFINING HYPERPLANES OF CONSTANT RETURNS TO SCALE

TECHNOLOGY IN DEA

Sevan Sohraiee
65

VERIFICATION OF AN INDUSTRIAL COMPUTER NETWORK OF HIGH RISK

OPERATION PLANTS - A NPP APCS Example

Vitaly Promyslov and Stanislav Masolkin
74

3D PATH PLANNING FOR UNMANNED AERIAL VEHICLES USING VISIBILITY LINE

BASED METHOD

Rosli Omar and Dawei Gu
80

NEW PROPOSAL FOR A MULTI-OBJECTIVE TECHNIQUE USING TRIBES AND TABU

SEARCH

Nadia Smairi, Sadok Bouamama, Khaled Ghedira and Patrick Siarry
86

ADAPTIVE FUZZY SLIDING MODE CONTROL FOR UNCERTAIN NONLINEAR SYSTEMS

AGAINST ACTUATOR FAULTS

Meriem Benbrahim, Najib Essounbouli, Abdelaziz Hamzaoui and Ammar Betta
92

A CONTEXT–AWARE ADAPTATION SYSTEM FOR SPATIAL AUGMENTED REALITY

PROJECTIONS

Anne Wegerich, Julian Adenauer, Jeronimo Dzaack and Matthias Roetting
98

EFFICIENT ORGANIZATION OF TRUCK PLATOONS BY MEANS OF DATA MINING -

Application of the Data Mining Technique for the Planning and Organization of Electronically

Coupled Trucks

Ralph Kunze, Richard Ramakers, Klaus Henning and Sabina Jeschke

104

MORPHING WING REAL TIME OPTIMIZATION IN WIND TUNNEL TESTS

Andrei V. Popov, Lucian T. Grigorie, Ruxandra Botez, Mahmood Mamou and Youssef Mébarki
114

GENETIC ALGORITHM VERSUS ANT COLONY OPTIMIZATION ALGORITHM -

Comparison of Performances in Robot Path Planning Application

Nohaidda Binti Sariff and Norlida Buniyamin
125

A MULTI-ESTIMATION SCHEME FOR CONTROLLING THE BEVERTON-HOLT

EQUATION IN ECOLOGY

S. Alonso-Quesada and M. De La Sen
133

STRONG STABILIZATION BY OUTPUT FEEDBACK CONTROLLERS FOR

INPUT-DELAYED LINEAR SYSTEMS

Baozhu Du, James Lam and Zhan Shu
141

SMART HOME - From User’s Behavior to Prediction of Energy Consumption

Lamis Hawarah, Mirieille Jacomino and Stephane Ploix
147

A SPATIAL ONTOLOGY FOR HUMAN-ROBOT INTERACTION

Lamia Belouaer, Maroua Bouzid and Abdel-Illah Mouaddib
154

REINFORCEMENT LEARNING FOR ROBOT CONTROL USING PROBABILITY DENSITY

ESTIMATIONS

Alejandro Agostini and Enric Celaya
160

XIV



PARAMETER TUNING BY SIMPLE REGRET ALGORITHMS AND MULTIPLE

SIMULTANEOUS HYPOTHESIS TESTING

Amine Bourki, Matthieu Coulm, Philippe Rolet, Olivier Teytaud and Paul Vayssière
169

MASTERING INTELLIGENT CLOUDS - Engineering Intelligent Data Processing Services in the

Cloud

Sergiy Nikitin, Vagan Terziyan and Michal Nagy
174

EVALUATING MAXIMUM TRANSMISSION UNRELIABILITY IN PERSISTENT CSMA

PROTOCOL
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BIOINSPIRED ROBOTICS AND VISION WITH HUMANOID 
ROBOTS 

José Santos-Victor 
Instituto Superior Técnico, Lisboa, Portugal 

Abstract: In this talk, I will describe recent results on exploring recent results from neurophysiology and 
developmental psychology for the design of humanoid robot technologies. The outcome of this research is 
twofold: (i) using biology as an inspiration for more flexible and sophisticated robotic technologies and (ii) 
contribute to the understanding of human cognition by developing biologically plausible (embodied) models 
and systems.  

 One application area is the domain of video surveillance and human activity recognition. We will see how 
recent findings in neurophysiology (the discovery of the mirror neurons) suggest that both action 
understanding and execution are performed by the same brain circuitry. This might explain how humans can 
so easily (apparently) understand the actions of other individuals, which constitutes the building block of 
non-verbal communication first and then, language acquisition and social learning.  

 The second aspect to be addressed is the use of development as a methodological approach for building 
complex humanoid robots. This line of research is inspired after the human cognitive and motor 
development, a pathway that allows newborns to progressively acquire new skills and develop new learning 
strategies. In engineering terms, this may be a way not only to structure the sensed data but also to master 
the complexity of the interaction with the physical world with a sophisticated body (sensing and actuation).  

 During the talk, I will provide examples with several humanoid platforms used for this research: Baltazar is 
a humanoid torso we developed to study sensorimotor coordination and cognition; the latest results are 
implemented in the iCub humanoid robot, for which we designed the head, face and body covers as well as 
the attention and affordance learning system. 

BRIEF BIOGRAPHY 

José Santos-Victor received the PhD degree in 
Electrical and Computer Engineering in 1995 from 
Instituto Superior Técnico (IST - Lisbon, Portugal), 
in the area of Computer Vision and Robotics. He is 
an Associate Professor with "Aggregation" at the 
Department of Electrical and Computer Engineering 
of IST and a researcher of the Institute of Systems 
and Robotics (ISR) and heads the Computer and 
Robot Vision Lab - VisLab. 

He is the scientific responsible for the 
participation of IST/ISR in various European and 
National research projects in the areas of Computer 
Vision and Robotics. His research interests are in the 
areas of Computer and Robot Vision, particularly in 
the relationship between visual perception and the 
control of action, biologically inspired vision and 
robotics, cognitive vision and visual controlled 
(land, air and underwater) mobile robots. 

Prof. Santos-Victor was an Associated Editor of 
the IEEE Transactions on Robotics and the Journal 
of Robotics and Autonomous Systems. 

IS-5





HUMAN 
Robot Cooperation Techniques in Surgery 

Alícia Casals 
Institute for Bioengineering of Catalonia (IBEC), Universitat Politècnica de Catalunya (UPC), Barcelona, Spain 

alicia.casals@upc.edu 

Keywords: Medical Robotics, Human Robot Interaction, Human Machine Interfaces, Surgical Robots. 

Abstract: The growth of robotics in the surgical field is consequence of the progress in all its related areas, as: 
perception, instrumentation, actuators, materials, computers, and so. However, the lack of intelligence of 
current robots makes teleoperation an essential means for robotizing the Operating Room (OR), helping in 
the improvement of surgical procedures and making the best of the human-robot couple, as it already 
happens in other robotic application fields. The assistance a teleoperated system can provide is the result of 
the control strategies that can combine the high performance of computers with the surgeon knowledge, 
expertise and will. In this lecture, an overview of teleoperation techniques and operating modes suitable in 
the OR is presented, considering different cooperation levels. A special emphasis will be put on the 
selection of the most adequate interfaces currently available, able to operate in such quite special 
environments. 

1 INTRODUCTION 

Technological evolution has continuously been 
introducing new equipments and changes in the 
Operating Room. Technology does not only affect 
real surgical interventions, but it also has a bear on 
all diagnosis and planning strategies, according to 
the diagnosed pathology. The history of surgery has 
suffered a continuous evolution through which three 
significant phases can be identified. They can be 
summarized in fig.1. From the practice of open 
surgery, fig. 1 a), in which surgeons get in touch 
directly with the patient organs or corresponding 
body parts, as purely manual actuation, the advent of 
new instruments and visualization techniques 
opened the era of minimally invasive surgery. 
Instruments with long handles allow entering the 
body through natural holes and small incisions over 
the patient fig. 1.b). This image shows the common 
scenario in laparoscopic surgery. At this stage, 
surgeons rely on instruments and specific equipment 
to perform surgery. The era of surgical robotics 
emerges as these instruments acquire new 
performances, or others appear in the scene, fig. 1.c). 

New surgical procedures, not conceivable several 
decades ago, are more complex and require much 
higher performances. To face the challenges this 
kind of surgery relies on robots cooperating with 

humans, so as to extract the best of both of them. 
Humans provide intelligence and decision making 
while robots contribute with their precision, 
computing capabilities and no tiredness. In this 
context, with human and machines sharing the 
working scene, and the task itself, more powerful 
interfaces and interaction means become necessary. 

Both, cooperation and interface requirements 
will depend on the typology of surgery. Speaking in 
terms of robotics technology and considering that 
technological needs vary enormously with the kind 
of surgery, surgery can be classified in: 
microsurgery, neurosurgery, intracavity and 
orthopedic, and percutaneous and transcutaneous 
interventions. As significant distinction among them, 
some characteristics, as the kind of tissue (hard or 
soft) or the body parts undergoing surgery, are to be 
considered.  

Since hard tissues are able to maintain its shape, 
when they can be immobilized some techniques 
applied in industry can be exported to surgery, 
otherwise, a tracking system to dynamically 
determine the changing reference frames is required. 
Soft tissues present the problem of deformability, 
making robot operation more complex. In this case, 
teleoperation is an alternative solution. 
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Figure 1: Evolution of surgical procedures. a) open 
surgery, b) minimally invasive surgery, c) robot assisted 
surgery. 

2 HUMAN ROBOT 
COOPERATION MODES 

Human robot cooperation is implemented by means 
of teleoperation, therefore, a master device in the 
surgeon side controls a slave arm, a teleoperated 
robot, patient side. In between, a computer 
implements the required assistive functions that 
enhance human capabilities, resulting in a “super 
surgeon”. Such assistive functions can be a change 
of scale, defining constrains within the working 
space, tremor reduction and movement 
compensation (breathing or heart beating) and so. 
The surgeon can be located in a close position, or in 

any other location, a few meters or some kilometers 
away.  Fig. 2 shows a schema of such system. 

 

Figure 2: Schema of a teleoperation system. 

However, the surgeon could also be in close 
contact with the robot, which guides and supervises 
his or her actions. In this cooperative mode, 
comanipulation, the surgeon hand and the robot end 
effector move simultaneously holding the surgical 
instrument. Working in these conditions, a change of 
scale or movement compensation is not an issue, but 
assisted teleoperation allows establishing 
constraints, virtual fixtures, operating over reference 
frames either fixed or floating over the patient 
anatomy. Comanipulation also allows directly 
perceiving both, images and the operating 
environment, what is especially useful in orthopedic 
surgery. The definition of virtual fixtures during the 
surgical planning facilitates a safer operation 
reducing the surgeon stress in critical interventions. 
Working with this configuration the robot itself 
behaves as a haptic device, Fig. 3. 

 

Figure 3: Schema of a comanipulation system. 

The level of cooperation can also vary with the 
typology of the surgical interventions since the level 
of preplanning and programming varies depending 
on the predictability of the intervention. Three levels 
can be considered: manual guidance, supervised 
guidance and autonomous control. 

The role of the interface in such cooperation 
systems is crucial as the surgeon cannot pay much 
attention to the robotic system, but to the patient and 
the own surgical procedure. A schema of the 
characteristics an interface should provide is shown 
in fig. 4. 
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Figure 4: Schema of the characteristics of a teleoperation 
interface. 

3 ROBOT ARCHITECTURES 

Different surgical specialties work along different 
scale ranges and with different working 
requirements. Considering the variety of working 
conditions and from the robotics point of view, 
surgical procedures can be classified as follows: 
microsurgery, neurosurgery, transcutaneous, 
percutaneous, intracavities interventions and 
orthopedics. In what follows the main characteristics 
of each of them are described. 

3.1 Microsurgery 

Most interventions requiring microsurgery 
performances are related to sewing nerves in 
transplants or to ophthalmology. In this specialty, 
one or more high precision and high accessibility 6 
Degrees of Freedom (DoF) arms are necessary. 
Additional DoF might be required to increase 
accessibility. As teleoperation assistance functions, a 
change of scale between the master and the slave 
increases the achievable precision as the application 
requires. Compared to former manipulators or 
holding devices used in classical manual practice, 
robots substitute them with advantage 

3.2 Neurosurgery 

Interventions in the skull also require high precision. 
However, its accessibility requirements are no so 
demanding since insertions are applied through 
incisions done just over the target area. In this case, 
movement compensation or floating reference 
frames are not needed as the skull can be fixed, with 
stereotaxis devices. 

3.3 Transcutaneous 

Some  interventions  can  be  performed  through the 

skin and soft tissues using radiation focused over the 
target area. This radiation can be of different types: 
RX, Gama, or High Intensity focused US (HIFU). In 
such minimally invasive technique, 5DoF are 
enough to focus the therapeutic beam over a point in 
a 3D space, with any orientation. 

3.4 Percutaneous 

Relatively simple interventions as biopsy, aspiration, 
ablations or releasing therapeutic payload, are more 
and more used due to the few invasiveness of the 
technique. This technique implies inserting needles 
with high precision, to produce the advance and 
drilling movements when the needle is manually 
oriented into the insertion point. 5 DoF are necessary 
to place and orient the needle with a robot. 

Taking advantage of this minimally invasive 
surgery or intervention, deflection and guided probes 
can be used to reach areas not easily reachable. 
Operating through natural ways, as the arteries, this 
technique is being used successfully to treat brain 
aneurisms. 

3.5 Intracavity Interventions 

When the intervention cannot be carried out by 
means of needles and more versatile instruments are 
needed with two, three or four DoF, endoscopic 
techniques are required. There are two endoscopic 
techniques, one based on the use of natural orifices 
(NOTES) and the second based on small incisions to 
access the abdominal and thoracic cavity 
(laparoscopy) or the joints between bones 
(arthroscopy).  

These techniques were introduced in the 
seventies operating the instruments manually. At 
present, these instruments can be guided by 
teleoperated robots, so as they can take advantage of 
assisted teleoperation techniques. These robots 
should be multiarm (2, 3 or 4), each with several 
DoF, not only for tool positioning but also to 
increase accessibility and to make the pose of each 
arm compatible with the patient in the operating 
table.  

NOTES are used in intra vaginal interventions, 
ear, laparoscopy for abdominal, prostate, heart, 
gynecology or arthroscopy, knee specially. 

3.6 Orthopedics 

Orthopedic surgery uses as end effectors drilling, 
cutting or milling tools to operate over bone tissues. 
These techniques are oriented to bone repair either 
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with prosthesis implants, subjecting or immobilizing 
boards or to reconstruct bones with grafts after 
oncologic surgery, for example.   

For these procedures CAD/CAM techniques can 
be used, with similar methods than those used in 
industry. Reference frames registration between 
anatomical elements in the operating table and the 
CAD model previously obtained from CT images 
are used to make task planning possible.    

4 SENSOR REQUIREMENTS 

Based on these different scenarios, robotics requires 
different kind of sensors to be able to implement the 
required control strategies. Two kinds of sensors are 
needed: 3D geometrical positioning sensors 
(navigators) and physical interaction characteristics 
(force and torque sensors). 

Positioning anatomical parts in the 3D space is 
not simple, especially when dealing with not 
immobilized rigid elements, soft, deformable or 
rhythmically moving tissues. The success of surgical 
robots rely on their capability for adequately sensing 
positions either using physical contact sensors 
(optical or magnetic techniques) or remote sensing, 
specially vision. Current limitations of computer 
vision strongly condition its advances. 

Apart from being able to control the robot, not 
only geometrical strategies are necessary to generate 
trajectories, but additional force control techniques 
are required to avoid injures, as for instance, 
necrosis. On the other hand, force sensors provide 
the information required to generate haptic 
information to be feedback to the surgeon. . 

5 INTERFACES 
REQUIREMENTS 

The requirements of an interface for surgical 
applications does not imply uniquely the 
interpretation of human will to control the 
teleoperated robot, but also to provide some 
feedback of the task going on to the surgeon. Thus, 
an interface constitutes a complete system, fig. 5, 
consisting of master devices adequate for every 
specific kind of surgery, actuators to feedback 
information to the surgeon, monitoring devices, and 
the computing power to process the information 
coming both, from the teleoperated system to 
provide the adequate information and from the 

human operator to provide the adequate control 
orders. 

The schema of fig.5 shows that an interface can 
be a complete system that in some environments 
should provide certain intelligence level and, as 
indicated in the schema, even generate synthetic 
information to improve human operator’s 
perception. 

 

Figure 5: Schema of the master station in a teleoperated 
system. 

Besides considering the best kind of master 
devices, either classical manual devices or hand free 
systems, the information coming from the robot side 
are key to achieve an efficient and smooth 
interaction. Feedback information can be either 
visual: direct images, augmented images or virtual, 
besides other kind of numerical and graphic data; or 
haptic, based on the force data measured in the robot 
working environment. 

6 CONCLUSIONS 

Interfaces are key components in teleoperated 
systems, or in robotic systems that work in close 
cooperation with humans. In the field of surgery, the 
surgeon faces the problem of dealing with complex 
systems while they are performing their own job, 
surgery. On the other side, their specialty is far from 
informatics and mechatronic systems. Thus, the 
design of a human robot interface in such fields 
should consider the three parts that compose the 
working environment, as shown in fig. 4, the user, 
the interface and the robotic system. While the 
surgeon has to pay complete attention to the 
intervention itself, the interface should provide the 
means of reacting to the humans’ will, to interpret 
their needs, and to supply any kind of information 
that can help them to take decisions.  

Teleoperation and its interface with the human 
operator can take different configurations according 
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to the application needs, considering both, the 
distance from the master to the slave and the 
typology of the application. In each case, the 
availability of the required teleoperation assistance 
functions to improve human and system 
performances is essential. Together with such 
assistance, the information fed back to the user, 
visual, haptic or even sound, can be intelligently 
processed to constitute a significant help for the 
whole process.  
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MAKING MICROROBOTS MOVE 

Bradley J. Nelson 
Institute of Robotics and Intelligent Systems, ETH Zurich, Zurich, Switzerland 

Keywords: Nanorobotics, Microrobotics, Nanocoils, Magnetic actuation. 

Abstract:  Our group has recently demonstrated three distinct types of microrobots of progressively smaller size that 
are wirelessly powered and controlled by magnetic fields. For larger scale microrobots, from 1mm to 500 
µm, we microassemble three dimensional devices that precisely respond to torques and forces generated by 
magnetic fields and field gradients. In the 500 µm to 200 µm range, we have developed a process for 
microfabricating robots that harvest magnetic energy from an oscillating field using a resonance technique. 
At even smaller scales, down to micron dimensions, we have developed microrobots we call Artificial 
Bacterial Flagella (ABF) that are of a similar size and shape as natural bacterial flagella, and that swim 
using a similar low Reynolds number helical swimming strategy. ABF are made from a thin-film self-
scrolling process. In this paper I describe why we want to do this, how each microrobot works, as well as 
the benefits of each strategy. 

1 INTRODUCTION 

Micro and nanorobotics have the potential to 
dramatically change many aspects of medicine by 
navigating bodily fluids to perform targeted 
diagnosis and therapy and by manipulating cells and 
molecules. In the past few years, we have developed 
three new approaches to wirelessly controlling 
microscale structures with high precision over long 
distances in liquid environments (Figure 1). Because 
the distance from which these structures can be 
controlled is relatively large, the structures can not 
only be used as tools for manipulating other micro 
and nanoscale structures, similar to particle trapping 
techniques, but can also serve as vehicles for targeted 
delivery to locations deep within the human body. 
The microrobots we have developed are non-
spherical. Therefore, both their position and 
orientation can be precisely controlled, removing 
another limitation of particle trapping. 
Unprecedented control in multiple degrees of 
freedom has been achieved with field strengths as 
low as 1 mT. 

2 MEDICAL MICROROBOTS 

Minimally invasive medical techniques are linked 
with a variety of patient oriented benefits ranging 

from reduction of recovery time, medical 
complications, infection risks, and post-operative 
pain, to lower hospitalization costs, shorter hospital 
stays, and increased quality of care [1-4]. 
Microrobotic devices have the potential for improved 
accessibility compared to current clinical tools, and 
medical tasks performed by them can even become 
practically noninvasive. They will perform tasks that 
are either difficult or impossible with current 
methods. Rather than acting as autonomous agents 
that navigate the body diagnosing and solving 
problems, microrobots will more likely act as new 
technical tools for clinicians, continuing to capitalize 
on the clinicians cognitive skill, which is their 
greatest asset. 

In recent years there has been significant progress 
on robot-assisted colonoscopy and on wireless 
miniature robots for use in the GI tract (Kazzim et 
al., 2006). Motivated by capsule endoscopes that are 
already in clinical use, a number of technologies 
have been explored to expand the capabilities of 
these devices, ranging from wireless GI pressure 
monitoring systems and lab-on-a-chip devices 
equipped with pH and temperature sensors 
(Johannessen et al., 2006) to the addition of legs and 
other mechanisms for controlled locomotion 
(Menciassi et al., 2007). The size of these devices 
approaches a few centimeters, capitalizing on the 
relatively large size of the GI tract. By further 
reducing device size and creating microrobots with a 
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(a) Octomag 

(b) Magmite 

(c) ABF 

Figure 1: Three different types of microrobots at varying 
orders of magnitude. a) The Octomag robot (shown 
puncturing a small vein) is controlled using magnetic fields 
and field gradients. b) The Magmite (sitting on a grain of 
salt) is powered by oscillating magnetic fields that excite a 
spring mass system to resonance that harvests the impact 
energy. c) Artificial Bacterial Flagella (ABF) are propelled 
through fluid by rotating a magnetic field to generate 
torques on the magnetic metal head of the device. 

maximum dimension of only a few millimeters or 
less, additional locations in the human body 
becomavailable for wireless intervention. Natural 
pathways such as the circulatory system, the urinary 
system, and the central nervous system become 
available, enabling intervention with minimal 
trauma. 

As we downscale robots to submillimeter 

dimensions, the relative importance of physical 
effects changes (Wautelet, 2001). As device size is 
reduced, surface effects and fluid viscosity dominate 
over inertia and other volumetric effects, and power 
storage becomes a key issue. Furthermore, 
microrobots, like microorganisms, swim in a low-
Reynolds-number regime, requiring swimming 
methods that differ from macroscale swimmers 
(Purcell, 1977). This places strong constraints on the 
development of medical microrobots. In traditional 
robotics, it is often easy to compartmentalize aspects 
of robot design such as kinematics, power, and 
control. In the design of wireless microrobots, 
fabrication is fundamentally limited by scaling 
issues, and power and control are often inextricably 
linked. Engineers must give up intuition gained from 
observing and designing in the macroscale physical 
world, and instead rely on analysis and simulation to 
explore microrobot design. Even then, only 
experimental results will demonstrate the efficacy of 
a given microrobot strategy, as the world experienced 
by the microrobot may be quite difficult to accurately 
model. 

3 OCTOMAG MICROROBOTS 

The Octomag microrobot (Yesin et al., 2006), shown 
in Figure 1, was the first microrobot we developed 
and is primarily intended for ophthalmic surgery. An 
external magnetic field acts to align the robot along 
the long (“easy”) axis, and a field gradient is 
generated to pull or push the microrobot. The winged 
shape acts to reduce the side-ways drift of the 
microrobot by increasing the fluid drag along the 
axes perpendicular to the long axis (Abbott et al., 
2007). The relatively large size of the device is 
compatible with using gradient fields for propulsion 
at distances suitable for use within the body and is 
targeted at controlling the device in a viscous 
medium. 

The robot is a three-dimensional structure built 
by microassembling individual parts, which allows 
for the combination of incompatible materials and 
processes for the integration of MEMS based sensors 
and actuators. The principle advantage of the hybrid 
design is that the individual parts of the assembly can 
be produced with standard MEMS manufacturing 
processes that create planar geometries. In this way, 
different subsystems of the robot can be 
manufactured using the most suitable process for the 
purpose. Robot parts have been made with 
electroplated nickel, single crystal silicon, polymer, 
and laser cut steel.  

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

IS-14



 

 

Figure 2: (a) Octomag microrobots are microassembled 
from 50μm thick electroplated nickel. (b) The sub-mm 
devices can be precisely controlled to navigate through tiny 
mazes, and (c) can be coated to ensure biocompatibility 
and for transport of cargo, such as drugs to be unloaded by 
diffusion (Yesin et al., 2006).  

4 MAGMITES 

With decreasing size, gradient propulsion becomes 
infeasible due to the force generated being related to 
the magnetic medium's volume, which decreases 
rapidly with size. To overcome this limitation, we 
have developed a second propulsion mechanism that 
harnesses the interactive forces between small 
magnetic bodies in a uniform magnetic field to drive 
a spring mechanism to resonance(Vollmers et al., 
2008). This energy is then rectified to move the robot 
through its environment. 

The resonant nature of the actuator enables the 
device to move with fields below 2 mT which is 
roughly 50x that of the Earth's magnetic field. This 
locomotion mechanism has been demonstrated on 
both structured and unstructured surfaces and is 
controllable enough to repeatedly and precisely 
follow trajectories. The frequency selectivity of the 
spring mass resonating structure allows multiple 
robotic agents to be used on the same substrate to 
perform tasks. Although this propulsion method was 
initially designed for operation in air, it has 
demonstrated its ability to perform in aqueous 
environments and manipulate glass microspheres on 
the order of 50 µm. 

Figure 3: Magmite robots consist of two Ni masses 
separated by a gold spring. The robot shown measures 
300μm square, 70μm thick, and is dwarfed by Drosophila 
melanogaster (Vollmers et al., 2008).  

5 ARTIFICIAL BACTERIAL 
FLAGELLA 

As sizes decrease further, the resonant frequencies of 
the mechanical structures required for the resonant 
magnetic actuator increase to tens of kHz and 
become difficult to generate at sufficient strength. At 
this scale, torque on the magnetic bodies becomes 
one of the predominant forces that can be generated. 
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Figure 4: Fabrication sequence with cross section shown 
along line A-A* (a). Holes for dimples (b) are etched in a 
wafer before a Ti/Cu adhesion/seed layer is evaporated 
onto the surface. Photoresist is applied (c) to define thick 
electroplated copper islands (d). The springs and frame are 
defined (e) and plated (f) before a final layer of photoresist 
(g) defines the nickel bodies (h). The device is released 
from the wafer by etching the sacrificial copper layer (i). 

 

Figure 5: Robot velocity as a function of frequency with a 
driving field of 2.2 mT. When moving, the robot never 
comes to a complete rest to allow static friction can take 
effect. Driving with a frequency too far from resonance 
reduces the system energy and at some point the robot 
sticks to the substrate. Moving back toward resonance 
increases the absorbed energy, allowing the robot to begin 
moving again. 

Taking inspiration from nature, this torque can be 
leveraged to create artificial bacterial flagella (Zhang 
et al., 2009). 

The helical swimming robot consists of two parts: 
a helical tail and a magnetic metal head. The tails are 

27 to 42 nm thick, less than 2 µm wide, and coil into 
diameters smaller than 3 µm. The robots are 
fabricated by a self-scrolling technique (Zhang et al., 
2006). The helical swimming microrobots are 
propelled and steered precisely in water by a rotating 
magnetic field on the order of 1 to 2 mT. As the 
robot's principle dimensions approach those of 
individual cells, many of the experimental methods 
used with the robots parallel those used by their 
biological counterparts. 

 

Figure 6: [(a)–(f)] Fabrication procedure of the ABF with 
InGaAs/GaAs/Cr helical tail. (g) FESEM image of an 
untethered ABF. The scale bar is 4 μm (Zhang et al., 
2009). 

6 SUMMARY 

Recent advances in microbotics have demonstrated 
new capabilities in wirelessly controlling microscale 
structures with high precision over long distances in 
liquid environments. These breakthroughs make it 
possible to experimentally investigate the use of 
these microrobots for manipulating micro and nano 
size structures in as many as six degrees-of-freedom. 
Applications to nanomedicine in areas related to 
targeted medical therapies and molecular 
manipulation are clear, though many challenges must 
be addressed. To functionalize these devices and to 
improve their performance capabilities, fundamental 
issues in the role surface forces play must be 
addressed; biocompatibility must be ensured; loading 
and diffusion of biomolecules must be investigated; 
and interactions with and manipulation of tissue and 
macromolecules must be considered. There is a lot 
yet to do. 
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Figure 7: ABF swimming motion controlled by magnetic 
fields with field strength of 2.0 mT. [(a)-(d)] Schematic of 
a left-handed ABF swimming forward and backward. With 
the field B continuously rotating perpendicular to the X 
axis of the ABF, a misalignment angle between the field 
and the thin magnetic head will induce a magnetic torque 
(t) that attempts to align the ABF head with the field, 
resulting in rotation and propulsion of the ABF. (e) Optical 
microscope images of the forward/ backward motion of an 
ABF controlled by magnetic fields. The commanded 
translation and rotation directions of the ABF are indicated 
by the arrows. (f) If the field is rotated about the Z axis by 
an angle |γ|<45° with respect to the easy axis ac of the 
head, then the ABF is steered as it is propelled, as the easy 
axis ac attempts to align with the field. This is the steering 
principle used during normal operation of the ABF. (g) If 
the field is rotated about the Z axis by an angle |γ|<45° with 
respect to the easy axis bd, the ABF will instantaneously 
attempt to rotate perpendicular to the helix axis. However, 
steering using the bd easy axis is not possible 
simultaneously with forward/backward propulsion. (h) 
Optical microscope images of the turning motion of an 
ABF controlled by magnetic fields. The commanded 
translation and rotation directions of the ABF are indicated 
by the arrows. 
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Abstract: This paper present the use of recursive Newton-Euler to model different robotics systems. The main 
advantages of this technique are the facility of implementation by numerical or symbolical programming 
and providing models with reduced number of operations. In this paper the inverse and direct dynamic 
models of different robotics systems will be presented. At first we start by rigid tree structure robots, then 
these algorithms will be generalized for closed loop robots, parallel robots, and robots with lumped 
elasticity. At the end the case of robots with moving base will be treated. 

1 INTRODUCTION 

The dynamic modelling of robots is an important 
topic for the design, simulation, and control of 
robots. Different techniques have been proposed and 
used by the robotics community. In this paper we 
show that the use of Newton-Euler recursive 
technique for different robotics systems is easy to 
develop and programme. The proposed algorithm 
can be extended to many types of structures; serial, 
tree structure, closed, parallel, with a fixed base or 
with moving platform. The same technique can be 
used for robots with lumped elasticity or flexible 
links.  
In section 2 we will recall the method used to 
describe the kinematics of the structure, and then in 
section 3 we present the inverse and the direct 
dynamic modeling of tree structure rigid robots 
which are considered as the base methods. The 
following sections present the generalization to the 
other systems. 

2 DESCRIPTION OF THE 
KINEMATICS OF ROBOTS 

The geometry of the structures will be described 
using the Modified Denavit and Hartenberg method 
as proposed in (Khalil and Kleinfinger, 1986). This 
method can take into account tree structures and 
closed loop robots. Its use facilitates the calculation 

of the base inertial parameters of robots (Gautier and 
Khalil, 1988, Khalil W., Bennis F., 1994, Khalil and 
Bennis, 1995).  

2.1 Geometric Description of Tree 
Structure Robots 

A tree structure robot is composed of n+1 links and 
n joints. Link 0 is the base and link n is a terminal 
link. The joints are either revolute or prismatic, rigid 
or elastic. The links are numbered consecutively 
from the base, link 0, to the terminal links. Joint j 
connects link j to link a(j), where a(j) denotes the 
link antecedent to link j. A frame Ri is attached to 
each link i such that (Figure 1):  

• zi is along the axis of joint i;  
• xi is taken along the common normal between 

zi and one of the succeeding joint axes, which 
are fixed on link i.    

γj 

θj bj rj
dj 

uj

xi

zk

zi 

xj

zj

αj

αk 
Link  j

Link k  Link  i 

 
Figure 1: Geometric parameters for a link i.  
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In general the homogeneous transformation matrix 
iTj, which defines the frame Rj relative to frame Ri 
is obtained as a function of six geometric parameters 
(γj , bj, αj, dj, θj, rj). Thus iTj is obtained as:  

 
iTj = Rot(z, γj) Tran(z, bj) Rot(x, αj) Tran(x, dj) 

Rot(z, θj) Tran(z, rj) 
After developing, this matrix can be partitioned as 
follows: 

i i
i j j

j
1x3 0

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

R P
0

T     (1) 

Where R defines the (3×3) rotation matrix and P 
defines the (3×1) vector defining the position of the 
origin of frame j with respect to frame i.  

If xi is along the common normal between zi and 
zj , the parameters γj and bj will be equal to zero. 

The joint variable of joint j is denoted by: 

j j j j jq r= σ θ + σ  

where σj = 0 if joint j is revolute, σj = 1 if joint j 
is prismatic, and σ−j = 1 – σ. We set σj = 2 to define a 
frame Rj fixed with respect to frame a(j). In this 
case, qj and σ−j are not defined. 

The serial structure is a special case of a tree 
structure where a(j)=j-1, γj =0, and bj =0 for all 
j=1,..,n. 

2.2 Description of Closed Loop 
Structure 

The system is composed of L joints and n + 1 links, 
where link 0 is the fixed base and L > n. The number 
of independent closed loops is equal to:  

B =  L – n 
The joints are either active (motorized) or 

passive. The number of active joints is denoted N. 
The position and orientation of all the links can be 
determined as a function of the active joint variables.  

To determine the geometric parameters of a 
mechanism with closed chains, we proceed as 
follows: 

a) Construct an equivalent tree structure 
having n joints by virtually cutting each closed chain 
at one of its passive joints. Define the geometric 
parameters of the tree structure as given in section 
2.1.  

b) For each cut joint define two supplementary 
frames on one of the links connected by this joint. 
Assuming that a cut joint is numbered k (where 
k=n+1,…, L) and that the links connected by joint k 

are numbered i and j (where i and j <n)  the frames 
will be defined as follows (Figure 2): 

- frame Rk is defined fixed on link j such that 
a(k)=i, the axis zk is along the axis of joint k, and xk 
is along the common normal between zk and zj. The 
matrix iTk will be determined using the general 
parameters γk, bk, αk, dk, θk, rk.  

- frame Rk+B is aligned with Rk that is to say it is 
fixed on link j, but a(k+B)= j. The geometric 
parameters defining Rk+B are constant, we note that 
rk+B and θk+B are zero since xk+B is normal to  zj. 

 

zj

xk+B 

zk zk+B

zi

a(k+B)=j 
a(k)=i 

xi xk 

 Link  j  Link i

 
Figure 2: Frames of a cut joint k. 

The joint variables are denotes as: 

atr
tr

pc
,

⎡ ⎤⎡ ⎤
= = ⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦

qq
q q

qq
   (2) 

• qtr vector containing the tree structure joint 
variables; 

. qa vector containing the N active joint 
variables; 

• qp vector containing the p=n–N passive joint 
variables of the equivalent tree structure;  

• qc vector containing the B variables of the cut 
joints.  

 
Only the N active variables qa are independent. 
Since Rk and Rk+B are aligned, the geometric 
constraint equations for each loop, which can be 
used to calculate the passive joint variables in terms 
of the active joint variables, can be written as: 

k+BTj ... iTk  =  I4  (3) 
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The kinematic constraint equations are obtained by 
using the fact that the screw of frame k is equal to 
that of frame k+B: 

     
0 0

k k+B

k k+Bb1 b2J q J q
V V
�

=

=& &
                       (4) 

jV   ( )6 1×  kinematic screw vector of frame j, given 
by: 

        
TT T

j j j⎡ ⎤= ⎣ ⎦V ωV    (5) 

jV   linear velocity of the origin of frame Rj, 
jω   angular velocity of frame j, 
b1q& joint velocities from the base to frame k, 

through branch 1,  
b2q& joint velocities from the base to frame k   

through branch 2. 

3 DYNAMIC MODELING OF 
TREE STRUCTURE ROBOTS 

3.1 Introduction 

The most common in use methods to calculate the 
dynamic models are the Lagrange equations and the 
Newton Euler Equations (Craig 1986, Khalil and 
Dombre 2002, Angeles 2006).  

The Lagrange equation is given as: 

                     d 
dt

⎡ ⎤ ⎡ ⎤∂ ∂
= −⎢ ⎥ ⎢ ⎥∂ ∂⎣ ⎦ ⎣ ⎦q q&

T T
L L

Γ                          (6) 

where Γ is the joint torques and forces, L is the 
Lagrangian of the robot defined as the difference 
between the kinetic energy E and the potential 
energy U of the system : L  =  E – U. After 
developing we obtain: 

                   = ( )  + ( , ) A q q H q q&& &Γ                    (7) 

where A is the inertia matrix of the robot and H is 
the Coriolis, Centrifuge and gravity torques. 

Solving the previous equation to find Γ in terms 
of ( , , ) q q q& && is known as the inverse dynamic 
problem, and solving it to obtain q&& in terms 
of ( , , ) q q Γ& is known as the direct dynamic model. 
The inverse dynamic model is obtained by 
substituting ( , , ) q q q& && into (7), whereas the direct 
model needs to inverse the inertia matrix.  

     ( ) ( )1−
= −q A Γ - H&&        (8) 

The calculation of the Lagrange equations for 
systems with big number of degrees of freedom 
using developed symbolic methods is time 
consuming, and the obtained model will need more 

time to execute with respect to that of recursive 
methods. The recursive Newton-Euler algorithms 
have been shown to be an excellent tool to model 
rigid robots (Khalil and Kleinfinger, 1987, Khalil 
and Creusot, 1987, Khosla, 1987). In (Hollerbach, 
1980) an efficient recursive Lagrange algorithm is 
presented but without achieving better performances 
than that of Newton-Euler. 

The Newton-Euler equations giving the external 
forces and moments on a link j about the origin of 
frame j are written as: 

            
( )

( )

j j j
j j jj j j

j j j j j j
j j j

⎡ ⎤× ×
⎢ ⎥= +
⎢ ⎥×⎣ ⎦

ω ω MS

ω J ω
&F J V      (9) 

where 

             j
j

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦

F
M

j
j

j
j

F   (10) 

jω     the angular velocity of link j; 
jV&  the linear acceleration of the origin of frame j; 

jF    total external wrench on link j; 
jF    total external forces on link j; 

jM  total external moments on link j about Oj;
jJ  ( )6 6×  inertia matrix of link j: 

 
j

j 3 jj
j j j

j j

ˆM
ˆ

⎡ ⎤−
⎢ ⎥=
⎢ ⎥⎣ ⎦

I MS

MS J
J      (11) 

Where Mj, MSj and Jj are the standard inertial 
parameters of link j. They are respectively, the mass, 
the first moments, and the inertia matrix about the 
origin.   

3.2 Calculation of the Inverse 
Dynamics using Recursive NE 
Algorithm 

The algorithm consists of two recursive 
computations (Luh, Walker and Paul, 1980): 
forward recursion and backward recursion. The 
forward equations, from link 1 to link n, compute the 
link velocities and accelerations and consequently 
the dynamic wrench on each link. The backward 
equations, from link n to the base, provide the 
reaction wrenches on the links and consequently the 
joint torques. 

This method gives the joint torques in terms of 
the joint positions, velocities and accelerations 
without explicitly computing the matrices A and H. 
That is to say the algorithm will be denoted by: 

e e= NE( , , , , ) q q q f m& &&Γ         (12) 
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Where fe and me are the external forces and 
moments of the links of the robot on the 
environment. 

The forward recursive equations are based on the 
following equations (Khalil and Dombre 2002): 

j j i j
j i i j jq aV T V= + &    (13) 

j j i j j
j i i j j jq aV T V= + γ +& & &&     (14) 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

j
j

j

σ

σ
     (15) 

 
where  
jaj is the (6x1) column matrix given as : 

      jaj =[ 0  0 σ j  0  0  σ− j]T       (16) 
j

i�T and the screw transformation matrix is: 

 
j j i

j i i j
i j

3x3 i

ˆ⎡ ⎤−
= ⎢ ⎥

⎣ ⎦

R R P
0 R

T    (17) 

The forward algorithm is given for j=1,…, n, 
with i = a(j), as follows: 

jωi  =  jRi iωi  (18) 
jωj  =  jωi + σ– j 

.qj jaj (19) 
jω. j  =  jRi iω

.
i + σ– j (

..qj jaj + jωi × .qj jaj) (20) 

jV
.

j  =  jRi (iV
.

i +iUi iPj)+ σj (
..qj jaj + 2 jωi × .qj jaj) 

 (21) 
jFj  =  Mj jV

.
j + jUj jMSj      (22) 

jMj  =  jJj jω
.  j + jωj × (jJj jωj) + jMSj × jV

.
j     (23) 

with  
 jUj = jω

.̂
j + jω̂j jω̂j    

and where aj is the unit vector along the zj axis 
which is the axis of joint j. 
The matrix ŵ defines the 3×3  vector product matrix 
associated to the  (3×1) vector W such that: 

 

0 -
ˆ 0 -

- 0

ˆ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

× =

w =

w v w v

z y

z x

y x

w w
w w
w w

   (24) 

These equations are initialized by ω0 = 0, ω. 0 = 0, V
.

0 
= –g, 0U0 = 0, with g is the acceleration of gravity. 

Initialising the linear acceleration V
.

0 by –g will take 

automatically the effect of gravity forces on all the 
links of the structure. 
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k3 
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Figure 3: Forces and moments acting on a link j. 

The backward recursive equations are deduced from 
the resultant forces and moments on link j around 
the origin of link j (Figure 3). 
  
          j j k T k j

j j j k ej
k

= + +∑f f fF T              

(25) 
Where a(k)=j,  
 
The backward equations can be calculated for 
j=n,…,1: 

jfj  =  jFj + jfej      (26) 
jmj  =  jMj + jmej    (27) 

      ifj  =  iRj jfj     (28) 

ifei  =  ifei + ifj      (29) 
imei = imei + iRj  jmj + iPj x ifj   (30) 

Γj =(σj jfj+
–σj jmj)Tjaj + Ia j 

..qj+ Fsj sign( .qj)+ Fvj 
.qj  

   (31) 
Where: 
fj and mj are the reaction forces and moments of link 
a(j) on link j respectively, Iaj is the inertia of the 
rotor and transmission gears of the motor of joint j,  
Fsj and Fvj are the coulomb and viscous friction 
parameters respectively, jfej and jmej are the 
external forces and moments of link j on the 
environment. 

This algorithm is easy to program numerically or 
symbolically. The computational cost is linear with 
the number of degrees of freedom of the robot. To 
reduce the number of operations of the calculation of 
this model the base inertial parameters can be used 
instead of the standard inertial parameters and the 
technique of customized symbolic method can be 
applied (Khosla 1986 , Khalil and Kleinfinger 1987, 
Khalil and Creusot 1997).  
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3.3 Computation of the Direct Dynamic 
Model 

The computation of the direct dynamic model is 
employed to carry out simulations for the purpose of 
testing the robot performances and studying the 
control laws. During simulation, the dynamic 
equations are solved for the joint accelerations given 
the input torques and the state of the robot (joint 
positions and velocities). Through integration of the 
joint accelerations, the robot trajectory is then 
determined.  

The direct dynamic model can be obtained from 
Lagrange equation (8) as follows: 

..q  =  A-1 [Γ –  H(q, q. )] 
Two methods based on Newton-Euler methods 

can be used to obtain the dynamic model: the first is 
based on calculating the A and H matrices using 
Newton-Euler inverse dynamic model in order to 
calculate the joint accelerations by (8); the second 
method is based on a recursive Newton-Euler 
algorithm that does not explicitly calculate the 
matrix A and has a computational cost that varies 
linearly with the number of degrees of freedom of 
the robot. For tree structure robots, the second 
method is more efficient, but the first method can be 
used for closed loop robots and other complicated 
systems. That is why we will present both methods. 

3.3.1 Using the Inverse Dynamic Model to 
Calculate the Direct Dynamic Model 

In this method the matrices H(q,q. ) and A(q) are 
calculated using the inverse model by giving special 
values for the joint accelerations, joint velocities, 
external forces, friction, gravity (Walker and Orin 
1982). 

By comparing equations (7) and (12) we deduce 

that H(q, q. ) is equal to Γ if  ..q = 0, and that the ith 
column of A is equal to Γ if: 

..q = ui, q
.  = 0, g = 0, fej = 0, mej = 0 

where ui is the (nx1) unit vector whose ith element is 
equal to 1, and the other elements are zeros. Iterating 
the procedure for i = 1,…, n leads to the construction 
of the entire inertia matrix. 

To reduce the computational complexity of this 
algorithm, we can make use of the base inertial 
parameters and the customized symbolic techniques. 
Moreover, we can take advantage of the fact that the 
inertia matrix A is symmetric.  

3.3.2 Recursive NE Computation of the 
Direct Dynamic Model  

This method is based on the recursive Newton-Euler 
equations and does not use explicitly the inertia 
matrix of the robot (Armstrong 1979, (Featherstone 
1983, (Brandl, Johanni and Otter, 1986).  
 
Using (9) and (25) the equilibrium equations of link 
j can be written as: 

 
 j j j j k T k

j j j j j k= + −∑
k

βJ V Tf f&  (32) 

where k denote the links articulated on link j such 
that a(k)=j, and 

            
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f  (33) 

 
The joint accelerations are obtained as a result of 
three recursive computations: 

 
i) first forward computations for j = 1, …, n: in this 
step, we compute the screw transformation matrices 
jTi, the link angular velocities jωj as well as jγj and 
jβj vectors, which appear in the link accelerations 
and the link wrenches equations respectively when ..q
 = 0;  

 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

j
j

j

σ

σ
(34) 

( )
( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f                 (35) 

ii) backward recursive computation: in this step we 
calculate the elements H 

j, 
jJ

*
j  , jβ

*
j , jKj,  jαj which 

express ..qj and jfj in terms of i
.
Vi in the third recursive 

equations. These equations are demonstrated in the 
following sub-section. 

For j = n ... 1, compute: 

Hj  =  (ja
T
j  jJ

*
j   jaj + Iaj)   (36)

jKj  =  jJ
*
j  – jJ

*
j   jaj H

-1
j  ja

T
j  jJ

*
j  (37)

jαj  =  jKj jγj + jJ
*
j   jaj H

-1
j

 (τj + ja
T
j

 jβ
*
j ) – jβ*

j    (38) 

If  a(j) ≠ 0, calculate also: 

    iβ
*
i    =  iβ*

i  – jT
T
i  jαj        (39) 
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iJ
*
i    =  iJ

*
i   + jT

T
i  jKj jTi      (40) 

These equations are initialized by 
jJ

*
j = jJj and jβ*

j   =  jβj. 

iii) second forward recursive computations. Since 
the acceleration of the base is known (

.
V0 = –g, ω. 0 = 

0 for fixed base), the third recursive computation 
gives ..qj and jfj   (if needed) for j = 1… n. as follows:  

..qj  =  H-1
j

  [– jaT
j

 jJ
*
j  (jTi i

.
Vi + jγj) + τj + ja

T
j  jβ

*
j ] 

   (41) 

jfj  =  
⎣
⎢
⎡

⎦
⎥
⎤jfj

jmj
  =  jKj jTi i

.
Vi + jαj      (42) 

j .
Vj  =  jTi i

.
Vi + jaj 

..qj + jγj          (43) 
where  

τj =  Γj – Fsj sign( .qj) – Fvj 
.qj   (44) 

 
Calculation of the elements of the backward 
recursive equations 

To simplify the notations, we consider the case of a 
serial structure of n joints. Expressing the 
acceleration of link n in terms of the acceleration of 
link n-1, and since n+1fn+1 = 0, we obtain: 
 
nJn (nTn-1 n-1 .

Vn-1 + 
..qn nan + nγn)  =  nfn + nβn       (45) 

 
Since: 

ja
T
j  jfj  =  τj – Iaj 

..qj  

τj = Γj – Fsj sign( .qj) – Fvj 
.qj  

  
We obtain the joint acceleration of joint n: 

..qn = H-1
 n  

 (– na
T
n

 nJn (nTn-1 n-1 .
Vn-1 + nγn) + τn + na

T
n

 nβn)  
       (46)  

where Hn is a scalar given as: 

Hn  =  (nanT nJn nan + Ian)      (47) 
 
Substituting for ..qn from (46) and (45), we obtain 

the dynamic wrench nfn as: 

nfn =  
⎣
⎢
⎡

⎦
⎥
⎤nfn

nmn
  =  nKn nTn-1 n-1 .

Vn-1 + nαn    (48) 

where: 
nKn  =  nJn – nJn nan H

-1
n  na

T
n  nJn     (49) 

nαn  =  nKn nγn + nJn nan H
-1
n

 (τn + na
T
n

 nβn) – nβn  

     (50) 

We now have ..qn and nfn in terms of n-1 .
Vn-1. Iterating 

the procedure for j = n – 1, we obtain: 
n-1Jn-1 n-1 .

Vn-1= n-1fn-1 + nT
T
n-1 nfn + n-1βn-1 (51) 

 
which can be rewritten as: 

n-1J
*
n-1 (n-1Tn-2 n-2 .

Vn-2 + ..qn-1 n-1an-1 + n-1γn-1)  =  
n-1fn-1 + n-1β

*
n-1    (52) 

where: 
n-1J

*
n-1  =  n-1Jn-1 + nT

T
n-1 nKn nTn-1    (53) 

n-1β
*
n-1  =  n-1βn-1 – nT

T
n-1 nαn       (54) 

Equation (52) has the same form as (45). Thus, we 
can express ..qn-1 and n-1fn-1 in terms of n-2 .

Vn-2. 
Iterating this procedure for j = n – 2, …, 1, we obtain ..qj and jfj in terms of j-1 .

Vj-1 for j = n –  1, ..., 1 as 
given by equations (41) and (43) which represent the 
general case.  

4 INVERSE DYNAMIC 
MODELING OF CLOSED LOOP 
ROBOTS 

The computation of the Inverse dynamic model of 
closed loop robots can be obtained by first 
calculating the inverse dynamic model of the 
equivalent tree structure robot, in which the joint 
variables satisfy the constraints of the loop. Then the 
closed loop torques of the active joints Γc are 
obtained by projecting the tree structure torques Γtr 
on the motorized joints using the transpose of the 
Jacobian matrix of the tree structure variables (or 
velocities) in terms of the active joint variables (or 
velocities). 

Γc=  GT Γtr tr tr tr( , , ) q q q& &&      (55) 
where:  

∂ ∂
=

∂ ∂
tr tr

a a

q qG =
q q

 (56) 

It can be written also as: 
p

c a p

∂
= +

∂ a

q
q

Γ Γ Γ     (57) 

Where: 
Γa and Γp are the torque of actuated and passive 
joints of the tree structure. 

The kinematics Jacobian matrix can be obtained 
from (4) representing the kinematics closed loop 
constraints.  

There is no recursive method to obtain the direct 
dynamic model of closed loop robots. It can be 
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computed using the inverse dynamic model by a 
procedure similar to that given in section (3.3.1) in 
order to obtain the matrices Ac and Hc of the 
following relation: 

       c c tr a c tr tr= ( )  + ( , ) A q q H q q&& &Γ    (58) 

5 INVERSE DYNAMIC 
MODELING OF PARALLEL 
ROBOTS 

A parallel robot is a complex multi-body system 
having several closed loops. It is composed of a 
moving platform connected to a fixed base by 
parallel legs. The dynamic model can be obtained as 
described in the previous section, but in this section 
we present a method that takes into account the 
parallel structure. To simplify the notations we will 
present her the case of parallel robots with six 
degrees of freedom. Examples concerning reduced 
mobility robots are given in (Khalil and Ibrahim 
2007).  

The robot is composed of a fixed base and a 
mobile platform. They are connected using m 
parallel legs.  

The inverse dynamic model gives the forces and 
torques of motorized joints as a function of the 
desired trajectory of the mobile platform.  

 

Platform

Base   
 

Figure 4: Parallel structure after separating the platform. 

To obtain the dynamic models of parallel robots, we 
exploit their structural characteristics by 
decomposing the system into two subsystems: the 
platform and the legs. 

The dynamics of the platform is calculated as a 
function of the Cartesian variables (spatial Cartesian 
position, velocity and acceleration of the platform), 
whereas the dynamics of the legs are calculated as a 
function of the joint variables of the legs 

( )i i iq ,q ,q for i=1,…,m. The active joint torques 
are obtained by the sum of these dynamics and 
projecting them on the active joint axes. 

To project the dynamics of the platform on the 
active joint space we multiply it by the transpose of 
the robot Jacobian matrix, which gives the platform 
screw Vp in terms of the motorized joint velocities 

aq , and to project the leg dynamics on the active 
joint space we use the Jacobian between these two 
spaces. Thus the dynamic model of the parallel 
structure is given by the following equation: 

          ⎛ ⎞∂
⎜ ⎟∂⎝ ⎠

∑
Tm

T i
P P i

i=1 a

qΓ = J +
q

F Γ       (59) 

where 
PF  is the total forces and moments on the 

platform,  
PJ  is the (6 n) kinematics Jacobian matrix of 

the robot, which gives the platform velocity PV  
(translational and angular) as a function of the active 
joint velocities: 

        P P a= J qV       (60) 

iΓ  is the inverse dynamic model of leg i, it is a 
function of ( )i i iq ,q ,q , which can be obtained in 
terms of the platform location, velocity and 
acceleration, using the inverse kinematic models of 
the legs. We note that iq  does not include the 
passive joint variables connecting the legs to the 
platform. 

In this section we suppose n=6, thus PJ is (6×6) 
matrix. 

The calculation of pJ  is obtained by inverting 
p
-1J , which is easy to obtain for most parallel 

structures.         
PF  is calculated by the Newton-Euler equation (9). 

The calculation of /∂ ∂i aq q  is carried out by 
the following relation, which exploits the parallel 
structure of the robot: 

         ∂ ∂ ∂ ∂
=

∂ ∂ ∂ ∂
i i i P

a i P a

q q v
q v q

V
V

   (61) 

with: iv  is the Cartesian velocity transferred from 
leg i to the platform.  
We can rewrite (61) as: 

                    ∂
∂

-1i
i vi r

a

q = J J J
q

      (62) 

iJ  is the kinematic Jacobian matrix of leg i such 
that: 

         i i iv = J q  (63)  
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viJ  gives iv  as a function of PV : 

                     i vi Pv = J V  (64)  

For the Gough-Stewart platform (where the 
mobile platform is connected to the legs using 
spherical joints), we obtain: 

                 ^∂ ⎡ ⎤= ⎢ ⎥∂ ⎣ ⎦
i

ivi 3
P

vJ = I - P
V

 (65) 

Where Pi is the vector between the origin of the 
platform frame and the centre of the spherical joint 
linking the platform with leg i. 

 
Finally the inverse dynamic model of the robot is 

given by the following form: 

              ⎡ ⎤
⎢ ⎥
⎣ ⎦

∑
m

T T -T
p P vi i i

i=1
Γ = J + J J ΓF  (66)  

We note that the term between the brackets in (66) 
represents the dynamic model of the robot expressed 
in the Cartesian space of the platform frame (Khalil 
and Guegain, 2002). 

6 INVERSE DYNAMIC 
MODELING OF ROBOTS WITH 
ELASTIC JOINTS 

In this section we tree structure robots with lumped 
elasticity or flexible joints. The system can be 
described using Modified Denavit and Hartenberg 
method presented in section 2. Each joint could be 
either elastic or rigid (Khalil and Gautier, 2000).  

6.1 Lagrange Dynamic Form 

The general form of the dynamic model of a system 
with flexible joints has the same form as (7). It can 
be rewritten as: 

                    Γ = A(q) ..q  + H(q, q.  )     (67) 
It can be partitioned as follows: 

11 12
T
12 22

    =
Γ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤

Γ = +⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥Γ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦

q HA A
q HA A
&&

&&
r r r

f f f
       (68) 

Where q,
.
q ,..q  are the (n×1) vectors of positions, 

velocities, and accelerations of rigid and elastic 
joints; 

H(q,q.  ) is the (n×1) vector of Coriolis, 
centrifugal and gravity forces, 

A(q)  is the (n×n) inertia matrix of the system, 
Γr is the vector of rigid joint torques, 

Γr is the vector of elastic joint torques. 
 

If joint j is flexible: 

                Γj = - Δqj Kj     (69) 

where Kj is the stiffness of the elastic joint,  
                   Δqj =  qj – q0j    (70) 

q0j is the joint position corresponding to zero   
elasticity force. 

 
In the case of a system with elasticity, the direct 

dynamic model has the same outputs as in the case 
of rigid bodies; it gives the joint accelerations as a 
function of the joint torques and of the system state 
variables (q, q.  ). It can be calculated using (68) by 
calculation the inverse of A. 

In the case of a system with elasticity, the inverse 
dynamic model calculates the input torques and the 
elastic accelerations as a function of the joint 
positions, velocities and rigid joint accelerations. It 
is to be noted that the accelerations of the elastic 
variables cannot be specified independently.  Using 
(68) to calculate the inverse model, we have first to 
calculate the acceleration elastic accelerations from 
the second row: 

          T
12 22

⎡ ⎤
⎡ ⎤Γ = +⎢ ⎥⎣ ⎦

⎣ ⎦

q
A A H

q
&&

&&
r

f f
f

             (71) 

then we can calculate the rigid joint torques from the 
first row.  

6.2 Direct Dynamics of Systems with 
Flexible Joints using Recursive NE 

The direct dynamic model of system with flexible 
joints can be calculated using the recursive direct 
dynamic model algorithm of rigid joints presented in 
section (3.3) after putting Γj = - Δqj Kj. for the elastic 
joints.  

Remark: We note that in case of rigid non 
motorized joint, the same algorithm can be used 
after putting Γj = 0. 

6.3 Inverse Dynamics of Systems with 
Flexible Joints using Recursive NE 

The recursive inverse dynamic algorithm of rigid 
links cannot be used for system with flexible joints 
since the accelerations of the flexible joints are 
unknown. On the contrary it can be used to obtain 
the A and H matrices as explained in section (3.3.1), 
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then we can proceed as explained in 6.1 for the 
calculation of q&& f and Γr . 

We propose here a recursive algorithm to solve 
this problem (Khalil and Gautier 2000). This 
algorithm consists of three recursive steps. 

i) The first forward iteration is exactly the same 
as that of the direct dynamic model (section 3.3). 

ii) The second backward recursive equations 
calculate the matrices giving the elastic accelerations ..q j and jfj as a function of a(j) .

V a(j). These matrices 
can be defined using a similar procedure as in 
section (3.3). They can be calculated for j =n, ...,1, 
as follows: 
- If joint j is elastic:  

          Hj  =  ja
T
j  jJ

*
j   jaj   (72) 

           jKj  =  jJ
*
j  – jJ

*
j   jaj H

-1
j  ja

T
j  jJ

*
j   (73) 

jαj  =  jKj jγj + jJ
*
j   jaj H

-1
j

 (−Kj Δqj + ja
T
j

 jβ
*
j ) – jβ*

j    
    (74) 

- If joint j is rigid: 

         jKj  =  jJ
*
j    (75) 

          jαj  =  jKj jγj + jJ
*
j   jaj 

..
q j – jβ

*
j   (76) 

        if a(j) ≠ 0, calculate: 
             iβ

*
i    =  iβ*

i  – jT
T
i  jαj   (77) 

              iJ
*
i    =  iJ

*
i   + jT

T
i  jKj jTi  (78) 

The previous equations are initialized by: 
           jJ

*
j  = jJj, and jβ*

j = jβj.  

The third recursive equations (for j = 1, ..., n) 
calculate ..qj for the elastic joints and the joint torques 
for the rigid joints using the following equation: 

          jfj  =  
⎣
⎢
⎡

⎦
⎥
⎤jfj

jmj
   =  jKj jTi i

.
Vi + jαj (79) 

- if j is elastic: 

   ..qj = H-1
j [– ja

T
j

 jJ
*
j  (jTi i

.
Vi + jγj) - Kj Δqj + ja

T
j  jβ

*
j      

 (80) 

  j .
V j  =  jTi i

.
Vi + jaj 

..
q j + jγj                 (81) 

- if j is rigid 

                Γj  =  (σj jfj + –σ j jmj)T jaj + Iaj 
..
q j         (82) 

7 DYNAMIC MODELING OF 
ROBOTS WITH MOVING BASE 

The  structure  treated  in this section includes a big  

number of systems such as: cars, mobile robots, 
mobile manipulators, walking robots, Humanoid 
robots, eel like robots (Khalil W., G. Gallot G., 
Boyer F., 2007), snakes like robots, flying robots, 
spatial vehicle, etc. The difference between all of 
these systems will be in the calculation of the 
interaction forces with the environment. In the 
previous sections the base is fixed thus the 
acceleration of the base is equal to zero, whereas in 
the case of a mobile base system the acceleration of 
the base must be determined in both direct and 
inverse dynamic models. The proposed recursive 
dynamic models are easy to implement and calculate 
using numerical calculation.  The inverse dynamic 
model, which is used in general in the control 
problems, can be used in simulation too when the 
objective is to study the evolution of the base giving 
joint positions, velocities and accelerations of the 
other joints. The direct dynamic model can be used 
in simulation when the joint torques are specified. 

We use the same notations of section 2 to 
describe the structure. The base fixed frame R0 is 
defined wrt the world fixed frame Rw by the 
transformation matrix w

0T . This matrix is supposed 
known at t = 0, it will be updated by integrating the 
base acceleration. The velocity and acceleration of 
the base are represented by the (6x1) vectors 0V  and 

0V& respectively.  
The Cartesian velocities and accelerations of the 
links are calculated using the recursive equations 
(13)-(17). 

7.1 General form of the Dynamic 
Models 

The dynamic model of a robot with moving base can 
be represented by the following relation: 

                   
0

6x1 0⎡ ⎤⎡ ⎤
= +⎢ ⎥⎢ ⎥Γ⎣ ⎦ ⎣ ⎦

0
A H

q

&

&&

V
 (83) 

Γ ( )n 1× vector of  joint torques,  
q  ( )n 1× vector of joint positions, 
A is the (6 n) (6 n)+ × + inertia matrix of the robot, it 
can be partitioned as follows:  

              11 12
T
12 22

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

A A
A

A A
     (84) 

11A is the (6 6)×  inertia matrix of the composed 
link 0, which is composed of the inertia of all the 
links referred to frame R0 (the base). 
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22A is the (n n)×   inertia matrix of the other 
links when the head is fixed, 

12A is the (6 n)×  coupled inertia matrix of the 
joints and the base. It reflects the effect of the joint 
accelerations on the base motion, and the dual effect 
of base accelerations on the joint motions. 

H is the (n 6) 1+ ×  vector representing the 
Coriolis, centrifugal, gravity and external forces 
effect on the robot. Its elements are functions of the 
base and joint velocities and the external forces. This 
vector can be partitioned as follows: 

1

2

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

H
H

H
       (85) 

where: 

1H  the Coriolis, centrifugal, gravity and external 
forces on the base. 

2H  the Coriolis, centrifugal, gravity and external 
forces on the links 1,…,n. 

       
The inverse dynamic model gives the joint 

torques and the base acceleration in terms of the 
desired trajectory (position, velocity and 
acceleration) of the articulated system (links 1 to n) 
and the base position and velocity. Using equation 
(83) and (84), the inverse dynamic model is solved 
by using the first row of equation (83) to obtain the 
base acceleration: 

       ( ) ( )10
0 11 1 12

−
= − A H + A q& &&V  (86) 

Then the second row of (83), can be used to find the 
joint torques: 

T
12 0 22 2Γ = + +A A q H& &&V               (87) 

The direct dynamic model gives the joint 
accelerations and the base acceleration in terms of 
the position and velocity of the base and the 
articulated system and the joint input torques. Thus 
using (83), the direct dynamic model is solved as 
follows: 

                       110

2

− −⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥Γ −⎣ ⎦⎣ ⎦

H
A

Hq

&

&&

V                         (88) 

The calculation of A and H can be done by 
Lagrange method. They can also be calculated using 
the inverse dynamic model of tree structure of 
section (3.2) and using the procedure of section 
(3.3.1). The base can be taken into account by either 
of the following methods: 

- The velocity and acceleration of the base will 
be the initial conditions 0

&V  and 0ω  for the forward 

recursive calculation. The backward recursive 
calculation must continue to j=0, where this new 
iteration will obtain the 6 equations of Newton-Euler 
equations of the base.   

- We can assign link 1 to be the base, and 
suppose that link 0 is a virtual link whose inertial 
parameters are equal to zero but has the velocity and 
acceleration of the base.  This can be done by 
putting σ2=2. The six equations of the base will be 
those of 1 0;=f  

 
Solving the inverse and direct dynamic problems 

using A and H may be very time consuming for 
systems with big number of degrees of freedom (as 
the eel like robot). Therefore, we propose here to use 
a recursive method, which is easy to programme, 
and its computational complexity is linear wrt the 
number of degrees of freedom.   

The recursive Newton-Euler algorithm is based 
on the kinematic equations presented in section 3. 

 

7.2 Recursive NE Calculation of the 
Inverse Dynamic Model of Robots 
with Mobile Base  

The inverse dynamic algorithm in this case consists 
of three recursive equations (a forward, then a 
backward, then a forward). 

 
i) Forward recursive calculation: 
In this step we calculate the screw transformation 
matrices, link velocities, and the elements of the 
accelerations and external wrenches on the links, 
which are independent of the acceleration of the 
robot base ( 0 0,V ω& & ). Thus we calculate for j=1,…,n: 
j

iT , j
jV  and j

jγ using equations (13)-(17). We 

calculate also j
jβ  representing the elements of the 

Newton-Euler equations, which are independent of 
the base acceleration in equations (14) and (15) such 
that: 

                     j j j
j j j jq= +ζ γ a&&  (89) 

         
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f         (90) 

ii) Backward recursive equations: 
In this step we obtain the base acceleration using the 
inertial parameters of the composite link 0, where 
the composite link j consists of the links j, j+1, …, n. 
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We note that (32), giving the equilibrium 
equation of link j, can be rewritten using (90) as: 

            j j j j k T k
j j j j j k= − + ∑

k

βJ V Tf f&   (91) 

Applying the Newton-Euler equations on the 
composite link j, we obtain:  

( )j j j j s( j) T s(j) s(j) s( j)
j j j j j s(k) s(j) s( j)

s( j)

= − + −∑β β& &J V T J Vf    (92) 

Where s(k) means all the links succeeding joint j, 
that is to say joining j to any terminal link. 

Substituting for s(j)
s(j)
&V  in terms of j

j
&V  using 

(14), we obtain: 

        
s( j)s(j) s( j) j r

s(j) j j r r
r

= + ∑ ζ& &V T V T   (93) 

Where r denotes all links between j and s(j). 
From (92), we obtain: 

                           
j j

j j c j j c
j j= − β&J Vf  (94) 

with: 

           j c j c k T k c k
j j j k j

k

= + ∑J J T J T     (95) 

j c j c k T k c k T k c k
j j j k j k k

k

= − +∑β β β ζT T J  (96) 

j c
jJ is the inertial matrix of the composite link j. 

For j = 0, and supposing f0 0  is equal to zero, we 
obtain using (94): 

( ) 10 0 c 0 c
0 0 0

−
= β&V J    (97) 

To conclude, the recursive equations of this step 
consist of initialising n c n

n n=J J , n c n
n n=β β and then 

calculating (95)-(96) for j = n,…, 0. At the end 0
0V& is 

calculated by (97). 
Comparing (97) with (68) we can deduce that 

11A is equal to 0 c
0J , whereas 0 c

0β  is equal to 
( 1 12H + A q&& ). 

 
iii) Forward recursive equations: 
After calculating 0

0V& , the wrench j
jf  and the joint 

torques are obtained using equations (6) and (22) for 
j= 1,…, n  as: 

             j j i j
j i i jζV T V= +& &    (98) 

             
j

j
jj j c j j c

j j jj
j

⎡ ⎤
= = −⎢ ⎥

⎢ ⎥⎣ ⎦
β

f
m

&J Vf  (99) 

The joint torque is calculated by projecting j
jf on the 

joint axis, and by taking into account the friction and 
the actuators inertia: 

( )j T j
j j j sj j vj j aj jF sign q F q I qΓ = + + +f a & & &&     (100) 

It is to be noted that the inverse dynamic model 
algorithm can be used in the dynamic simulation of 
the mobile robot when the objective is to study the 
effect of the joint motions on the base. In this case 
the joint positions, velocities and accelerations 
trajectories are given. At each sampling time the 
acceleration of the base will be integrated to provide 
the angular and linear velocities for the next 
sampling time.  

7.3 Recursive Direct Dynamic Model  

The direct dynamic model consists of three recursive 
calculations in the same order as those of the inverse 
dynamic model (forward, backward and forward):   

 
i) Forward recursive equations: 
We calculate the link Cartesian velocities using (13) 
and the terms of Cartesian accelerations and 
equilibrium equations of the links that are 
independent of the accelerations of the base and of 
the joints. We calculate the following recursive 
equations for j = 1, ..., n: 

 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

j
j

j

σ

σ

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&
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( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f   (102) 

 
ii) Backward recursive equations: 
In this second step, we first initialise n * n

n n=J J , 
n * n

n n=β β and then we calculate for j = n,…,1 the 
following elements, which permit to calculate j

jf  
and jq&&  in terms of i

i
&V  and will be used in the third 

recursive equations  (these matrices can be obtained 
using a similar procedure as for the direct dynamic 
model of rigid links): 

j T j * j
j j j j jH Ia= +Ja a      (103) 
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j j * j * j -1 j T j *
j j j j j j jH= -K J J Ja a   (104) 

i * i j T j j
i i i j i= +J J T K T   (105) 

j j sj j vj jτ Γ F sign(q ) F q= - -& &   (106) 

( )j j j j * j -1 j T j * j *
j j j j j j j j j jH τ= + + −α β βK Jγ a a   (107) 

i * i j T j
i i i j= −β β T α   (108)  

iii) Forward recursive equations: 
At first, the base acceleration is calculated by the 
following relation: 

        ( ) 10 0 * 0 *
0 0 0

−
= β&V J                   (109) 

We note that 0 *
0β  is a function of τ, whereas 0 c

0β  
(used in the inverse model) is a function of q&& . 

jq&& and j
jf  (if desired) are calculated for j=1,…,n 

using the following equations: 

 ( )-1 j T j * j j j T j *
j j j j j-1 j j j jq H - τ⎡ ⎤= + + +⎢ ⎥⎣ ⎦

βJ Va aγ&&&  (110) 

j j j i j
j j i i jα= +K T Vf &    (111) 

where: 
j j j j

j j-1 j j jq= + + γ& & &&V V a    (112) 

8 CONCLUSIONS 

This paper presents the inverse and direct dynamic 
modeling of different robotics systems. The dynamic 
models are developed using the recursive Newton-
Euler formalism. The inverse model provides the 
torque of the joint and the acceleration of the free 
degrees of freedom such as the elastic joints, or the 
acceleration of the base in case of mobile base. 

The direct model provides the joint acceleration 
of the joints including those of the free degrees of 
freedom.  

These algorithms constitute the generalization of 
the algorithms of articulated manipulators to the 
other cases.  
The proposed methods have been applied on more 
complicated systems such as: 

- flexible link robots (Boyer and Khalil, 1998), 
- Micro continuous system (Boyer, Porez and 

Khalil, 2006), 
- hybrid structure, where the robot is composed of 

parallel modules, which are connected in serie, 
(Ibrahim, Khalil 2010). 
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EMOTIVE DRIVER ADVISORY SYSTEM 

Oleg Gusikhin 
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EXTENDED ABSTRACT 

In 2007, Ford, in cooperation with Microsoft, 
introduced an in-car communication and 
entertainment system, SYNC. This system enables 
Bluetooth and USB connectivity for consumer 
phones and MP3 players and allows hands-free 
voice-activated control of brought-in devices. Since 
its initial introduction, there has been rapid growth 
of SYNC-enabled services, such as remote 
monitoring of vehicle health, personalized traffic 
reports, weather, news, and turn-by-turn directions 
utilizing data-over-voice technology. Furthermore, 
SYNC takes advantage of existing networking 
capabilities of smart phones/PDAs by providing a 
SYNC API to mobile application developers.  

The Emotive Driver Advisory System (EDAS) is 
a Ford Research project that fills the technology 
pipeline for future SYNC versions, exploiting 
advances in information technology and consumer 
electronics to enhance the driver's experience.  
EDAS was inspired by recent developments in 
affective computing, open mic grammar-based 
speech recognition, embodied conversational agents, 
and humanoid robotics focusing on personalization 
and context-aware adaptive and intelligent behavior. 
The EDAS concept was revealed at the 2009 
Consumer Electronics Show and the 2009 North 
American International Auto Show as EVA, 
Emotive Voice Activation. 

The core elements of EDAS include an emotive 
and natural spoken dialogue system and an 
AVATAR-based visual interface integrated with 
adaptive vehicle controls and cloud-based 
infotainment. The system connects the vehicle, the 
driver, and the environment, while providing the 
dialogue strategy best suited for the given driving 
context and emotive status of the driver.  

Voice interaction is the prevalent method for the 
driver to interface with vehicle systems for hands-
free, eyes-free communication.  The effectiveness of 
such communication depends on the quality and 
sophistication of both speech recognition and speech 
generation. The EDAS spoken dialogue system 
allows recognition of the driver's commands in an 

open mic, natural, non-hierarchical manner. In turn, 
the system response depends on the driving 
environment, as well as the driver's status. The 
responses can be more extensive and engaging in 
open road conditions, while concise in high traffic 
situations. The ability to recognize the driver's 
emotions and generate emotions in response can 
further improve such communication. The spoken 
interface is augmented by the AVATAR as a 
universal intelligent gauge. The AVATAR 
supplements the emotive intent in delivering system 
messages, as well as providing non-verbal cues into 
the status of the active task.  

The system leverages cloud-based infotainment, 
allowing for personalized, context-aware and 
interactive delivery of infotainment services. The 
ability to maintain connectivity between vehicle 
systems and the internet not only gives access to a 
vast amount of up-to-date information, but also 
allows outsourcing of computationally intensive 
tasks to a remote server, tapping into the power of 
cloud computing.  Specifically, we demonstrate how 
EDAS enhances four most common in-vehicle 
infotainment activities: points of interest, news 
radio, music and refueling notification and advice. 
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FINGERTIP FORCE MEASUREMENT BY IMAGING  
THE FINGERNAIL 

John Hollerbach 
University of Utah, U.S.A.  

Abstract: Shear and normal forces from fingertip contact with a surface are measured by external camera images of 
the fingernail. Due to mechanical interaction between the surface, fingertip bone, and fingernail, regions of 
tension or compression are set up that result in reddening or whitening due to blood flow. The effect is 
quantitative enough to serve as a transducer of fingertip force. Due to individual differences, calibration is 
required for the highest accuracy. Automated calibration is achieved by use of a magnetically levitated 
haptic interface probe. 
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Abstract: The paper presents the design phase of the actuators control system development for a morphing wing 
application. Some smart materials, like Shape Memory Alloy (SMA), are used as actuators to modify the 
upper surface of the wing made of a flexible skin. The actuations lines control is designed and validated 
using a numerical simulation model developed in Matlab/Simulink. The finally adopted control law is a 
combination of a bi-positional law and a PI law; the control must behave like a switch between cooling 
phase and heating phase, situations where the output current is 0 A, or is controlled by a law of PI type. The 
PI controller, for the heating phase, is optimally tuned using the Ziegler-Nichols criterion and the linear 
model obtained using the System Identification Toolbox of Matlab. The controlled linearized system for 
heating phase is numerically tested in terms of time response, stability, controllability and the observability. 
In the actuation control design final phase, numerical simulations, based on SMA non-linear analytical 
model, were used for validation. 

1 INTRODUCTION 

Many researches are made around the world in the 
new challenge field related to the morphing aircraft, 
with the purpose to improve operational efficiency, 
particularly by reducing fuel consumption (Chang, 
2009, Smith, 2007, Hinshaw, 2009, Gonzalez, 2005, 
Namgoong, 2006, Majji, 2007, and Ruotsalainen, 
2009). Therefore, a lot of architecture were and are 
still imagined, designed, studied and developed, for 
this new concept application. One of these is our 
team project including the numerical simulations 
and experimental multidisciplinary studies using the 
wind tunnel for a morphing wing equipped with a 
flexible skin, smart material actuators and pressure 
sensors. The aim of these studies is to develop an 
automatic system that, based on the information 
related to the pressure distribution along the wing 
chord, moves the transition point from the laminar to 

the turbulent regime closer to the trailing edge in 
order to obtain a larger laminar flow region, and, as 
a consequence, a drag reduction. 

The objective of here presented research work 
was to develop an actuation control concept for a 
new morphing mechanism using smart materials, 
like Shape Memory Alloy (SMA), as actuators. 
These actuators modify the flexible upper surface of 
the wing, changing the airfoil shape. The morphing 
wing project was developed by Ecole de 
Technologie Supérieure in Montréal, Canada, in 
collaboration with Ecole Polytechnique in Montreal 
and the Institute for Aerospace Research at the 
National Research Council Canada (IAR-NRC). 

To achieve the aerodynamic imposed purpose, a 
first phase of the studies involved the determination 
of some optimized airfoils available for 35 different 
flow conditions (five Mach numbers and seven 
angles of attack combinations). The optimized 
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airfoils were derived from a laminar WTEA-TE1 
reference airfoil (Khalid, 1993, and Khalid, 1993), 
and were used as a starting point for the actuation 
system design. The transition point position 
estimation is made using the information received 
from a pressure system sensors (optical and Kulite 
types) equipping the upper face of the wing. Two 
architectures were developed for morphing system: 
open loop and closed loop. The difference between 
the two architectures is given by using or not using 
the position of transition point as a feedback signal 
for the actuation lines control. Here described work 
was developed in the open loop phase; in this phase 
were made numerical and experimental studies 
related to the aerodynamics of the morphed wing, to 
the flexible skin realization, to the actuation system, 
to the control of the actuation system, and, also, to 
the real-time determination and visualization of the 
transition point position using the pressure sensor 
system. Here, the pressure sensors using is limited to 
the monitoring of the pressure distribution and of the 
RMS pressure distribution in the boundary layer. 

2 ARCHITECTURE OF THE 
CONTROLLED MORPHING 
WING SYSTEM 

The chosen wing model was a rectangular one, with 
a reference airfoil WTEA-TE1, a chord of 0.5 m and 
a span of 0.9 m. The model was equipped with a 
flexible skin made of composite materials (layers of 
carbon and Kevlar fibers in a resin matrix) morphed 
by two actuation lines (Fig. 1). Each actuation line 
uses SMA wires as actuators. In the same time, 32 
pressure sensors (16 optical sensors and 16 Kulite 
sensors), were disposed on the flexible skin in 
different positions along of the chord. The sensors 
are positioned on two diagonal lines at an angle of 
15 degrees from centerline. The rigid lower structure 
was made from Aluminum, and was designed to 
allow space for the actuation system and wiring. 

Actuation
lines

Cavities for
instrumentation

Flexible skin
(morphed extrados)

Rigid
intrados

Rigid part of
the extrados

Support plate for
actuation system

Leading
edge

Trailing
edge

 

Figure 1: General architecture of the mechanical model. 

Starting from the reference airfoil, depending on 

different flow conditions, 35 optimized airfoils were 
calculated for the desired morphed positions of the 
airfoil. The flow conditions were established as 
combinations of seven incidence angles (-1˚, -0.5˚, 
0˚, 0.5˚, 1˚, 1.5˚, 2˚) and five Mach numbers (0.2, 
0.225, 0.25, 0.275, 0.3). Each of the calculated 
optimized airfoils must be able to keep the transition 
point as much as possible near the trailing edge. 

The SMA actuator wires are made of nickel-
titanium, and contract like muscles when electrically 
driven. Also, these have the ability to personalize the 
association of deflections with the applied forces, 
providing in this way a variety of shapes and sizes 
extremely useful to achieve actuation system goals. 
How the SMA wires provide high forces with the 
price of small strains, to achieve the right balance 
between the forces and the deformations, required 
by the actuation system, a compromise must be 
established. Therefore, the structural components of 
the actuation system must be designed to respect the 
capabilities of actuators to accommodate the 
required deflections and forces. 

Each of our actuation lines uses three shape 
memory alloys wires (1.8 m in length) as actuators, 
and contains a cam, which moves in translation 
relative to the structure (on the x-axis in Fig. 2). The 
cam causes the movement of a rod related on the 
roller and on the skin (on the z-axis). The recall used 
is a gas spring. So, when the SMA is heating the 
actuator contracts and the cam moves to the right, 
resulting in the rise of the roller and the 
displacement of the skin upwards. In contrast, the 
cooling of the SMA results in a movement of the 
cam to the left, and thus a movement of the skin 
down. The horizontal displacement of each actuator 
is converted into a vertical displacement at a rate 3:1 
(results a cam factor cf=1/3). From the optimized 
airfoils, an approximately 8 mm maximum vertical 
displacement was obtained for the rods, so, a 24 mm 
maximum horizontal displacement must be actuated. 

3 SMA ACTUATORS CONTROL 
DESIGN AND NUMERICAL 
SIMULATION 

The control of SMA actuators can be achieved, in 
principle, using any method of position control, but 
the specific properties of SMA actuators, such as 
hysteresis, the first cycle effect and the long term 
changes must always be considered. Starting from 
the established concept of the actuation system the 
operating schema of the controller can be organized 
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as is presented in Fig. 3. Based on the 35 studied 
flight conditions a database of the 35 optimized 
airfoils can be built. Therefore, for each flight 
condition results a pair of optimal vertical 
deflections (dY1opt, dY2opt) for the two actuation lines. 
The SMA actuators morph the airfoil until the 
obtained vertical deflections of the two actuation 
lines (dY1real, dY2real) become equals with the 
required deflections (dY1opt, dY2opt). The morphed 
airfoil vertical deflections in the actuation points are 
measured using two position transducers. The role of 
the controller is to elaborate an electrical current 
command signal for the SMA actuators on the base 
of the error signals (e) between the required vertical 
displacements and obtained displacements. Because 
the two actuation lines are identical the designed 
controller will be valid for both of them. 

HeatingCooling

Three SMA wires

Flexible skin

Cam
Roller

Support plate for
actuation system

Rod

Compression
spring

x

z

 

Figure 2: The actuation mechanism concept. 

, M,
Re

Pilot

Control

Flight
conditions

Optimised
airfoils

database
dY1opt

dY2opt

Real airfoil

Integrated
controller
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SMA
actuators

e=dYopt- dYreal

Airflow
perturbations

Current

Position
transducers
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Figure 3: Operating schema of the SMA actuators control. 

The first phase of the controller design supposes 
the numerical simulation of the controlled actuation 
system. Therefore, a model of SMA actuator was 
required. In our system a non-linear model was used 
(a numerical finite element one) build by Prof. P. 
Terriault using the theoretical model of Lickhatchev 
(Terriault, 2006). The SMA model has as inputs the 
initial temperature of the alloy, the electrical current 
that heats the alloy and the applied force; the outputs 
are the displacement of the actuator and the 
temperature of the alloy during functioning. 
According to this model, to use the shape-changing 
characteristics the SMA needs to be initialized by an 
external force, which obliges it to go initially 
through the transformation phase and further to 
revert to the initial phase through the cooling phase. 
Before these two phases, the control can’t be 
realized, due to the intrinsic behavior of the SMA 
(Terriault, 2006, and Popov, 2008). 

Looking  the  wing  as  an object moving through 

the atmosphere, aerodynamic forces are generated 
between the air and the wing; these forces vary in 
function of the airflow characteristics (Mach 
number, Reynolds number and α - angle of attack). 
Since the aerodynamic forces are suction forces, it 
tends to lift the skin and to shorten the SMA wire. 
Against the aerodynamic forces action the elastic 
force of the flexible skin. A gas spring is needed in 
order to counteract the aerodynamic forces, so that 
the resultant force that acts on the SMA wire is 
given by equation 

 

.)( faeroskinspringSMA cFFFF   (1)
 

To have the premises necessary to initialize the 
SMA actuators in any conditions, they are loaded by 
the gas spring even if there are no aerodynamic 
forces applied on the flexible skin. So, the equation 
(1) becomes 
 

( ) ( ) ,SMA pretension spring h skin v aero fF F k k F c         (2)
 

where 
 

., vskinskinhspringpretensionspring kFkFF   (3)
 

FSMA is the SMA resultant force, Fspring - gas spring 
elastic force, Fskin - elastic force produced by the 
flexible skin, Faero - aerodynamic force, Fpretension - 
pretension force of the spring, cf - cam factor (1/3), 
kspring and kskin are the elastic coefficients of the 
spring, and of the skin, respectively, δh and δv are the 
horizontal and vertical actuated displacements. 

Implementing the SMA actuators model in a 
Matlab S-function, the simulation model in Fig. 4 
was obtained. As can be observed, to control the 
SMA actuators, an adequate electrical current must 
supply it. The length of the SMA wires is a complex 
function of the SMA load force and temperature, the 
last one being influenced by the supplying current in 
time and by the interaction of the wires with the 
environment in theirs cooling phase (when the 
electrical supply is removed) (Grigorie, 2009). 
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Figure 4: SMA actuators Simulink model. 
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The block “Mechanical system” in Fig. 4 was 
modeled accordingly with the equations (1) to (3). 
As is shown in Fig. 2, the horizontal and the vertical 
actuated distances are correlated by using the “cam 
factor” cf=1/3. Therefore, the aerodynamic and the 
skin forces (Faero and Fskin) are reflected in the SMA 
load force (FSMA) with the same rate. The gas spring 
has a preloaded force of 1500 N and a linear elastic 
coefficient of 2.95 N/mm. In simulations a linear 
elastic coefficient of approximate 100 N/mm was 
considered for the skin. 

The envelope of the SMA actuator, obtained 
through numerical simulation for different 
aerodynamic load cases, is shown in Fig. 5. As can 
be observed from Fig. 5, to obtain a skin maximum 
vertical displacement (8 mm) in absence of 
aerodynamic force, it is required a high temperature 
(approximately 162˚C) in order to counteract the 
spring force. Because the ability of the SMA wires 
to contract is dependent upon Joule heating to 
produce the transformation temperature required, the 
need in higher temperature is reflected by a need in 
higher electrical current. Due to the fact that the 
aerodynamic forces reduce the actuators load the 
required current and temperature values are 
decreased; i.e. for Faero=1800 N the need in 
temperature for the maximum vertical displacement 
obtaining is approximately 90˚C. From other point 
of view, the ability of the SMA wires to return to 
their original configuration is dependant upon the 
ability of the system to cool the wires. The simulated 
SMA model offers just summary information about 
this subject, the proper heating and cooling of the 
wires being observed only in the moment of a 
thermodynamic analysis of the physical morphing 
wing. The system architecture play a big role in the 
wire cooling by the convection process, and also the 
performances of the system can be negatively 
influenced by heat transfer from actuators to the 
other components. 

Faero= 0 N

Faero= 1800 N

Max v= 8 mm

 

Figure 5: Simulated envelope of the SMA actuator. 

According with Fig. 3, the integrated controller 
purpose is to control the SMA actuators in terms of 

supply electrical current so that to cancel the 
deviation e between the required values for vertical 
displacements (corresponding to the optimized 
airfoils) and the real values, obtained from position 
transducers. As mentioned previously, the design of 
such controller is difficult considering the strong 
nonlinearities of the SMA actuators characteristics, 
nonlinearities significantly influenced by the forces 
with which they are tense. The chosen design 
procedure consisted of the following steps: 

Step 1: numerical simulation of the SMA model 
actuators for certain values of the forces in the system; 

Step 2: approximation of the system with linear 
systems in the heating and cooling phases using the 
System Identification Toolbox of Matlab and the 
numerical values obtained at the Step 1; 

Step 3: the choice of the controller type and its 
tuning for each of the two SMA actuators phase – 
heating and cooling; 

Step 4: the integration of the two obtained controller 
in a single one followed by its validation for the 
general model of the system (non-linear). 

Because the team that established the actuation 
line architecture (Georges, 2009) suggested that the 
pretension force of the gas spring must have the 
value Fpretension=1500 N, Faero= 1500 N value was 
chosen in numerical simulations for the aerodynamic 
force. Simulating a cooling phase followed by a 
heating phase with the model in Fig. 4, the blue 
characteristics depicted in Fig. 6 were obtained. In 
the first graphical window of the figure is presented 
the SMA wire length changing in time (δh), while in 
the second window the SMA wire temperature 
values in the two phases are shown. One observes 
that a SMA wire dilatation results in the cooling 
phase, and a wire contraction is obtained in the 
heating phase. For a horizontal actuation distance of 
approximately 24 mm the wire temperature reaches 
a value near by 100˚C. Note are the transient time to 
reach the steady-state values for the two phases: 
approximate 60 s for the cooling phase and 
approximate 40 s for the heating phase. For the 
steady-state, after the cooling phase, the numerical 
simulation obtained forces were: FSMA=1000 N, 
Fskin=0 N and Fspring=1500 N. In this steady-state the 
system is relaxed in terms of mechanical and the 
vertical displacement of the actuator is null. For the 
steady-state, after the cooling phase, the numerical 
simulation obtained forces were: FSMA=1337 N, 
Fskin=266.1 N and Fspring=1571 N. This steady-state 
corresponds to the actuation system maximal 
vertical displacement of approximately 8 mm. 

Using the Matlab System Identification Toolbox 
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and the numerical values characterizing the δh 
response at a series of successive step inputs, two 
transfer functions were found for the SMA phases: 

2

3 2

2

0.0177388 s 0.004017 s 0.0241958
(s) ,

s 1.43582 s 0.64742 s 0.001018

0.3535 s 0.2672
(s) ,

s 1.9386 s 0.011242

h

c

H

H

   


    

 


  

 (4)

where Hh(s) and Hc(s) are the transfer functions for 
heating and cooling phases. The displacements δh, 
corresponding to the linear systems obtained through 
the two phases identification, are depicted with red 
line in Fig. 6. A very good approximation can be 
also observed for the two phases through the 
identification in simulated conditions. The previously 
established transfer functions help to the controller 
type choice for each phase and to its tuning. 
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Figure 6: Actuator displacement and temperature vs time. 

Considering the significance of physical 
controlled phenomenon, that the SMA wire must be 
heated to contract and then cooled to dilate by 
providing an appropriate electrical current by the 
control block, it is normal that in the cooling phase 
the actuators not be powered. This phase of cooling 
may occur in controlling not only a long-term phase, 
when it ordered a switch between two values of the 
actuator displacements, but also as a short-lived 
phase, which occurs when the real value of the 
deformation exceeds its desired value and is need to 
cool the actuator wires. On the other hand, it is 
imperative that in the heating phase actuators to be 
controlled so that the stationary error of the 
automatic system to be zero. Therefore, for this 
phase one opted for a simple architecture of the 
controller of PI type (proportional-integral). It 
combines the advantages of proportional type 
controller, which reduces substantially the overshoot 
and lead to a short transient time, with the benefits 

of the integral controller, which cancels the steady-
state system error. As a consequence, the resulted 
controller must behave like a switch between 
cooling phase and heating phase, situations where 
the output current is 0 A, or is controlled by a law of 
PI type. The two phase’s interconnection leads to an 
integrated controller, which can be viewed as a 
combination of a bi-positional controller (an on-off 
one) and a PI (proportional-integral) controller. 

The input-output characteristic of a bi-positional 
(on-off) controller can be described by the equation 

 









,0if,

,0if,
)(

ei

ei
ti

m
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where i(t) is the command variable (electrical 
current in our case) in time, im reflects the value of 
the command and e is the operating error (Fig. 3). 
The PI controller law is given by 
 

,d)()()(   tteKteKti IP  (6)
 

with KP - the proportional gain, and KI - the integral 
gain. Combining the two controllers in a single one, 
based on the rules previously mentioned results the 
control law of the integrated controller as the form 
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The optimal tuning of the controller in heating 
phase was realized using an integral criterion, the 
error minimum surface criterion, very well known in 
the literature as Ziegler-Nichols criterion (Mihoc, 
1980); the tuning methodology is: a) the regulator is 
considered as a proportional one (P) and it is tuned 
with respect to the KP parameter; b) the 
amplification factor KP is increased until the 
response of the automatic system will be self-
sustained oscillatory. One memorizes the value KP0 
of KP for which the system has an oscillatory 
behavior and the value of oscillations semi-period 
(T0). The optimal values for the parameters of the PI 
regulator are determined using the relations: 

 

).85.0/(,45.0 00 TKKKK PIPP   (8)
 

Follows the controller tuning steps the next 
numerical values for the PI controller parameters 
were obtained and/or were calculated: 
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As a  consequence, the  controlled system in hea- 

A MORPHING WING USED SHAPE MEMORY ALLOY ACTUATORS NEW CONTROL TECHNIQUE WITH
BI-POSITIONAL AND PI LAWS OPTIMUM COMBINATION - Part 1: Design Phase

9



 

ting phase can be modeled with an approximate 
linear system with the block schema in Fig. 7. The 
parameters a0÷a2 and b0÷b3 in the schema are the 
coefficients of the Hh(s) transfer function nominator 
and denominator in ascending power of s (eq. (4)). 
The open loop transfer function of the controlled 
heating phase is 

 

3 2

3 2 1 0

4 3 2

3 2 1 0

s s s
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s s s s
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while the closed loop transfer function is 
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Figure 7: The block schema with transfer functions of the 
heating phase linear model. 

The included coefficients are 
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respectively 
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CPI (s) is the transfer function of the PI controller. 
The poles of the close loop transfer function Hcl (s) 
result with the values 
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One can observe that all poles of the transfer 
function are placed in the left-hand side of the  
s-plane, and the obtained system is stable. 
In the state-space representation 

 

 
),()()(

),()()(

tDtCt

tBtAt

uxy

uxx




 (15) 

 

the state matrix A, the input matrix B, the output 
matrix C and the feed-forward matrix D, were 
obtained by the forms 
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Evaluating the controllability and observability of 
the system (P and Q matrices) results 
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 4.order system)rank()rank(  QP  (19) 
 

As a consequence, the system is completely 
controllable and observable. 

Based on the previously considerations, the final 
form of the integrated controller law is 
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Introducing the controller in a general block 
schema, with the non-linear SMA model, the 
Simulink model in Fig. 8 was obtained for the SMA 
actuators control (see Fig. 3). The input variable of 
the schema is the desired skin deflection and the 
output is the real skin deflection. 

The “Integrated controller” block contains the 
implementation of the law described by equation 
(20) and of the preliminary observations related to 
the SMA actuators physical limitations in terms of 
temperature and supplying currents. Its schema is 
shown in Fig. 9. The inputs of the block are the 
control error (difference between the desired and the 
obtained displacements) and the wires temperature, 
and the output is controlled electrical current applied 
on the SMA actuators. There are two switches in the 
schema; the first one chooses one of the two options 
in the control law (20) and the second one switching 
the electrical current value to 0A when the SMA 
temperature value is over the imposed limit. Also, a 
current saturation block is used to prevent the 
current increase over the physical limit supported by 
the actuation SMA wires. 
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Figure 8: The simulation model for the controlled SMA actuator with non-linear model. 
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Figure 9: “Integrated controller” block in Simulink. 

Loading the simulated model with aerodynamic 
force Faero = 1500N, the characteristics in Fig. 10 are 
obtained for a 6 mm step desired skin deflection (δv). 
First of all, can be observed that the controller work 
good, the transition to the desired steady-state being 
significantly improved through the integration of the 
two control law in the equation (20): 1) the 
amplitudes of oscillations were reduced and the 
observed oscillations in the SMA temperatures 
around the steady-state are due only to the thermal 
inertia of the smart material; 2) the values of the 
transition time from 0mm to the steady-state values 
decrease from 20÷25 to approximate 5 s. 

4 CONCLUSIONS 

The objective of here presented research work is to 
develop an actuation control concept for a new mor- 
phing mechanism using smart materials, like Shape 
Memory Alloy (SMA), as actuators. These smart 
actuators modify the upper surface of a wing made 
of a flexible skin so the laminar to turbulent 
transition point moves close to the wing airfoil 
trailing edge. 

The designed controller must controls the SMA 
actuators in terms of supply electrical current so that 
to cancel the deviation between the required values 
for vertical displacements (corresponding to the 
optimized airfoils) and the real values, obtained 
from position transducers. The envelope of the SMA 
actuator in Fig. 5, obtained through numerical 

simulation using model in Fig. 4 for different 
aerodynamic load cases, confirms that the length of 
the SMA wires is a complex function of the SMA 
load force and temperature, the last one being 
influenced by the supplying current in time and by 
the interaction of the wires with the environment in 
theirs cooling phase (when the electrical supply is 
removed). 
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Figure 10: Response for a step input and Faero=1500 N. 

As can be observed from Fig. 5, to obtain a skin 
maximum vertical displacement (8 mm) in absence 
of aerodynamic force, it is required a high 
temperature (approximately 162˚C) in order to 
counteract the spring force. Because the ability of 
the SMA wires to contract is dependent upon Joule 
heating to produce the transformation temperature 
required, the need in higher temperature is reflected 
by a need in higher electrical current. Due to the fact 
that the aerodynamic forces reduce the actuators 
load the required current and temperature values are 
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decreased; i.e. for Faero= 1800 N the need in 
temperature for the maximum vertical displacement 
obtaining is approximately 90˚C. 

The final configuration of the integrated 
controller was a combination of a bi-positional 
controller (particularly an on-off one) and a PI 
(proportional-integral) controller, due to the two 
phases (heating and cooling) of the SMA wires 
interconnection. The resulted controller must behave 
like a switch between cooling phase and heating 
phase, situations where the output current is 0 A, or 
is controlled by a law of PI type. 

Using an integral criterion, the error minimum 
surface criterion (Ziegler-Nichols), the PI controller 
for the heating phase was optimal tuned, the resulted 
values are KP=1792.8 and KI=787.0061. Evaluating 
the systems’ performances one observed that the 
poles of closed loop transfer function of the 
controlled heating phase resulted with the values 
(14) are all placed in the left-hand side of the s-
plane, so the obtained system is stable. On the other 
way, the system was found to be completely 
controllable and observable based on the values 
established in equations (17)÷(19). So, the final form 
of the integrated controller law was (20). 

Loading the numerically simulated general 
model (the non-linear one with Fpretension=1500N) in 
Fig. 8 with aerodynamic force Faero = 1500N, the 
obtained characteristics in Fig. 10 confirm that the 
controller works good, the transition to the desired 
steady-state being significantly improved through 
the integration of the two control law in the equation 
(20): 1) the amplitudes of oscillations were reduced 
and the observed oscillations in the SMA 
temperatures around the steady-state are due only to 
the thermal inertia of the smart material; 2) the 
values of the transition time from 0mm to the 
steady-state values decrease from 20÷25 to 
approximate 5 s. 

As second and third validation methods a bench 
test and a wind tunnel test were performed and will 
be presented in the second part of the paper, related 
to the experimental validation. 
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Part 2: Experimental Validation 

Teodor Lucian Grigorie, Andrei Vladimir Popov, Ruxandra Mihaela Botez 
École de Technologie Supérieure, Montréal, Québec H3C 1K3, Canada 

lgrigore@elth.ucv.ro, andrei-vladimir.popov.1@ens.etsmtl.ca, ruxandra.botez@etsmtl.ca 

Mahmoud Mamou, Youssef Mébarki 
National Research Council, Ottawa, Ontario K1A 0R6, Canada 

Mahmoud.Mamou, Youssef.Mebarki@nrc-cnrc.gc.ca 

Keywords: Morphing Wing, Shape Memory Alloy Actuators Control, Experimental Validation, Bench Test, Wind 
Tunnel Test. 

Abstract: The paper represents the second part of a study related to the development of an actuators control system for 
a morphing wing application, and describes the experimental validation of the control designed in the first 
part. After a short presentation of the finally adopted control architecture, the physical implementation of 
the control is done. To implement the controller on the physical model two Programmable Switching Power 
Supplies AMREL SPS100-33 and a Quanser Q8 data acquisition card, were used. The inputs of the data 
acquisition were two signals from Linear Variable Differential Transformer potentiometers, indicating the 
positions of the actuators, and six signals from thermocouples installed on the SMA wires. The acquisition 
board outputs channels were used to control power supplies in order to obtain the desired skin deflections. 
The control validation was made in two experimental ways: bench test and wind tunnel test. All 35 
optimized airfoil cases, used in the design phase, were converted into actuators vertical displacements which 
were used as inputs reference for the controller. In the wind tunnel tests a comparative study was realized 
around of the transition point position for the reference airfoil and for each optimized airfoil. 

1 INTRODUCTION 

The spectacular and continuous evolution of the 
aerospace engineering domain was highlighted in 
the last years especially through the boarded 
equipments and systems technology development, 
mainly those of avionics. But, in the same time, the 
two related sub-domains, propulsion systems and 
aircraft structures, in parallel registered very 
important discoveries, sometimes notified to the 
general public too little. Thus, the concept of green 
aircraft launched major trends in the aerospace field 
research, of which can be mentioned reduction of 
noise and chemical pollution of the atmosphere, 
reduction of fuel consumption and increase of 
aircraft flight autonomy. This concept is a 
consequence of the predictions for future according 
with that the air traffic is seen to more than double in 

the next 20 years. Therefore, both environmental and 
economic pressures will strongly increase and 
significant progress will need to be achieved in both 
improving the efficiency and minimizing the 
environmental impact of aircraft. In order to provide 
these required changes, aircrafts in new concepts are 
designed and will be developed. These suppose the 
validation and after that the integration of new 
technologies and solutions at the level of all major 
aircraft components: cabin, wing, power plant 
system, and fuselage; multidisciplinary 
investigations already explore the different 
associated aspects of aero-dynamics, acoustics, 
materials, structure, engines and systems. The aims 
of these investigations are to ensure an improved 
quality and affordability, whilst meeting the 
tightening environmental constraints (emission and 
noise),  with  a  vision  of global efficiency of the air 
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transport system. 
Within this context are developed our research 

related to the morphing aircraft new challenge field, 
precisely to the morphing wing concept in this field 
(Chang, 2009, Smith, 2007, Hinshaw, 2009, 
Gonzalez, 2005, Namgoong, 2006, Majji, 2007, and 
Ruotsalainen, 2009). The presented work objective 
is to develop an actuation control concept for a new 
morphing mechanism using smart materials, like 
Shape Memory Alloy (SMA), as actuators. These 
smart actuators modify the upper surface of a wing 
made of a flexible skin so the laminar to turbulent 
transition point moves close to the wing airfoil 
trailing edge. The final purpose of the research 
project is to obtain a drag reduction as a function of 
flow condition, by changing the wing shape. 

The chosen wing model was a rectangular one, 
with a reference airfoil WTEA-TE1, a chord of 0.5 
m and a span of 0.9 m. The model was equipped 
with a flexible skin made of composite materials 
morphed by two actuation lines. Each actuation line 
uses shape memory alloys wires as actuators. 

In the first part of this paper a control for the 
actuation lines of the morphing wing system was 
designed. In this way, 35 optimized airfoils available 
for 35 different flow conditions (five Mach numbers 
(0.2 to 0.3) and seven angles of attack (-1˚ to 2˚) 
combinations) were used. 

From the developed actuation mechanism results 
that each actuation line uses three SMA wires (1.8 m 
in length) as actuators, and contains a cam, which 
moves in translation relative to the structure (on the 
x-axis in Fig. 1). The cam causes the movement of a 
rod related on the roller and on the skin (on the z-
axis). The recall used is a gas spring. The horizontal 
displacement of each actuator is converted into a 
vertical displacement at a rate 3:1, which makes that 
the horizontal stroke of x mm to be converted into a 
vertical stroke z=x/3; results a cam factor cf=1/3, 
therefore, for the approximately 8 mm maximum 
vertical displacement, obtained from the optimized 
airfoils numerical data, a 24 mm maximum 
horizontal displacement must be actuated. 

HeatingCooling

Three SMA wires

Flexible skin

Cam
Roller

Support plate for
actuation system

Rod

Compression
spring

x

z

 

Figure 1: The actuation mechanism concept. 

The designed controller controls the SMA 
actuators in terms of supply electrical current so that 
to cancel the deviation between the required values 
for vertical displacements (corresponding to the 
optimized airfoils) and the real values, obtained 
from two position transducers (Fig. 2). 
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Figure 2: Operating schema of the SMA actuators control. 

The finally numerical validated configuration (in 
the first part of the paper) of the integrated controller 
was a combination of a bi-positional controller 
(particularly an on-off one) and a PI (proportional-
integral) controller, due to the two phases (heating 
and cooling) of the SMA wires interconnection. The 
resulted controller must behave like a switch 
between cooling phase and heating phase, situations 
where the output current is 0 A, or is controlled by a 
law of PI type 
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e is the operating error (see Fig. 2). 

2 PHYSICAL MORPHING WING 
CONTROL IMPLEMENTATION 

Starting from the theoretical and numerical 
simulation resulted considerations to implement the 
controller on the physical model two Programmable 
Switching Power Supplies AMREL SPS100-33, 
controlled by Matlab through a Quanser Q8 data 
acquisition card, were used (Fig. 3) (Kirianaki, 2002, 
Park, 2003, and Austerlitz, 2003). 

dY1
dY2

SMA#1 SMA#2

... pressure sensors

Optimum
airfoil

Reference airfoil

Desired
dY1, dY2

Analog output signal for
power supply controlAMREL SPS100-33

power supplies

Position
transducers

Quanser Q8 data
acquisition card

Analog input signal
from position
transducers

Real
dY1, dY2

 

Figure 3: Physical model operating schema. 
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The power supplies have RS-232 and GPIB 
IEEE-488 as standard features and the technical 
characteristics: Power 3.3kW, Voltage (dc) 0÷100 
V, Current (dc) 0÷33 A. The Q8 data acquisition 
card has 8 single-ended analog inputs with 14-bit 
resolution. All 8 channels can be sampled 
simultaneously at 100 kHz, with A/D conversion 
times of 2.4 µs/channel, simultaneous sampling and 
sampling frequencies of up to 350 kHz for 2 
channels. Also, the Q8 card is equipped with 8 
analog outputs, with software programmable voltage 
ranges and simultaneous update capability with an 8 
µs settling time over full scale (20V). 

The acquisition board was connected to a PC and 
programmed through Matlab/Simulink R2006b and 
WinCon 5.2 (Fig. 4). 
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Figure 4: Simulink actuators control. 

The input signals were two signals from Linear 
Variable Differential Transformer potentiometers 
that indicate the positions of the SMA actuators, and 
six signals from thermocouples installed on all the 
SMA wires components. The acquisition sampling 
time was set to 0.01 second. The outputs channels of 
the acquisition board were used to control each 
power supply through analog/external control by use 
of a DB-15 I/O connector. The current supplied to 
the actuator was set to be limited at 10 A, and the 
control signal was set to be 0÷0.6061V (maximum 
voltage for the power supply is 2 V for 33 A current 
supply). 

The operation principle of the physically 
implemented controller is relative simple. The initial 
input, which is the optimized airfoil for any flow 
condition, is chosen manually by the operator from 
the computer database through a user interface. Then 
the displacements (dY1, dY2) that are required to be 
reproduced by the two control points on the flexible 
skin are sent to the controller. This controller sends 
an analog signal 0 – 2 V to the power supply that 
provides a current to the SMA. The SMA will 
respond accordingly and change its length according 
to the temperature of the wire. This will result in a 
change of the actuators positions, which are sensed 

by the linear variable differential transducer 
(LVDT). The signal position received from the 
LVDT is compared to the desired position and the 
error obtained is fed back to the controller. If the 
realized position is greater than the desired position 
the controller will disconnect the control current 
letting the SMA wire to cool down. During the 
cooling down process the SMA will maintain its 
length due to the hysteretic behavior. This effect is 
taken into account for actuators displacement. Also 
the controller uses three thermocouples signals from 
each SMA wire to monitor the temperature of the 
wires and maintain it below 130˚C, as an upper 
limit. 

3 SMA ACTUATORS CONTROL 
BENCH TEST VALIDATION  

The morphing wing system in the bench test runs is 
shown in Fig. 5. 

The gas springs that maintain the SMA wires in 
tension had a preloaded value of 225 lbs (1000 N) 
since in the laboratory condition there is no 
aerodynamic force. 

After an initial calibration test the calibration 
gains and constants were established for the two 
LVDT potentiometers and for the six thermocouples. 
The calibration test for LVDT potentiometers 
consisted of several scans of airfoil using a laser 
beam. On the calibration, the SMA actuators were in 
“zero setting position” with no power supplied and 
the skin coordinates were measured using the laser 
beam that scanned the center line of the wing model. 
The laser was set to scan the chord of the model on a 
370 mm length with a speed of 5 mm per second. 

In the bench test, the 35 optimized airfoil cases 
were converted into SMA actuator #1 and #2 
vertical displacements which were used as inputs 
reference for the controller. A typical test run history 
is shown in Fig. 6 for α=1°, Mach=0.3 flight 
condition (dY1=5.22 mm, dY2=7.54 mm – vertical 
displacements of the skin in the actuation points). 

On observe that the controllers, in the two 
actuation lines, work even in zero values of the 
desired signal because of the gas springs pretension. 
Also, small oscillations of the obtained deflection 
are observed around the desired values of the 
deflections. The amplitude of the oscillations in this 
phase is due to the LVDT potentiometers 
mechanical link and to the inertia of the SMA wires, 
being smallest than 0.05 mm. The heating phase is 
approximately 9 times more rapidly than the cooling 
phase; heating time equals 8 s while the cooling time  
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Figure 5: Morphing wing system in the bench test runs. 

equals 70 s. There can be observed the differences 
between the numerical model of the SMA actuators 
and the physical model. 
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Figure 6: Bench test for α=1°, M=0.3 flight condition. 

The bench test results confirmed that the 
experimental version of the designed integrated 
controller woks well even in the lab conditions, 
where no aerodynamic forces are loaded and the 
preloaded gas springs force is 1000N. 

4 SMA ACTUATORS CONTROL 
VALIDATION IN WIND 
TUNNEL TESTS  

Once confirmed the well working of the designed 
integrated controller through bench test, the next 
step in our morphing wing project was to validate 
the controller in a wind tunnel test simultaneously 
with the transition point real time detection and 
visualization for all 35 optimized airfoils. The model 
was tested for all 35 theoretical studied flight 
conditions, a comparative study being realized 
around of the transition point position for the 
reference airfoil and for each optimized airfoil. So, 
simultaneously with the controller testing, a 
validation study for the aerodynamic part of the 
project was realized. 

The morphing wing system in the wind tunnel 
runs is shown in Fig. 7. 

 

Figure 7: Wind tunnel morphing wing model. 
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The transition detection was made real time 
using the pressure data obtained from the 32 Kulite 
and optical pressure sensors. The pressure data 
acquisition was performed using the IAR-NRC 
analog data acquisition system which was connected 
to the 32 sensors. The sampling rate of each channel 
was 15 kS/s, which allowed a boundary layer 
pressure fluctuations FFT spectral decomposition up 
to 7.5 kHz for all channels. The signal was 
processed by use of Simulink and visualized in real 
time on the computer screen in dedicated windows. 

The pressure signals were analyzed through Fast 
Fourier Transforms (FFT) decomposition in order to 
detect the magnitude of the noise in the surface air 
flow. Subsequently, the data is filtered by means of 
high-pass filters and processed by calculating the 
Root Mean Square (RMS) of the signal in order to 
obtain a plot diagram of the noise in the air flow. 
This signal processing is necessary to disparate the 
inherent electronically induced noise, by the 
Tollmien-Schlichting that are responsible for 
triggering transition from laminar flow to turbulent 
flow. The measurements showed that in processed 
data the transition appeared at frequencies between 
3kHz - 5kHz and the magnitude of pressure 
variations in the laminar flow boundary layer are of 
the order 5e-4 Pa (7.25e-8 psi). The transition 
between laminar flow and turbulent flow was shown 
by an increase of the pressure variations, reflected 
also by a strong variation of the pressure signal 
RMS. 

For the wind tunnel test the preloaded forces of 
the gas springs were reconsidered to the 1500 N 
because of the presence of the aerodynamic forces 
on the flexible skin of the wing. In Fig. 8 are 
presented the control results for test run α=2°, 
Mach=0.225 (dY1=5.56 mm, dY2=7.91 mm). 

The experimental results show a decrease of the 
SMA wires work temperatures vis-à-vis of 
numerically simulated and bench tested cases. An 
explanation can be the appearing of the aerodynamic 
forces with particular values for each flight 
condition. The decrease of these temperatures is a 
beneficial one taking into account the negative 
impact of a strong thermal field on the other 
component of the system, especially on the flexible 
skin and on the pressure sensors. Also, from the 
experimental results a high frequency noise 
influencing the LVDT sensors and the 
thermocouples instrumentation amplifiers can be 
observed. The noise sources are the wind tunnel 
vibrations and instrumentation electrical fields. With 
this noise, the amplitude of the actuation error 
(difference between the realized deflections and 

desired deflections) is under 0.07 mm, but this don’t 
affecting the transition, which is stable on a sensor 
with a high RMS spike; Fig. 9 presents the results 
obtained on the transition monitoring for the run test 
in Fig. 8. 
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Figure 8: Wind tunnel test for α=2°, M=0.25 flight 
condition. 

The actuation line control obtained precision can 
have some influence in the transition point position 
detection only if the density of the chord disposed 
pressure sensors becomes bigger; from the 
experimental data evaluation one concluded that, 
even the value of the error is 1 mm around the 
optimized values, the transition point position on the 
airfoil surface is not significantly changed.
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Figure 9: Results obtained on the transition monitoring for the run test in Figure 8.

In Fig. 9 are presented the outputs of the Kulite 
pressure sensors in leading edge – trailing edge 
sense of positioning (3 sensors are broken and was 
not considered in the monitoring phase) and the real 
time pressure signals RMS for each of these sensors. 
The left hand column presents the results for 
reference airfoil, and the right hand column the 
results for optimized airfoil. The spike of the RMS 
suggests that we have turbulence on the sensor no. 
13, near the trailing edge. 

So, the results obtained for the actuators control 
are very good, the controller fully satisfying the 
requirements imposed for the project purpose 
achievement. 

The future work on the project supposes the 
development of the closed loop control, based on the 
pressure information received from the sensors and 
on the transition point position estimation. 
Evidently, the closed loop control will include, as an 
internal loop, the actuation lines here presented 
controller. 

5 CONCLUSIONS 

The paper represents the second part of a study 
related to the development of an actuators control 
system for a morphing wing application, and 
describes the experimental validation of the control 
designed in the first part. The control validation was 
made in two experimental ways: bench test and wind 
tunnel test. 

In the bench test phase, the 35 optimized airfoil 
cases were converted into SMA actuator #1 and #2 
vertical displacements which were used as inputs 
reference for the controller. The characteristics in 
Fig. 6 (α=1°, Mach=0.3 flight condition) show that 
the controllers, in the two actuation lines, work even 
in zero values of the desired signal because of the 
gas springs pretension. Also, small oscillations of 
the obtained deflection are observed around the 
desired values of the deflections. The amplitude of 
the oscillations in this phase is due to the LVDT 
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potentiometers mechanical link and to the inertia of 
the SMA wires, being smallest than 0.05 mm. The 
heating phase is approximately 9 times more rapidly 
than the cooling phase; heating time equals 8 s while 
the cooling time equals 70 s. 

For the final experimental validation test (wind 
tunnel test), with real aerodynamic forces load, the 
1500 N preloaded forces of the gas springs was 
reconsidered. From Fig. 8 (α=2°, Mach=0.225) a 
decrease of the SMA wires work temperatures vis-à-
vis of numerically simulated and bench tested cases 
is observed. The decrease of these temperatures is a 
beneficial one taking into account the negative 
impact of a strong thermal field on the other 
component of the system, especially on the flexible 
skin and on the pressure sensors. Also, a high 
frequency noise influencing the LVDT sensors and 
the thermocouples instrumentation amplifiers can be 
observed. The noise sources are the wind tunnel 
vibrations and instrumentation electrical fields. With 
this noise, the amplitude of the actuation error 
(difference between the realized deflections and 
desired deflections) is under 0.07 mm, but this 
doesn’t affecting the transition, which is stable on a 
sensor with a high RMS spike like in Fig. 9. 

So, the results obtained for the actuators control 
are very good, the controller fully satisfying the 
requirements imposed for the project purpose 
achievement. 

The designed controller is used for the open loop 
development stage of a morphing wing project, but 
the closed loop of the morphing wing system, based 
on the pressure information received from the 
sensors and on the transition point position 
estimation, will include, as an internal loop, the 
actuation lines here presented controller. 
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PREDICTION OF TEMPERATURE INSIDE A REFRIGERATED 
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Abstract: This paper presents an alternative method to predict the temperature profile in a spatial point of the interior 

of a refrigerated container with the aim of improving the logistics of perishable goods. A SISO gray-box 

model in which the organic heat is represented by a non-linear feedback system and the cooling process 

represented by a linear system is proposed. Parameter adaptation and prediction algorithms for the model 

are modified to reduce the matrix dimensions, implemented in Matlab and applied to experimental data for 

validation. Apart from being  highly accurate, the predictions comply with the desired figures of merit for 

the implementation in wireless sensor nodes, such as high robustness against quantization and enviromental 

noise. Simulation results concludes that if the cargo emits organic heat, the proposed model is faster and 

more accurate than the linear models.  

1 INTRODUCTION 

Research has been done in the past to estimate the 

temperature profile inside refrigerated containers. 

Several options have been investigated: 

mathematical approaches as presented in (Shaik, 

2007), K-ε models as proposed in (Rouaud, 2002), 

and several numerical models as reviewed in 

(Smale, 2006). With the exception of 

(Moureh,2004), in which the effect of the pallets is 

considered; usually the focus is put on the cold air 

flow as the main factor governing the temperature 

pattern inside a container and the effects due the 

cargo presence is sub estimated. 

 

To take into account the effect of the cargo in the 

temperature, in (Babazadeh, 2008) it is proposed the 

use of wireless sensor nodes (WSN) to measure the 

ambient parameters in the surroundings of a spatial 

point of interest and the use of system identification 

to estimate the parameters of a linear Multi-Input 

Single-Output (MISO) system. It concluded that in 

order to have a good estimation, it is necessary to 

have a high number of training samples and many 

inputs to the system. 

 

In this paper an alternative Single-Input Single-

Output (SISO) grey-box model is presented to 

predict the temperature inside the container under 

the presence of perishable goods with the aim of 

reducing the complexity and preserving the 

accuracy. The proposed model provides a 

meaningful description of the factors involved in the 

physical system including the effect of transporting 

living goods such as fruits and vegetables. The 

starting point is based on the physical relations; 

subsequently, a tuning parameter for the specific 

case of bananas is found by simulations. 

2 MODEL OF THE SYSTEM 

The factors affecting the temperature distribution 

inside a refrigerated container are illustrated in 

Figure 1. The cold air flows from bottom to top 

through the gratings in the floor and through the 

spaces between the pallets, and eventually it is 

drawn off the channel between the pallets and the 

container ceiling.  

 

A naive representation of the container can be 

done by a SISO linear dynamic system in which the 

input is the air supply and the output is the spatial 
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point of interest. However, in reality it is only a 

simple model of the main contributor to the 

temperature pattern, the air flow.  Several other 

factors affect the speed of the cooling down.  

 

To improve the accuracy of the model, other 

contributors are considered as well: first is the heat, 

produced by respiration of living goods such as 

fruits and vegetables; second is the thermal loss, 

affecting the correct cooling of the goods; finally, 

unpredictable temperature variations due to highly 

changing external climatic conditions during 

transportation. 

 

 

 

 

 

 

 
 

 

 

Figure 1: Factors affecting the temperature inside a 

refrigerated container. 

The linear SISO black-box model representing 

the air flow is represented mathematically by  a 

linear dynamic system H, which in the discrete 

domain is given by the Equation 1.             

𝐻 𝑞−1 =  
𝑞−1𝐵 𝑞−1 

𝐴 𝑞−1 
 (1) 

 

Where 𝑛𝑎  and 𝑛𝑏  are the orders of the system 

polynomials, 𝑏1 …𝑏𝑛𝑏
, 𝑎1 …𝑎𝑛𝑎

 are the polynomial 

coefficients, and 𝑞 is the delay operator in discrete 

domain. 

 

An attenuator, α ,models the isolation loses of 

the air supply temperature and is modeled to affect 

the input of the dynamic system.  The external 

climatic conditions are unknown in advance, 

therefore considered a statistical process. The output 

of the Moving Average (MA) process, which is in 

fact white noise (WN) filtered by the filter C 

represented in Equation 2 added to the output of the 

dynamic system, models them. 

  

𝐶(𝑞−1) = 1 + 𝑐1𝑞
−1 +  …+ 𝑐𝑛𝑐

𝑞−𝑛𝑐  (2) 

 

To model the organic heat, it is necessary to use 

experimental data. Figure 2 (Mercantila, 1989) 

shows a family of curves for organic heat in the case 

of bananas. A proportional relationship between of 

the organic heat and the rippening state is observed.  

 

Equation 3 represents the organic heat relation 

with respect to the temperature. 𝑃𝑓𝑟𝑢𝑖𝑡  is the heat 

production in Watts, 𝛾 is a constant which is fixed 

for a certain type of fruit and rippening-state in 1/
O
C, 

𝑇 is the fruit  temperature in 
O
C, and 𝛽 is a scaling 

factor which depends of the amount of food and is 

given in kilograms. 

 

𝑃𝑓𝑟𝑢𝑖𝑡 = 𝛽𝑒𝛾𝑇  (3) 

 

 

 

 
 

 

 

 

 

Figure 2: Heat Production of bananas. 

Finally, the block diagram to represent the input-

output relations of all the factors is built. It is shown 

in Figure 3. The air flow dynamics are represented 

as a feed-forward block as it is the most important 

contributor. The isolation losses affect the correct 

cooling of the goods before the dynamic system and  

the noise effect has an additive effect on the output.  

 

The contribution of the organic heat  depends on 

the cooling temperature inside the container. 

Simultaneously, it has a small additive effect in the 

input of the linear dynamic system as the air flows 

through the pallets and is slightly warmed. It is 

represented by a static exponential feedback. The 

resulting block diagram, in which a linear dynamic 

system has a non-linear feedback corresponds to a 

Feedback-Hammerstein (FH) configuration (Guo, 

2004). 

 

Figure 3: Model of the system. 

Organic heat 

Isolation losses 

Disturbances 

 

PREDICTION OF TEMPERATURE INSIDE A REFRIGERATED CONTAINER IN THE PRESENCE OF
PERISHABLE GOODS

21



 

3 PARAMETER ADAPTATION 

ALGORITHM 

In (Guo, 2004) a Parameter Adaptation Algorithm 

(PAA) was developed to identify the parameter-set 

of a FH system. It uses an intermediate variable 𝑦  𝑡  
and converts the non-linear system into a pseudo-

linear one. Its principal advantage is that the 

conventional recursive matrix-based linear system 

identification algorithms as those presented in 

(Landau, 2005) can be applied to estimate the 

parameter matrix ϴ. The recursive form of those 

algorithm is given by Equation 4. Where 𝜀(𝑡) is the 

prediction error as described in Equation 5,  P(t+1) 

is an adaptation matrix to perform the minimization 

of ε using Recursive Least Squares method, and φ(t) 

is the observation matrix that contains the input and 

the output data.  𝑡 + 1  in Equation 6 is the so 

called Forgetting Factor (FF). 

   

(t+1)=(t)+(P t + 1 φ(t))𝑇𝜀(𝑡) (4) 

 

 
   

𝜀(𝑡) = 𝑦(𝑡) − (𝑡)𝑇φ(t-1)   (5) 

 

P(t+1)=
𝑃(𝑡)−𝑃(𝑡)φφ𝑇 (

𝑃(𝑡)

φ𝑇𝑃φ+(𝑡+1)
)

(𝑡+1)
 

(6) 

 

 

 𝑡 + 1 = 𝑜 ∗  𝑡 + 1 − 𝑜  (7) 

 

Guo considers the non-linearity as a polynomial 

of order l as shown in Equation 8; however, the 

dimensions of the matrices in the algorithm would 

be significantly too large to be applied in platforms 

where power consumption is an important figure of 

merit.  

 

𝜂 y 𝑡   =  𝜇𝑘yk𝑙
𝑘=0 (t) 

(8) 

 

To reduce the dimensions of the matrices, was 

proposed the use of the exponential Equation in 

Equation 3 instead. γ is to be determined and it 

remains constant, while β is a parameter to be 

identified as it depends on the amount of fruit being 

transported. The linear term of the Equation 8 needs 

to be extracted to be included in the polynomial 

𝐴∗ 𝑞−1  of the equivalent SISO pseudo-linear 

system. Expanding it into a Taylor series and 

rearranging, the summation of the non-linear 

coefficients of the exponential function can be 

calculated using Equation 9. The non-linear 

coefficients and an offset  are on the left hand of the 

equation. 

 

 

 
 𝛾𝑦 (𝑡) 𝑘

𝑘 !

∞
𝑘=2  +1 = 𝑒𝛾𝑦 (𝑡) − 𝛾𝑦(𝑡)  

(9) 

 

The equivalent pseudo-linear system for an 

exponential non-linearity is shown in Equation 10. 

 

𝐴∗ 𝑞−1 y t =  𝑏1𝛼𝑢 𝑡  +𝑏1𝛽𝑒
𝛾𝑦  𝑡 −

𝑏1𝛽𝑦(𝑡) + 
𝐵∗ 𝑞−1 

𝑏1
𝑦  𝑡 +  𝐶 𝑞−1 𝑒 𝑡  

 (10) 

 

The resulting coeficients of the polynomials 

𝐴∗(𝑞−1) and 𝐵∗ 𝑞−1  are given by Equation 11 and 

12. 

 

𝑎𝑘
∗ = 𝑎𝑘 − (𝛽𝛾)𝑏𝑘  (11) 

 

𝐵∗ 𝑞−1 = 𝑏2𝑞
−2 +  …+ 𝑏𝑛𝑏

𝑞−𝑛𝑏   (12) 

 

And the  intermediate variable is shown by 

Equation 13. 

 

𝑦  𝑡 = 𝑏1 𝛼𝑢 𝑡 + 𝛽(𝑒𝛾𝑦 (𝑡) − 𝛾𝑦(𝑡))    (13) 

 

The choice of the forgetting factor in the 

algorithm is often critical. In theory, it must be one 

that converges. On the other hand, if it is less than 

one the algorithm becomes more sensitive and the 

estimated parameter changes quickly making the 

convergence faster. A more complex solution is to 

allow it to vary with time, lower than one at the 

beginning but tending to one.  
 

 

Figure 4: Types of forgetting factors. 

Figure 4 illustrates three different types of FF. The 

first case is obtained by making 𝑜 , and  𝑡  in 

Equation 7 equal to one. It is called Decreasing Gain 

(DG). In the second case, the Constant Forgetting 

Factor (CFF)  𝑡  is set to a value smaller than one 

and 𝑜  set to one. Finally, the Variable Forgetting 

Factor (VFF) uses a value of 𝑜  smaller than one 

and recalculates  𝑡  for each iteration. 
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Table 1: Elements of the elements in the algorithm matrices. 

Symbol Arrangement of the elements into the matrices 

φ(t)  −𝑦 𝑡  ··· − 𝑦 𝑡 − 𝑛𝑎 + 1 ,𝑢 𝑡 − 1 , (𝑒𝛾𝑦  𝑡 − 𝛾𝑦 𝑡 ), 𝑦  𝑡 − 1 . . .𝑦  𝑡−𝑛𝑏), 𝜀𝑛 𝑡 ···𝜀𝑛 𝑡 − 𝑛𝑐 + 1      

𝑇(𝑡) 

 
 
 
 

𝑎1
∗ …𝑎𝑛𝑎

∗ , 𝑏1𝛼,𝛽𝑏1 ,
𝑏2

𝑏1
 …

𝑏𝑛𝑏

𝑏1
 , 𝑐1 …𝑐𝑛𝑐

 
 
 
 

 

φ𝑝𝑟𝑒𝑑 (t)  −𝑦𝑝𝑟𝑒𝑑  𝑡  ··· − 𝑦𝑝𝑟𝑒𝑑  𝑡 − 𝑛𝑎 + 1 ,𝑢 𝑚 , (𝑒𝛾𝑦𝑝𝑟𝑒𝑑  𝑡 − 𝛾𝑦𝑝𝑟𝑒𝑑  𝑡 ),𝑦 𝑝𝑟𝑒𝑑  𝑡 − 1 . . . 𝑦 𝑝𝑟𝑒𝑑  𝑡−𝑛𝑏)    

𝑇(𝑚) 

 
 
 
 

𝑎1
∗ …𝑎𝑛𝑎

∗ , 𝑏1𝛼,𝛽𝑏1,
𝑏2

𝑏1
 …

𝑏𝑛𝑏

𝑏1
 

 
 
 
 

 

4 PREDICTION ALGORITHM 

The predictions are made using the estimated 

parameters in the model. Figure 5 shows 

experimental data sets from a container transporting 

bananas. It can be observed how the air supply  is 

kept constant after some days.  For the prediction 

algorithm, 𝑢(𝑡) is set to the value of the last sampled 

input temperature of the parameter adaptation 

process. Similarly, the initial predicted output value 

is set to the last acquired value of the output. 

Equation 14 to 17 describes the prediction 

algorithm. m is the number of iterations used for the 

PAA. 
 

𝑢𝑝𝑟𝑒𝑑  𝑡 = 𝑢 𝑚    (14) 

 

 
   

𝑦𝑝𝑟𝑒𝑑 (𝑚) =   𝑦 𝑚                      (15) 

 

𝑦𝑝𝑟𝑒𝑑 (𝑡)= 𝑇(m) φ
𝑝𝑟𝑒𝑑

 (t-1)     (16) 

 

𝑦 𝑝𝑟𝑒𝑑  𝑡 = 𝑏1 𝛼𝑢 𝑚 + 𝛽(𝑒𝛾𝑦𝑝𝑟𝑒𝑑 (𝑡)

− 𝛾𝑦𝑝𝑟𝑒𝑑 (𝑡))  

 (17) 

5 DETERMINATION OF γ  

In considering a linear system, an exponential 

discrete time decaying system like the one presented 

in Figure 5 can be described as of the order of one 

with its unique pole on the real positive axis. The 

closer the pole to one the higher the delay of the 

system.  

 

 

Figure 5: Banana data sets. 

To find a trustworthy 𝛾 parameter that 

characterizes the respiration heat of bananas. The 

presented Feedback-Hammerstein model of linear 

order one and the FH parameter adaptation and 

prediction algorithms are run using  given 

experimental data sets. The Mean Squared Error 

(MSE) of the prediction over n samples, equivalent 

to fifteen days, is stored for several values of γ and 

fixed number of training days. If the stored values of 

the MSE are plotted, the local minimums are 

determined by the observation of  the MSE vs. γ 

curves. In Figure 6, it can be seen  that in the above 

mentioned plot for five days of training and for the 

data set 1, a local minimum exists for a value γ of 

0.0587. 

𝑀𝑆𝐸 =  
1

𝑛
 (𝑦𝑟𝑒𝑎𝑙  𝑡 − 𝑦𝑝𝑟𝑒𝑑  𝑡 )2   

𝑛

𝑡=𝑚

 (18) 
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Figure 6: Prediction accuracy vs. γ. 

6 RESULTS  

For validation of the model and algorithms several 

figures of merit are considered. The accuracy and 

the speed of convergence are of paramount 

importance; however, quantization and noise 

robustness are also highly desirable for 

implementation in a WSN. Only the linear orders of 

one and two are considered to avoid computation of 

complex conjugate poles that would characterize 

oscillations. 

 

To observe the speed of convergence and the 

accuracy of the predictions with respect to the 

number of training days, parameter estimation and a 

prediction in Matrix form are done (See Table 1) for 

a fixed number of training days. Subsequently, MSE 

vs. Training days graphs are plotted.  Assuming a 

quantization level of 0.2
O
C, a Matlab script was 

written to assign the nearest value of the 

quantization grid to the input and the output datasets.  

The results of the predictions using the quantized 

datasets are overlapped with the results of non-

quantized. 

Similarly, to determine the noise robustness, 

MSE versus the signal to noise ratio (SNR) is 

plotted. Several noise levels of white noise were 

added to the output of the data set 1, and the 

resulting signals were applied to PAA and prediction 

algorithms with fixed number of training days.  

 

SNR(dB)=10log 
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒
  (19) 

 

Simulations were done for two types of data sets. 

First, the experimental data of bananas were used to 

include the presence of organic heat. Secondly, the 

data sets corresponding to a cheese experiment, 

which does not present organic heat, were 

considered. A summary of all simulation results is 

presented on Table 2.  

6.1 FH vs. Linear Models 
in the Presence of Organic Heat 

From the simulations it is observed in Figures 7 and 

8 that if linear methods are applied to the banana 

datasets, the accuracy of the results for different 

sensor positions of are not sufficient. Quantization 

robustness is improved with the linear order of one 

and the speed of convergence is better using CFF. In 

the best of cases acceptable prediction accuracy can 

only be achieved after more than five days of 

training.   

 

It is also observed in Figures 8 and 9 that FH 

identification algorithms are the best to achieve fast 

convergence speeds. In the best cases, less than 3 

days of training is sufficient to achieve good 

predictions. However, the plots are made for the data 

from three days onwards to avoid the visualization 

of the effects in MSE due to the set point variations 

in the reefer supply temperature. Linear system 

orders of one are in all cases better than order of 

two, both in the speed of convergence and the 

quantization robustness.  Decreasing Gain must be 

optimal to preserve the accuracy and the 

quantization robustness.   

 

 

Figure 7: ARX of order one in the presence of organic 

heat. 

Concerning the noise models, results of the 

simulation of Feedback-Hammerstein with MA 

process are worse than when modeled as white noise 

(WN). It affects the accuracy and the quantization 

robustness 
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Figure 8: FH of order one  in the presence of organic heat. 

 

Figure 9: FH of order two  in the presence of organic heat. 

6.2 FH vs. Linear Models 
in the Absence of Organic Heat 

In the case of cheese data set, the linear methods 

accuracy results are better than that of the Feedback-

Hammerstein as can be observed in Figure 10. 

Modeling noise as white gives better quantization 

robustness than modeling it as MA process.  

 

The use of forgetting factors does not have a big 

impact in the results of ARX predictions; however, 

Constant Forgetting Factor is slightly better for 

ARMAX predictions.  Linear orders do not affect 

the simulated predictions, but an order of two is 

selected because it can model more accurately if the 

behavior of the system is not purely decaying. 

 

Figure 10: Comparison of FH and linear methods in the 

absence of organic heat. 

 
Figure 11: Comparison of  linear methods with MA and 

WN models. 

6.3 Noise Robustness 

The noise was added to validate FH and linear 

models; also for both of them the accuracy is 

compared with and without the MA model.  

Maximum Signal-to-Noise Ratio to obtain a good 

prediction is observed to be around 43 dB for all of 

them with the exception of ARX which has a 

maximum value of 47 Decibels as shown in Table 2.  

6.4 Prediction Improvement 

The described approach was originally developed 

based on an experiment in 2008 with records for 3 

sensors (data set A). Two new data sets with 16 

sensors each, which were recorded in 2009 

(Jedermann, 2010) in two separate containers (data 

set B and C), were used to cross validate the 

approach.
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Table 2: Summary of simulation results. 

 

Accuracy Number 
of 

matrix 
elements 

Convergence 
speed 

Quantization 
Robustness 

Critical 
SNR 

 

Estimation 
for linear 
dataset 

Best 
Forgetting 

Factor 

Best 
Linear 
order 

ARX CFF 2 3 Bad 
 

Good 47dB 
Good 

ARMAX CFF 2 3 + 𝑛𝑐  Bad 
 

Bad 43 dB 

FH and WN 

model 
DG 1 3 Good Good 43 dB 

Bad 
FH and MA 

model 
DG 1 3 + 𝑛𝑐  Good Bad 43 dB 

 

 

Figure 12: Noise Robustness for FH method 

FH algorithm of linear order of one was applied 

to all data sets; neither quantization nor forgetting 

factor is used. For the initial parameter settings, the 

pole and zero of the feed-forward linear system was 

set to 0.9 and 0.0; β was set to 2.   

 

The previously obtained value of γ equal to 

0.0587 is used to predict the temperature inside the 

containers for many spatial positions. The results are 

compared to the predictions for the datasets shown 

in Figure 5 and resumed in Table 3.  A good average 

is observed for the three containers; however, in 

some positions the predictions are not as accurate as 

is observed in the Maximum column.     

Table 3: MSE prediction results for a unique value of γ. 

Container/Result Maximum Minimum Average 

Data set A 0.1893 0.0173 0.0778 

Data set B 1.4558 0.0550 0.4130 

Data set C 0.8888 0.0101 0.2798 

 

A second approach is to select γ according to the 

position of the pallets inside the container. The 

method to find γ, described previously, is applied to 

all the new container datasets. 

It is observed that an improvement in the 

accuracy of the predictions can be made if two 

different values of γ are selected: one for pallets 

close to the door-end, and one for pallets close to the 

reefer supply. In Table 4 it is resumed the prediction 

results if values of  0.0525 and 0.055 are set 

respectively. 

 
Table 4: MSE prediction results for values of γ according 

to the position inside the container. 

Container/Result Maximum Minimum Average 

Data set A 0.1893 0.0173 0.0778 

Data set B 0.4767 0.0279 0.0946 

Data set C 0.5747 0.0201 0.1743 

7 CONCLUSIONS 

A model to represent the factors affecting the 

temperature inside a refrigerated container 

transporting perishable goods was proposed. It 

models the effect of organic heat using a static non-

linear feedback system, the refrigeration by a linear 

dynamic feed-forward system, and the disturbances 

by stochastic processes. This complex model can 

provide an accurate description of the factors 

involved in the physical system.  

 

The selected identification method was adapted 

specifically to reduce the dimensions of the 

matrices. The non-linear exponential function is 

used instead of a polynomial to preserve the 

simplicity of the parameter adaptation and the 

prediction algorithms. The disadvantage of the 
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simplification is  that depending on the kind of fruits 

to be transported, it is required to tune the algorithm 

by a correct selection of γ which has to be known in 

advance. An improvement can be observed in the 

accuracy of the predictions if γ is set according to 

the position of the pallets inside the container. 

 

From the simulation results it is concluded that 

the FH identification algorithm is efficient when the 

cargo emits organic heat. The method of FH of order 

1 is optimal to achieve all figures of merit. It makes 

accurate predictions only after three days of training 

and maintains low dimensions of matrices.  

 

However, if the linear method is applied to the 

banana datasets, a comparable accuracy can only be 

achieved after more than five days of training.  Also, 

it is concluded that when the goods to transport are 

free of organic heat, such as in the case of cheese, it 

is preferable to use a linear system instead. 
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Abstract: Data communication protocols show an increasing complexity in terms of variable configurations – especially
if their target execution area is highly dynamic. One domain that represents these characteristics are mobile
ad-hoc networks (MANets). Since nodes are moving, the situation surrounding a particular node is steadily
changing. This provides the opportunity to significantly increase the system’s performance by continuously
adapting the protocol. This paper demonstrates the benefit of such an adaptation using the Organic Network
Control (ONC) system. Based upon a brief overview of ONC, the adjustment of the framework to enable
the control of MANets is described, followed by a simulation-based evaluation using an exemplary broadcast
protocol.

1 INTRODUCTION

As the number of interconnected devices and the cor-
responding transfer load of data communication net-
works is steadily increasing, networks reach their lim-
its. This leads to the insight that the currently used
techniques (e. g. protocols and infrastructure) will not
be able to cope with the demand in the near future
(Handley, 2006). Based upon this assumption, re-
searchers develop new concepts (e. g. for the Internet
(Siekkinen et al., 2007)). To cope with the problem,
two approaches are possible: Develop new protocols
(with higher complexity in terms of more parame-
ters) and increase the quality of service or dynam-
ically adapt existing protocols to changing environ-
ments, which is done by the Organic Network Control
(ONC) system (introduced in (Tomforde et al., 2009a;
Tomforde et al., 2009b)).

The ONC system is based on the principles of
Organic Computing (Schmeck, 2005) which is a re-
cent research area focusing self-organisation to deal
with complex problems. Autonomous entities are act-
ing without strict central control and achieve global
goals although their decisions are mainly based on lo-
cal knowledge. The authors assume that due to the
complexity of the particular tasks not all situations
can be foreseen during the development process of
the system. Therefore, the system must be adaptive
and equipped with learning capabilities, which leads

to the ability to learn new actions and strategies for
previously unknown situations. The self-control of
network entities is also part of the focus of Autonomic
Computing (Kephart and Chess, 2003).

A demanding challenge for the ONC system is
the control and adaptation of mobile ad-hoc network
(MANet) protocols as they are processed in highly
dynamic environments. The possible movement of
nodes leads to a continuous change of the situation:
Neighbours are getting out of reach or joining the
sending distance. This does not only lead to complex
problems of how to configure the protocol, it also of-
fers high potential for an improvement of the system
performance. Within this paper, we explain how the
ONC system is applied to a MANet broadcast proto-
col and how the overall performance of the MANet
system can be increased using ONC.

This paper demonstrates the application of the
ONC system to MANet-based broadcast protocols
by dynamically adapting network protocol parame-
ters (e. g. values for timeouts, maximum number of
re-transmissions, number of open connections, etc.).
Section 2 describes the related work and gives a sum-
mary of approaches to adapting network protocols dy-
namically to changing environments, followed by an
overview of the ONC system in Section 3. In Sec-
tion 4, we explain how the ONC system can be ap-
plied to a new protocol and what is actually done
to enable MANet protocol control using ONC. Af-
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terwards, Section 5 demonstrates the benefit of us-
ing ONC by explaining and analysing the achieved
results. Finally, Section 6 summarises the presented
system and names further research to be done.

2 RELATED WORK

Autonomic adaptation of networks is part of the focus
of Autonomic Computing (Kephart and Chess, 2003).
Researchers have considered the problem to adapt
network protocols for many years: from off-line opti-
misation when presenting a new protocol to adapting
protocol configurations during runtime. For the off-
line optimisation, several examples can be found in
literature, but none aims at providing a generalised
approach for more than one specific protocol (see,
e.g., (Montana and Redi, 2005; Sözer et al., 2000;
Turgut et al., 2002)). Due to time and computational
restrictions, on-line adaptation is a more complex task
compared to the off-line part. Besides the ONC ap-
proach, different directions of research are known to
cope with the problem: adaptive protocols, compo-
sition of protocol stacks, or centralised solutions to
adapt protocol configurations.

The most obvious way of dealing with the prob-
lem is to develop adaptive protocols which are able to
handle dynamic environments. One example has been
presented in (Whiteson and Stone, 2004). They intro-
duced an on-line learning mechanism to increase the
performance of a routing protocol. Based on the Q-
routing techniques presented in (Boyan and Littman,
1994), they learn the best routes by receiving imme-
diate answers of the next hop. Another example has
been introduced in (Huang et al., 2009). They present
an adaptive medium access control (MAC) protocol
framework. Since the radio node density and ser-
vice requirements can vary widely over time, they de-
fined the need of an adaptation to changing environ-
ments and needs. Their protocol prototype can switch
between CSMA and TDMA within a radio platform
scenario. Both approaches rely on the existence of
a protocol extension covering the learning/adaptation
information. In contrast to the ONC system, they
are system-specific solutions and cannot be applied
to other protocols.

Since developing new protocols for all possi-
ble adaptation and learning processes is not feasi-
ble, a research field called protocol stack composition
emerged covering the upcoming tasks by exchanging
protocols and stacks dynamically (Rosa et al., 2007).
In contrast to the ONC system which keeps the exist-
ing and currently used techniques and optimises their
behaviour, this field of research re-combines the pro-

tocols. Although the target deviates from the ONC
approach (the protocol stack exchange has impact on
all involved systems and can hardly be done locally),
the approach has some similarities. The most impor-
tant representatives are Appia (Miranda et al., 2001),
Cactus (Hiltunen et al., 2000), Ensemble (van Re-
nesse et al., 1998), and Horus (van Renesse et al.,
1996). Additionally, the recent work done by Mena
et al. (Mena et al., 2003) has to be named. Besides the
locality aspect, some characteristics of the approach
separate it from the requirements of the ONC frame-
work: the protocols and their configurations have to
be known in advance and further extensions with new
behavioural repertoire are not possible.

The approach presented in (Schöler and Müller-
Schloer, 2004) is also dealing with a kind of proto-
col composition, but is already a bit more focused on
the techniques used within the ONC system. The au-
thors describe their adaptive monitoring architecture
for protocol stack configuration and demonstrate the
integration in the Observer/Controller pattern of Or-
ganic Computing. The learning part is covered by
a Fuzzy Learning Classifier System (Casillas et al.,
2004). Due to the usage of the same architectural
pattern (Observer/Controller), the approach has some
similarities with the ONC system. Unlike the ONC
framework, the approach is built again without of-
fering the opportunity of handling different protocols
and extending the set of solutions on demand.

On-line adaptation of protocols itself has been fo-
cused by researchers before. (Sudame and Badrinath,
2001) presents a first TCP- and UDP-based study and
defined the need of dynamic adaptation, but detailed
examination and a demonstration of the re-usability
for other protocols is still missing. Currently, there
exist only two approaches covering a similar target
as ONC: the systems introduced by Ye et al. and by
Georganopoulos and Lewis. The former one (Ye and
Kalyanaraman, 2001) introduces an adaptive random
search algorithm which tries to combine the stochas-
tic advantages of pure random search algorithms with
threshold-based knowledge. Their approach is based
on the initial system as presented in (Ye et al., 2001).
In contrast to our approach, Ye et al. propose a cen-
tralised system that tackles the optimisation task for
each node. To allow for such a division of work
between a central server and the particular network
nodes, problems like e. g. bandwidth usage, single
point of failure, or local knowledge accessible from
server-side have to be covered.

The second system has been presented in 2007
(Georganopoulos and Lewis, 2007) and introduces a
dynamic optimisation framework for the reconfigura-
tion of network protocols at all layers of the protocol
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stack. In order to optimise the performance of the sys-
tem depending on given goals, different entities can
be adjusted (applications, protocols, etc.) or replaced.
Again, the system relies mainly on a centralised el-
ement being responsible for the optimisation tasks.
The focus of the initial paper has been set on cross-
layer optimisation for the protocol stack, but less on
considering environmental conditions. Hence, the au-
thors demonstrated the performance of the solution
by applying it to two different layers of the protocol
stack: the link and the network layer. A detailed proof
of the approach and insights on the currently vague
blackbox dynamic optimisation engine are still miss-
ing, consequently a suitability of the approach cannot
be estimated – although some criteria (centralised el-
ement, low re-usability of existing protocols, etc.) are
contradicted for the ONC requirements.

3 THE ORGANIC NETWORK
CONTROL SYSTEM

The Organic Network Control (ONC) system has
been introduced in (Tomforde et al., 2009a; Tomforde
et al., 2009b). The system’s architecture is founded
on the generic Observer/Controller approach as pre-
sented by Richter et al. in (Richter et al., 2006) and
is organised using three consecutive layers, see Fig-
ure 1.

Layer 0 encapsulates an existing network protocol
instance, e.g. a broadcast algorithm for mobile ad-hoc
networks (MANets) or a Peer-to-Peer (P2P) protocol.
In terms of Organic Computing, this controlled net-
work protocol instance is the ”System under Obser-
vation and Control” (SuOC). The ONC system aims
at providing a basic solution to control existing proto-
cols dynamically without the need of knowing inter-
nals of the particular protocol or interfering with the
protocol logic. However, it is required that the pa-
rameters of the protocol can be altered by the ONC
system. Additionally, the current status of the proto-
col instance and the environment it acts in have to be
observable and accessible locally. For MANets, one
of the most important factors describing the current
status of the protocol instance’s environment is the
neighbourhood of other nodes. Besides this observ-
able environment, a performance measure (also called
fitness or evaluation function) quantifying good and
bad performance has to be provided in order to evalu-
ate the current performance of the protocol.

Layer 1 of the ONC architecture aims at adapting
the SuOC dynamically to changes in the environment.
It therefore consists of two basic components: an Ob-
server and a Controller containing a machine learning

Figure 1: Architecture of the ONC system.

component (which is currently realised as a Learning
Classifier System (LCS)). The Observer is responsi-
ble for locally collecting status information about the
network protocol instance and its settings. Addition-
ally, it aggregates the observed figures and augments
them with optional further knowledge (e.g. prediction
values, historic knowledge, etc.) and builds a vector
describing the current situation at the node. This sit-
uation vector then serves as input to the Controller
which has to fulfill two tasks: evaluate the system’s
performance within the last evaluation cycle and de-
cide about the next action to be taken. The main com-
ponent of the Controller is a LCS which is realised as
an adapted variant of Wilson’s XCS (Wilson, 1995).
The LCS is responsible for choosing the next action
– based on the situation vector. The result of the se-
lection process is an action (a configuration of param-
eter sets for the controlled protocol) and a prediction
value of how the system will perform after applying
the action. To evaluate the system’s performance, the
Controller compares the system’s performance mea-
sure (the fitness function) with the last prediction and
calculates the reward for the LCS to enable the au-
tomated learning. In case the LCS does not contain
a matching parameter set, new classifiers need to be
created. In contrast to the original LCS algorithm,
however, the ONC architecture does not allow new
classifiers (pairs of situation/conditions and parame-
ters/actions) to be created randomly by Genetic Algo-
rithms. Instead, control is transferred to Layer 2 of
the ONC architecture.

Layer 2 of the ONC system is again designed us-
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ing the Observer/Controller pattern: The Observer
monitors the Layer 1 component and realises the need
of a new classifier, it therefore receives the situation
vector. The Controller part contains two basic com-
ponents: a simulator and an Evolutionary Algorithm
(EA). The Controller creates an appropriate simula-
tion scenario from the situation vector and triggers
the EA to repeatedly evolve a number of parameter
sets for the network protocol. These parameter sets
are evaluated in the simulator. This bears the advan-
tage that newly created parameter sets are not directly
used in the live system, as this can cause the system
to perform badly or even malfunction. Only those pa-
rameter sets that qualify in the simulator of Layer 2
are passed back to Layer 1 and may then be applied
in the real world. Therefore, Layer 2 allows for a kind
of sandbox-learning without the risk of applying arbi-
trary parameter sets to the live system.

The ONC approach as described before provides
a black-box solution to control different types of net-
work protocols. In order to integrate a new proto-
col into the ONC architecture and consequently en-
able ONC controlling the protocol, an engineer has
to fulfill three major tasks: Specify the performance
metric, describe the situation (what are the dynamic
factors defining the need of an adaptation, e.g. avail-
able neighbours and their positions in MANets) ac-
companied by a distance function between two sit-
uations, and provide a simulation model to enable
the simulation-based optimisation process of Layer 2.
Within the following Section, we describe how the
ONC system is applied to MANet protocols.

4 DYNAMIC CONTROL OF
MOBILE AD-HOC NETWORKS

This Section describes how ONC is adapted to allow
for the control of MANet protocols - based on the
tasks named within the last Section. In order to keep
the same organisation as before, this Section again
distinguishes between the three layers and describes
what has to be done on each layer.

The focus of Layer 0 is to integrate a new proto-
col into the framework. Therefore, the engineer has to
describe its observation and control process leading to
the need of two interfaces: one for accessing the pro-
tocol parameters and one for collecting information
about the local status of the system. The former in-
terface enables the framework to adapt the behaviour
of the protocol which means the parameter settings
can be adapted at runtime. In the latter interface, the
engineer has to define what is relevant and influences
the protocol’s performance - we call this the situa-

tion the system is in. In a MANet environment, the
most important factor influencing the protocol’s per-
formance is the distribution of other nodes within its
sending and sensing range. Therefore, a sector-based
approach as depicted in Figure 2 has been developed.
The radius of the outer circle is equal to the sensing
distance (sensDist) of the node, as this is the most re-
mote point where messages of this node can interfere
with other ones. Typically, the transmission range
for Wireless-LAN based MANets is about 250 meter
(half of the sensing distance). The radii of the inner
circles have been chosen empirically.

Figure 2: Environment representation.

As nodes within the first circle are really close
(50m), their exact position does not matter. The sec-
ond circle (125m) has been partitioned into 4 sectors,
the third circle (200m) into 8 sectors, and the forth
circle (250m, maximum transmission range) into 16
sectors. The next two circles (375m and 500m) are
representing the area within sensing range - with both
circles divided into 32 sectors each. We assume that
a node is able to determine the current positions of its
neighbours in sensing range relative to its own posi-
tion (e. g. based on GPS, see (Pahlavan and Krishna-
murthy, 2001)). Additionally, the node’s direction of
movement is needed since it has high influence on the
best parameter set (e. g. moving towards/away from a
set of nodes influences the delay). Due to the sector-
based approach, situations are generalised which is
necessary to avoid evolving a rule for each situation.

The Layer 1 component is responsible for the
adaptation process and for increasing the system’s
performance by learning. Again, two aspects have to
be considered: a learning feedback and a measure-
ment to compare different situations. To enable the
learning feedback, a fitness or evaluation function is
needed. Several fitness functions have been proposed
for MANet protocols. Since our current focus is set
on MANet-based broadcast algorithms, the standard
functions are Packet Delivery Ratio and Packet La-
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tency – both cannot be measured locally at each node.
Based upon the locally available information, the tar-
get is to reduce the number of forwarded broadcasts
and assure the delivery of the broadcast to each node
at the same time. Therefore, we introduce the follow-
ing formula:

Fit(x) =
#RecMess
#FwMess

The variable x stands for the currently observed
network protocol instance. Since a new parameter set
has to be applied for a minimum duration to show its
performance, we use evaluation cycles defining dis-
crete time slots. The duration of the cycle depends
on how dynamic an environment is: The faster it
changes, the shorter is the cycle to be chosen. For
the last evaluation cycle, the function takes into ac-
count the sum of all messages being forwarded by all
of the neighbours and the node to be evaluated within
the last evaluation cycle (#FwMess), and the sum of
all messages being received by them (#RecMess).

The second aspect on Layer 1 is the comparison
of situations: we need to quantify the distance of two
situations. The target is that more similar situations
will receive a low distance value and those having low
similarity will receive a high distance value. Based
upon the sector-based situation description as intro-
duced before, a measure for the similarity of two enti-
ties (A, B) can be defined. To be able to determine the
distance, the possible influence of rotation and reflec-
tion are deducted initially. Afterwards, the formula
for the distance (δ) can be defined with r ∈ RADII
and s ∈ SECTORS as follows:

δ(A,B) = ∑
r

∑
s
(Ar,s−Br,s)

2/r.distance

The function r.distance defines the radius size as
introduced before (50m, 125m, . . . ). Ar,s gives the
number of neighbours within the sector s of radius
r for the situation description A. This means that the
importance of a node’s neighbour decreases if it is sit-
uated within an outer radius.

Finally, Layer 2 has to be able to build adequate
simulation scenarios out of the information obtained
by Layer 1. In ONC, we use the standard network
simulation tool NS-2 (Fall, 1999), but this can eas-
ily be exchanged by other solutions. The network
simulator NS-2 has a large set of integrated or avail-
able standard protocols, but for recently developed
or proprietary protocols a simulation model probably
does not exist. The engineer has to provide a realistic
model (as it is also used during the protocol develop-
ment) which can be adapted to the observed situation

by generating an appropriate scenario. The adapta-
tion of the scenario is done using the configuration
interface by considering the observed situation of the
node, e.g., a randomised instance of the sector-model
is created defining the distribution of the neighbour-
ing nodes and the movement direction of the node is
transmitted to NS-2 using the same coordinate system
as for the observed system. After finishing the previ-
ously described tasks, ONC is able to control MANet-
based protocols. The benefit of the dynamic control
is demonstrated in the next Section.

5 EVALUATION

Based upon the previously described adaptations,
ONC is able to control MANets. Within this Sec-
tion, the results of the evaluation are presented. Since
the adaptation of protocols is organised locally - but
has high influence on the network-level, both aspects
are taken into consideration. Therefore, we start with
the experimental setup, followed by a short introduc-
tion of the analysed protocol, and conclude with the
achieved results for the local and the network-wide
view.

5.1 Experimental Setup

The ONC framework is implemented in JAVA. The
moving agents communicating via the MANet pro-
tocol are simulated using the Multi-Agent Simulation
Toolkit MASON (Luke et al., 2004), with each agent’s
protocol instance representing a SuOC of the architec-
ture as depicted in Figure 1. The respective Layer 1
Controller is an adapted Learning Classifier System as
described in (Tomforde et al., 2009b). At Layer 2, the
standard network simulation tool NS-2 (Fall, 1999)
is used to evolve new parameter sets in combination
with a standard Genetic Algorithm (population size:
15, new children per iteration: 7, mutation rate: 0.2
per child, all children via crossover with fitness-based
selection of parents). We use two different simulation
tools in order to avoid having exactly the same condi-
tions while optimising rules, since a complete copy of
the current situation observed in the real environment
within the simulator is not realistic. 100 agents have
been created and applied to the simulated area, which
has dimensions of 1000 x 1000 cells (corresponds to
1000 x 1000 meters). The agents move according to a
random-waypoint-model. The Physical/Mac layer is
an IEEE 802.11 in ad-hoc mode at 2 Mbps.

To demonstrate the performance of ONC control-
ling MANets, we choose the Reliable Broadcast Pro-
tocol (R-BCast) as introduced in (Kunz, 2003), since
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this protocol is representative for the research field
of reliable broadcast protocols in MANets. In order
to achieve reliability and increase the packet delivery
ratio compared to other protocols, additional effort
is made by equipping the nodes with extra buffers.
These round-robin based buffers are used to store the
last p unique packets the particular nodes received.
In contrast to other protocols, the R-BCast protocol
has significantly more variable parameters and conse-
quently the task to control the protocol is more com-
plex, but it also offers a higher potential benefit due to
a dynamic adaptation. The parameters being subject
to ONC control actions are: Delay (Maximum decel-
eration time between receiving and forwarding of a
message), Allowed Hello-loss (Maximum number of
Hello-messages, which may be lost until a node is as-
sumed to be out of transmission range), HelloInter-
val (Interval between two Hello-messages), δ Hello-
Interval (Randomises Hello-Interval), Packet count
(Number of the last x stored NACK messages), and
Minimum difference (Minimum difference between
NACK messages). Details on the parameters and the
protocol can be found in (Kunz, 2003).

5.2 Experimental Results

In order to analyse the performance of the ONC sys-
tem, the simulation is repeated for two cases under
the same restrictions and using the same seeds for the
randomised values: a) all nodes are uncontrolled (no
ONC system) and use the manually optimised stan-
dard configuration of the protocol, and b) all nodes
have an own instance of the ONC system to control
their protocol configuration. All values presented in
the remainder of this Section are averaged values re-
ceived from three runs, where each run has a dura-
tion of 10,000 simulated seconds. During one run of
the scenario, 17,400 BCast-messages have been sim-
ulated. The learning component has been trained us-
ing 10 complete runs with different seeds – leading
to completely different movements of the nodes and
along with these to different situations.

The performance measurement relies on the fit-
ness function as described for the local feedback
mechanism of the learning component (Section 4).
Since the evaluation takes both views into account (lo-
cal and network-wide view), the x in Fit(x) refers to
different systems: a) In the local view x stands for the
local network protocol instance of the node and b) on
network-level obtained for reference, x represents the
set of protocol instances within the network and gives
an averaged value for all instances.

Figure 3 plots the system’s performance consid-
ering only one node. The X-axis describes the sim-

ulation time (in simulated seconds) and the Y-axis
the measured fitness value. In principle, all simu-
lated nodes show a comparable behaviour; this spe-
cific node has been explicitly chosen to demonstrate
the typical differences between an ONC-controlled
and an uncontrolled node. During the simulation, the
node gets separated from the rest of the network (no
other nodes within sending distance) between simu-
lation seconds 7,350 and 7,700. Within this interval,
the fitness is 0 for both cases. But especially these sit-
uations demonstrate the benefit of ONC control: The
delays have been lengthened so that the node receives
more old messages when it arrives back in sending
distance of another node resulting in a quicker recov-
ery of the ONC-controlled system.

Another observation that can be made considering
Figure 3 is the impact of the learning module. To be
able to learn, it has to be allowed to try different rules
and not to use always the best matching one. E.g.
at simulation second 1,800, the learning component
tried a rule that results in a performance slightly worse
than the standard protocol configuration. These small
drawbacks have to be taken into account to achieve
an improvement for the system. Averaged over the
complete simulation time (10,000 simulated seconds),
the performance of the protocol instance has been en-
hanced in terms of the fitness function from 0.8270
(all nodes perform the standard protocol without any
adaptation) to 0.8991 which is an increase of 8.71%.

Figure 4 depicts the averaged performance of the
network protocol instances on network-level. The av-
eraging leads to the effect that separation of single
nodes influences the performance only slightly. Nev-
ertheless, Figure 4 shows two drops (simulation sec-
onds 3,850 to 4,200 and 7,450 to 7,550). The first
drop can be explained by a split of the set of nodes –
about 30 nodes are not within sending distance of the
rest. Here, two different networks have been estab-
lished. Within the second drop, again, a larger group
(18 nodes) has been separated from the rest of the
network. Despite these separation effects, the per-
formance of the system has been increased. When
all nodes perform just the standard protocol configu-
ration without any adaptation, the resulting averaged
fitness is 0.8760. The same simulation with additional
ONC control for all nodes leads to an averaged fit-
ness value of 0.9456 which is an increase of 7.94%.
Both aspects of the fitness function are responsible
for the increase: The number of forwarded messages
has been decreased slightly, whereas the number of
received messages has been increased more signifi-
cantly.
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Figure 3: Comparison of simulation results for one node: uncontrolled and ONC-controlled.

Figure 4: Nework-wide comparison of simulation results: uncontrolled and ONC-controlled.

6 CONCLUSIONS

This paper described how the Organic Network Con-
trol (ONC) system is applied to mobile ad-hoc net-
works (MANets). Therefore, a brief overview of the
system has been given, followed by a description of
the adjustments needed to apply ONC to this type of
protocols. Afterwards, the benefit of ONC control
has been demonstrated using an exemplary MANet-
broadcast protocol.

Current and future work of the system focuses on
three main aspects: Increase the performance of the
control mechanism by improving its behaviour, de-
crease the effort spent on evolving new rules by using
a simple collaboration mechanism, and demonstrate
the generic character of the approach by applying it to
other types of protocols that are performed in highly
dynamic environments (e.g. sensor networks).
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Abstract: Split-and-merge techniques have been demonstrated to be effective in overtaking the convergence problems in
classical EM. In this paper we follow a split-and-merge approach and we propose a new EM algorithm that
makes use of a on-line variable number of mixture Gaussians components. We introduce a measure of the
similarities to decide when to merge components. A set of adaptive thresholds keeps the number of mixture
components close to optimal values. For sake of computational burden, our algorithm starts with a low initial
number of Gaussians, adjusting it in runtime, if necessary. We show the effectivity of the method in a series
of simulated experiments. Additionally, we illustrate the convergence rates of of the proposed algorithms with
respect to the classical EM.

1 INTRODUCTION

UNSUPERVISED clustering classifies different data
into classes based on redundancy contained within the
data sample. The classes, also called clusters, are de-
tected automatically, i.e. without any input by an ex-
ternal agent. This method finds applications in many
fields, such as in image processing (e.g. segmentation
of different object from the background), sound anal-
ysis (e.g. word perceptions), segmentation of multi-
variate medical images, and many others. The tech-
niques for unsupervised learning range from Kohonen
maps, Growing Neural gas, k-means, to Independent
component analysis, Adaptive resonance theory, etc.
Particularly interesting is the Expectation Maximiza-
tion algorithm applied to Gaussian mixtures which al-
lows to model complex probability distribution func-
tions. Fitting a mixture model to the distribution of
the data is equivalent, in some applications, to the
identification of the clusters with the mixture compo-
nents (McLachlan and Peel, 2000).

Expectation-Maximization (EM) algorithm is the
standard approach for learning the parameters of the
mixture model (Dempster et al., 1977). It is demon-
strated that it always converges to a local optimum.
However, it also presents some drawbacks. For in-
stance, EM requires an a-priori selection of model
order, namely, the number of components (M) to be

incorporated into the model, and its results depend on
initialization. The more Gaussians there are within
the mixture, the higher will be the total log-likelihood,
and more precise the estimation. Unfortunately, in-
creasing the number of Gaussians will lead to overfit-
ting the data and it increases the computational bur-
den. Therefore, finding the best compromise between
precision, generalization and speed is a must. A com-
mon approach to address this compromise is trying
different configurations before determining the opti-
mal solution, e.g. by applying the algorithm for a dif-
ferent number of components, and selecting the best
model according to appropriate criteria.

1.1 Related Work

Different approaches can be used to select the best
number of components. These can be divided into
two main classes: off-line and on-line techniques.

The first ones evaluate the best model by execut-
ing independent runs of the EM algorithm for many
different initializations, and evaluating each estimate
with criteria that penalize complex models (e.g. the
Akaike Information Criterion (AIC) (Sakimoto et al.,
1986) and the Rissanen Minimum Description Length
(MDL) (Rissanen, 1989)). These, in order to be effec-
tive, have to be evaluated for every possible number of
models under comparison. Therefore, it is clear that,
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for having an sufficiently exhaustive search the com-
plexity goes with the number of tested models, and
the model parameters.

The second ones start with a fix set of models
and sequentially adjust their configuration (including
the number of components) based on different evalu-
ation criteria. Figueiredo and Jain proposed a method
that starts with a high number of mixture parame-
ters, merging them step by step until convergence
(Figueiredo and Jain, 2002). This method can be ap-
plied to any parametric mixture where the EM algo-
rithm can be used. Pernkopf and Bouchaffra proposed
a Genetic-Based EM Algorithm capable of learning
Gaussian mixture models (Pernkopf and Bouchaffra,
2005). They first selected the number of components
by means of the minimum description length (MDL)
criterion. A combination of genetic algorithms with
the EM has been explored.

Ueda et Al. proposed a split-and-merge EM al-
gorithm to alleviate the problem of local conver-
gence of the EM method (Ueda et al., 2000). Sub-
sequently, Zhang et Al. introduced another split-and-
merge technique (Zhang et al., 2003). The split-and-
merge equations show that the merge operation is a
well-posed problem, whereas the split operation is
ill-posed. Two methods for solving this problem are
developed through singular value decomposition and
Cholesky decomposition and then a new modified EM
algorithm is constructed. They demonstrated the va-
lidity of split-and-merge approach in model selection,
in terms of convergence properties. Moreover, the
merge an split criterion is efficient in reducing number
of model hypothesis, and it is often more efficient than
exhaustive, random or genetic algorithm approaches.

1.2 Our Contribution

In this paper, we propose an algorithm for comput-
ing the number of components as well as the param-
eters of the mixture model. Similarly to other split-
and-merge methods, our technique uses a local pa-
rameter search, that reuses the information acquired
on previous steps, being suitable to problems with
slowly changing distributions or to adapt the parame-
ters when new samples are added or removed. The
algorithm starts with a fixed number of Gaussians,
and automatically decides whether increasing or re-
ducing it. The key feature of our technique is the de-
cision of when add or merge a Gaussian. In order to
accomplish this at best we introduce a new concept,
the dissimilarity index between two Gaussian distri-
butions. Moreover, in order to evade local optimal
solutions we make use of self-adaptative thresholds
for deciding when Gaussians are split or merged. Our

algorithm starts with high thresholds levels, prevent-
ing large changes in the number of Gaussian compo-
nents at the beginning. It also starts with a low ini-
tial number of Gaussians, which can be increased dur-
ing computation, if necessary. The time evolution of
the threshold values allows periods of stability in the
number of components so that they can freely adapt
to the input data. After this period of stability these
thresholds become more sensitive, promoting the es-
cape from local optimum solutions by perturbing the
system configuration when necessary, until a stopping
criterion has reached. This makes our algorithm re-
sults less sensitive to initialization. The algorithm is
presented for Gaussian mixture models.

1.3 Outline

The paper is organized as follows. In sec. 2 we de-
scribe the notation and formulate the classical Expec-
tation Maximization algorithm. In sec. 3 we intro-
duce the proposed algorithm. Specifically, we de-
scribe the insertion of a new Gaussian in sec. 3.3,
its merging in sec. 3.4, the initializations in sec. 3.2,
and the decision thresholds update rules in sec. 3.5.
Furthermore, in sec. 4 we describe our experimen-
tal set-up for testing the validity of our new technique
and the results. Finally, in sec. 5 we conclude and
propose directions for future work.

2 EXPECTATION
MAXIMIZATION ALGORITHM

2.1 EM Algorithm: The Original
Formulation

A common usage of the EM algorithm is to iden-
tify the ”incomplete, or unobserved data” ȳ =
(ȳ1, ȳ2, . . . , ȳk) given the couple (x̄, ȳ) - with x̄ defined
as x̄ = {x̄1, x̄2, . . . , x̄k}, also called ”complete data”,
which has a probability density (or joint distribution)
p(x̄, ȳ|ϑ̄) = pϑ̄(x̄, ȳ) depending on the parameter ϑ̄.
We define E

′
(·) the expected value of a random vari-

able, computed with respect to the density pϑ̄(x̄, ȳ).
We define Q(ϑ̄(n), ϑ̄(n−1)) = E

′
L(ϑ̄), with L(ϑ̄)

being the log-likelihood of the observed data:

L(ϑ̄) = log pϑ̄(x̄, ȳ) (1)

The EM procedure repeats the two following steps
until convergence, iteratively:
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• E-step: It computes the expectation of the joint
probability density:

Q(ϑ̄(n), ϑ̄(n−1)) = E
′
[log p(x̄, ȳ|ϑ̄(n−1))] (2)

• M-step: It evaluates the new parameters that max-
imize Q:

ϑ̄
(n+1) = argmax

ϑ̄

Q(ϑ̄n, ϑ̄(n−1)) (3)

The convergence to a local maxima is guaran-
teed. However, the obtained parameter estimates, and
therefore, the accuracy of the method greatly depend
on the initial parameters ϑ̂0.

2.2 EM Algorithm: Application to a
Gaussians Mixture

When applied to a Gaussian mixture density we as-
sume the following model:

p(x̄) =
nc

∑
i=1

wi · pi(x̄)

pc(x̄) =
1

(2π)
d
2 |Σc|

1
2

e−
1
2 (x̄−µ̄c)

T |Σc|−1(x̄−µ̄c)
(4)

where pc (X ) is the component prior distribution for
the class c, and with d, µ̄c and Σc being the input
dimension, the mean and covariance matrix of the
Gaussians component c, and nc the total number of
components, respectively.

Consider that we have nc classes Cnc, with p(x̄|Cc)
and P(Cc) = wc being the density and the a-priori
probability of the data of the class Cc, respectively.
Then the E and M steps become, respectively:

E-step:

P(yk
c = 1|xk) = P(Cc|xk) = E

′
(yc|xk)

=
p(xk|Cc) ·P(Cc)

p(xk)
=

wc · pc(xk)

∑
nc
c=1 wc · pc(xk)

(5)

For simplicity of notation we refer to E
′
(yc|xk) as πk

c.
This is probability that the xk belongs to the class Cc.

M-step:

µ̄(n+1)
c =

∑
k
i=1 πk

cx̄i

∑
k
i=1 πi

c

Σ
(n+1)
c =

∑
k
i=1 πk

c(x̄
i− µ̄(n)c )(x̄i− µ̄(n)c )T

∑
k
i=1 πi

c

(6)

Finally, a-priori probabilities of the classes, i.e. the
probability that the data belongs to the class c, are
reestimated as:

w(n+1)
c =

1
K

k

∑
i=1

π
i
c, with c = {1,2, . . . ,nc} (7)

3 SAGEM: SELF-ADAPTING
GAUSSIAN EXPECTATION
MAXIMIZATION ALGORITHM

The key issue of our algorithm is looking whether one
or more Gaussians are not increasing their own likeli-
hood during optimization. In other words, if they are
not participating in the optimization process, they will
be split into two new Gaussians or merged. We will
introduce two new concepts related to the state of a
Gaussian component:

• The Area of a Gaussian, that measures how much
a Gaussian component covers the data space; This
actually correspond to the covariance matrix de-
terminant;

• Its age, that measures how long the component’s
own likelihood does not increase significantly (see
sec. 3.1);

Then, the merge and split processes are controlled by
the following adaptive thresholds:

• One adaptive threshold LT H for determining a sig-
nificant increase in likelihood (see sec. 3.5);

• One adaptive threshold AT H for triggering the
merge or split process based on the component’s
own age (see sec. 3.5);

• One adaptive threshold MT H for deciding to
merge two Gaussians based on their area and po-
sition (see sec. 3.4);

• One adaptive threshold ST H for deciding to split a
Gaussian based on its area (see sec. 3.3).

It is worth noticing that even though we consider
four thresholds to tune, all of them are adaptive, and
only require a coarse initialization. All these thresh-
olds cooperate in keeping the number of components
stable for a period after a split or merge operation (see
sec. 3.5).

These parameters will be fully detailed within the
next sections.

3.1 SAGEM Formulation

Our formulation can be summarized within four steps:

• Initializing the parameters;

• Adding a Gaussian;

• Merging two Gaussians;

• Updating decision thresholds.

Each Gaussian element i of the mixture is repre-
sented as follows:

ϑ̄i = ρ(wi, µ̄i,Σi,ξi,Λlast (i),Λcurr(i),ai) (8)
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where wi is the a-priori probabilities of the class, µ̄i is
its mean, Σi is its the covariance matrix, ξi its area,
Λlast (i) and Λcurr(i) are its last and its current log-
likelihood value, and ai its age. Here, we define two
new elements, the area and the age of the Gaussian,
which will be described later.

During each iteration, the algorithm keeps mem-
ory of the previous likelihood. Once the re-estimation
of the vector parameter ϑ̄ has been computed in the
EM step, our algorithm evaluates the current log-
likelihood of each single Gaussian as:

Λcurr(i)(ϑ) =
k−1

∑
j=0

log(wi · pi(x̄ j)) (9)

Then, for each Gaussian the difference between the
current and last log-likelihood value is compared with
a increment threshold, equal for all the Gaussians,
LT H . If the difference is smaller than the threshold
LT H , i.e. there is no significant increment, the algo-
rithm increases the age ai of the relative Gaussian. If
ai overcomes the age threshold AT H (i.e. the Gaus-
sian i does not increase its own likelihood for a prede-
termined number of times significally), the algorithm
decides whether to split this Gaussian or merging it
with existing ones.

Then, after a certain number of iterations the algo-
rithm will stop. The whole algorithm pseudocode is
shown in Fig. 3.1.

3.2 Split Threshold Initialization

At the beginning, ST H will be automatically initial-
ized to the area of the covariance of all the data set,
relative to the total mean. The other decision thresh-
olds will be initialized as follows:

MT H−INIT = 0
LINIT = kLT H

AgeINIT = kAT H

(10)

with kLT H and kAT H (namely, the minimum
amount of likelihood difference between two itera-
tions and the number of iterations required for taking
into account the lack of a likelihood consistent vari-
ation) relatively low (i.e. both in the order of 10, or
20). Of course, higher values for kLT H and smaller for
kAT H give rise to a faster adaptation, however adding
instabilities.

3.3 Adding a Gaussian

If the covariance matrix area of the examined Gaus-
sian at each stage overcomes the maximum area
threshold ST H , then another Gaussian is added to the
mixture.

Algorithm 3.1. Pseudocode.
1: - Parameter initialization;
2: while (stopping criterion is not met) do
3: Λi evaluation, for i = 0,1, . . . ,c;
4: L(ϑ̄) evaluation (1);
5: re-estimate priors wi, for i = 0,1, . . . ,c;
6: recompute center µ̄(n+1)

i and covariances Σ
(n+1)
i , for

i = 0,1, . . . ,c (5);
7: - Evaluation whether changing the Gaussian

distribution structure -
8: for (i = 0 to c) do
9: if (ai > AT H ) then

10: if ((Λcurr(i)−Λlast (i)) < LT H ) then
11: ai+= 1;
12: - General condition for changing satisfied;

now checking those for each Gaussians -
13: if (Σi > ST H ) then
14: if (c < maxNumGaussians) then
15: add Gaussian→ split;
16: c+= 1;
17: reset ST H to its initial value;
18: reset LT H to its initial value;
19: return;
20: end if
21: end if
22: for ( j = 0 to c) do
23: eval χi, j (14)
24: if (χi, j < MT H ) then
25: merge Gaussian→ merge;
26: c−= 1;
27: reset MT H to its initial value;
28: reset LT H to its initial value;
29: return;
30: end if
31: end for
32: ST H = ST H · (1+α ·ξ);
33: MT H = MT H · (1+ γ ·χA,B);
34: end if
35: end if
36: end for
37: end while

More precisely, the original Gaussian with param-
eters ϑ̄old will be split within other two ones. The new
means, A and B, will be:

µ̄A = µ̄old +
1
2
(Σi= j)

1
2 ; µ̄B = µ̄old−

1
2
(Σi= j)

1
2

i, j = {1,2, . . . ,d}
(11)

where d is the input dimension.
The covariance matrixes will be updated as:

ΣA(i, j) = Σold (i, j); ΣB(i, j) = Σold (i, j)

i, j = {1,2, . . . ,d}
(12)

The a-priori probabilities will be

wA =
1
2

wold ; wB =
1
2

wold (13)

Finally, their ages, aA and aB, will be reset to zero.
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3.4 Merging Two Gaussians

For each Gaussian B other than the given one A, the
algorithm evaluates a dissimilarity index. If that in-
dex is lower than the merge threshold MT H , Gaussian
B will be merged with Gaussian A. There are still no
exact methods for computing the overlap between two
Gaussians in arbitrary dimension. The existing meth-
ods use iterative procedures to approximate the de-
gree of overlap between two components (Sun et al.,
2007).

Here, we introduce a new dissimilarity index be-
tween Gaussian distributions, χ, that uses a closed
form expression, evaluated as follows:

χi, j = ‖ρi, j +δi, j‖2

ρi, j =
∑i, j ‖ΣAi, j−µAi‖ · ‖ΣBi, j−µBi‖

ξi ·ξ j

with i, j = {1,2, . . . ,d}

(14)

where d is the input dimension, χi, j is a new dis-
similarity index for mixture components, δi, j is the
Euclidean distance between the two Gaussians i and
j. Another solution would have been to choose the
Mahalanobis distance (Mahalanobis, 1936) instead of
χi, j. This takes into account both the mean an the co-
variance of the matrixes. Hoverer, the Mahalanobis
distance gives rise to zero if the two Gaussians have
the same mean, independently whether they cover the
same space (or, whether they have the same area ξ),
then rendering it not suitable for our purposes. Again,
we to avoid singularities, we use the area instead of
the covariance matrix determinant at the denomina-
tor of the correlation index ρi, j. Finally, we defined
χi, j as the square of the norm because this height-
ens values of ‖ρi, j + δi, j‖ > 1 while reducing those
‖ρi, j +δi, j‖< 1.

The new Gaussian (new) will have the following
mean and covariance:

µnew(i) =
1
2
(µiA +µiB); ρnew(i, j) =

1
2
(ρAi, j +ρBi, j)

with i, j = {1,2, . . . ,d}
(15)

where d is the input dimension. The a-priori prob-
abilities for the remaining Gaussian will be updated
as:

cnew = cold−1; wi = wi +wold/cnew

with i|i6=old = {1,2, . . . ,cnew}
(16)

Finally, like when adding a Gaussian, the age anew
of the resultant Gaussian will be reset to zero.

3.5 Updating Decision Thresholds

The thresholds LT H , ST H , and ξT H vary with the fol-
lowing rules:

LT H = LT H −λ ·LT H = LT H · (1−λ)

ST H = ST H +α · (ξ−ST H) = ST H · (1+α ·ξ)
MT H = MT H + γ · (χA,B−MT H) = MT H · (1+ γ ·χA,B)

with ξ−ST H < 0, χA,B−MT H > 0
(17)

with λ, α, and γ chosen arbitrarily low (we used λ =
0.04, α = 0.04, γ = 0.001). Following this rules LT H
will decrease step by step, approaching the current
value of the global log-likelihood increment. This is
the same for ST H , which will become closer to the
area of some Gaussian, and for MT H that will in-
crease. This will allow the system to avoid some local
optima, by varying its configuration if a stationary sit-
uation occurs.

Finally, every time a Gaussian is added or merged,
these thresholds will be reset to their initial value.

3.6 Computational Complexity
Evaluation

Within this section we will use the following conven-
tion: ng is the number of the mixture Gaussian com-
ponents, k is the number of input vectors, d is the
number of input dimension, and it is the number of
iterations.

The computational burden of the EM algorithm is,
referring to the pseudocode in tab. 3.1 as follows:

• the original EM algorithm (steps 3 to 6) take O(k ·
d · ng) for 3 and 6, while step 4 and step 5 take
O(1) and O(k ·ng);

• our algorithm takes O(ng) for evaluating all the
Gaussians (step 8 to 36) and another O(ng) in step
23 for evaluating the dissimilarity between each
Gaussian (14);

• our merge and split (step 15 and 25) operations
require O(d) and O(d ·ng), respectively.

• the others take O(1).

Therefore, the original EM algorithm takes O(k · d ·
ng), while our algorithm adds O(d ·ng2) on the whole,
giving rise to O(k ·d ·ng) + O(d ·ng2) = O(k ·d ·ng+
d ·ng2) = (ng ·d · (k+ng)). Considering that usually
d << k and ng << k this does not add a considerable
burden, while giving an important improvement to the
original computation in terms of self-adapting to the
data input configuration at best.
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4 EXPERIMENTAL VALIDATION

In order to evaluate the performance of our algorithm,
we tested it by classifying different input data ran-
domly generated by a known Gaussian mixture, and
subsequently saved to a file. This is in order to use
the same input data to our algorithm, SAGEM, and to
the original EM. Our algorithm starts with a low ini-
tial number of Gaussians, while the original EM starts
with the exact number of Gaussians, i.e. the mixture
configuration we generated the input data points from.
Moreover, in order to make a fair comparison, both
the algorithms started with the same input Gaussian
means (of course, since SAGEM has fewer Gaussian
components than EM these are a subset of those of
EM).

We refer to the EM with the exact number of
Gaussians that generated the input data as the best EM
algorithm applicable, i.e. the algorithm that uses the
best compromise between number of Gaussian com-
ponents and final likelihood. Therefore, we will use
its results as comparison for our algorithm.

4.1 Experimental Set-up

We made different trials, with mixtures containing 4,
8, 12, 14, and 16 Gaussians. Each of them contains
2000 points in two dimensions. We choose to show
the results for 2-dimensional input because they are
easier to show than multidimensional ones (for in-
stance, a 2-dimensional Gaussian is represented in
2D as an ellipse). As the ratio (# Gaussians)/(# data
points) increases, it become harder to reach a good so-
lution in the reasonable number of steps. Therefore,
we are interested in evaluating how SAGEM behaves
when the model complexity gradually increases.

We evaluated the performance of our algorithm
compared with the original EM principally based on
three main points:

• Final log-likelihood value;

• Final number of Gaussian components;

• Number of iterations needed for reaching stability.

Therefore, we used the following equations for
evaluating the error on the final Log-likelihod, and
the error on the predicted number of Gaussian com-
ponents as follows, respectively (the required number
of iterations can be extracted from the plots in Fig. 1,
directly.

Log−Likerr =
Log−Lik(SAGEM)

Log−Lik(EM)

NumGausserr = NumGauss(SAGEM)−NumGauss(EM)

(18)

In table I the output of the different computations
are shown.

The results will be discussed within the next sec-
tion.

4.2 Discussion

The output of the two algorithms is shown in Fig.
1. The input data (green points) with the genera-
tion mixture (blue) and the evaluated one (red) are
represented in the same figure, while the resultant
log-likelihood (blue for the EM algorithm and red
for SAGEM) is shown. It is worth noticing that we
also represented the iterations at which a split or a
merge operation is performed, as vertical blue and
red lines, respectively. Here, it is possible to see how
just after a splitting or merging operation the final log-
likelihood has some spikes. When a merge operation
is performed the algorithm decreases the number of
Gaussian components, therefore decreasing the log-
likelihood momentarily abruptly. An example is at
iteration 92 of the 12-Gaussian plot. Besides, when
a new class is added by means of a splitting opera-
tion, it may happen that the final log-likelihood starts
increasing smoothly due to the new component’s con-
tribute (e.g. see the 8-Gaussian plot at iteration 22, or
the 14-Gaussian plot at iteration 50), or has a decreas-
ing spike (e.g. see the 8-Gaussian plot at iteration 34
or 53) If the components are reorganized by the EM
procedure in order to describe the data better, the log-
likelihood will start to increase smoothly.

Finally, Fig. 2.6 shows the 3D histogram repre-
sentation of a generated Gaussian mixture data and
the estimated one. Due to space limitations, we
choose to show only the one that gave rise to the
worst log-likelihood estimation plot, i.e. the one with
8 Gaussians.

In table I the results of the different computations
are shown. The table contains, for both SAGEM and
the EM algorithm:

• The starting number of Gaussian components;

• The final (i.e. detected, in the case of the SAGEM
approach) number of Gaussian components;

• The error on the final number of components.

• The final reached log-likelihood.

• The error on the final log-likelihood, as absolute
value.

Due to the formulation in (18), if Log−Likerr < 1
than SAGEM reached a final log-likelihood greater
than EM (both are negative), and vice versa. Simi-
larly, when NumGausserr < 0 it means that SAGEM
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Figure 1: The 2D representation of the final SAGEM Gaussian mixture vs. the real one and the SAGEM and EM log-
likelihood output as function of the iterations number, for different input mixtures of data (4, 8, 12, 14, and 16 Gaussian
components). Moreover the 8-Gaussians case comparison between the generated and computed mixtures is shown.

used fewer Gaussians then real ones. These two com-
parisons are shown in plots 2(a), 2(b), and 2(c) re-
spectively.

We can see that the final SAGEM log-likelihood
is often better than the one obtained with the original
EM with the exact number of Gaussians, except for
the case of 8-Gaussians. There are three interesting

points:

• Within the 14-Gaussians case SAGEM reached
a higher log-likelihood than EM even with less
Gaussians components than required.

• Increasing the number of components, the points
representing each class will be fewer. This in-

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

42



Table 1: Experimental results.

Number of effective Algorithm Starting number Arrival number Error on the number Final log-likelihood Error on the final
mixture Gaussians of Gaussians of Gaussians of Gaussians log-likelihood

4 SAGEM 2 4 0 -7402.82 -2.26
EM 4 4 / -7405.08 /

8 SAGEM 4 8 0 -8448.56 14.43
EM 8 8 / -8434.13 /

12 SAGEM 6 12 0 -7501.62 -28.36
EM 12 12 / -7526.74 /

14 SAGEM 8 12 -2 -7928.95 -53.71
EM 14 14 / -7982.66 /

16 SAGEM 10 17 +1 -8161.29 -17.13
EM 16 16 / -8178.42 /

Figure 2: The final log-likelihood of both SAGEM and EM as function of the number of input data Gaussian components (a),
the relative error (b), and the final reached number of Gaussians as function of the input ones (c).

creases the difficulty of clustering them into dis-
tinct classes. Nevertheless, SAGEM has been able
to detect a number of required Gaussians close to
the original one (12 vs. 14 and 17 vs. 16), and to
have a better final log-likelihood than EM.

• Regarding to the plots of the log-likelihood we
can see that both SAGEM and EM reach a sim-
ilar likelihood within the first 60-80 iterations,
even though EM is usually faster in increasing it.
Some spikes in the SAGEM plots occur, due to
the modification of the number of Gaussians. In
fact, when merging two mixture components the
log-likelihood momentarily decreases.

• Even though the 8-Gaussian case is the worst one
in terms of final likelihood, the histogram of the
final Gaussian mixture is very similar to the true
one.

5 CONCLUSIONS AND FUTURE
WORK

In this paper we proposed a new split-and-merge Ex-
pectation Maximization algorithm, called SAGEM.
The algorithm is specific for Gaussian mixtures.
SAGEM starts with a fixed number of Gaussians, and
automatically decides whether increasing or reducing
it. We introduced a new concept, a dissimilarity in-

dex between two Gaussian distributions. Moreover,
in order to evade local optimal solutions we make use
of self-adaptative thresholds for deciding when Gaus-
sians are split or merged. We tested it with different
Gaussian mixtures, comparing its results with those
of the EM original algorithm set with the model com-
plexity that matches those we generated the data from
(ideal case). We showed that our algorithm is capable
to evaluate a number of Gaussian components close
to the true one, and to provide a final mixture descrip-
tion with a log-likelihood comparable with the orig-
inal EM, sometimes even better. Finally, its conver-
gence occurs with the same number of iterations than
it does for the original EM (60-80 iterations).

5.1 Future Work

At the moment we tested our algorithm with synthetic
data. As future work, we will test SAGEM for the
purpose of image segmentation on real images cap-
tured in order to test it in real robotic applications,
where the computational burden must be kept low.
More specifically, being part of the RobotCub Euro-
pean Project, we will test it with the iCub robotics
platform.
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Abstract: This work presents a method for verifying temporal requirements of time-constrained systems. The method
predates by establishing a new time constraints (properties) taxonomy. Then, a basis of observation patterns
relative to the predefined requirements is developed. Our approach allows the automated verification of tem-
poral requirements, initially expressed in a semi-formal formalism, through model transformation and model-
checking. The contributions of the paper are: the definition of a new time constraints (properties) typology
as well as a basis of appropriate State Machines (SM) observation patterns. The second contribution consists
in developing an algorithm for transforming UML SM with time annotations into Timed Automata (TA). In
practice, in order to verify the temporal aspects of a given specification, the observation patterns relative to
the investigated properties are instantiated to make appropriate observers. Then using our transformation al-
gorithm, the system specification (denoted in the shape of an UML SM model) with time annotations as well
as the obtained observers are translated into TA models. The TA system model is next synchronized with the
TA observers. Thereby, the verification process is reduced to a reachability analysis.

1 INTRODUCTION

Given their practical implication on safety and cor-
rectness of critical applications (e.g. transportation
systems, nuclear plants), specification and verifica-
tion are one of the most important research topics in
critical systems engineering since such kind of sys-
tems must achieve a high level of robustness and relia-
bility. In addition, these systems usually involve time-
dependent functionality. Consequently, methods for
behavior modeling and verifying (especially temporal
requirements) are increasingly important. The most
used approaches for specifying timed systems are
based on Timed Automata (TA). TA are well suited
for expressing timed behavior and for modeling real-
time components. A number of automatic verification
tools for TA have been developed and have proven to
be efficient e.g., Uppaal (Larsen et al., 1997) and Kro-
nos (Yovine, 1997). Nevertheless, specifying and ver-

∗This research has been partially supported by Rgion Nord Pas de Calais
and European fund Feder under the FUI National project FerroCOTS, la-
belled by i-Trans.

ifying time constraints is becoming a more and more
difficult task due to the widespread applications and
increasing complexity of checked systems. Despite
the different advantages proposed by TA, such as par-
allel composition, users often need to manually ex-
press the time properties into a set of clock variables
with complex calculated clock constraints. This pro-
cess is tedious, error-prone and requires sophisticated
logical and/or mathematical skills.

On the other hand, in order to cope with the com-
plexity of critical systems engineering, approaches
based on Model Driven Engineering (MDE) seems
to be very useful (Schmidt, 2004). The aim of this
work is to introduce a new temporal requirements’
verification method based on MDE. First, we define
a Patterns’ Basis for monitoring time constraints. In-
deed, based on a new time constraints’ classification,
we developed a set of time observation patterns ex-
pressed in Unified Modeling Language (UML) State
Machines (SM)(UML, 2009): this is expected to be a
relatively inexpensive activity since this procedure is
done once and for all. UML has been chosen since it
is relatively intuitive, offers a graphic description, is
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implemented by several tools and finally is a standard
notation well supported by the Object Management
Group. This set of patterns facilitates high-level sys-
tem design. These patterns cover a large class of com-
mon time constraints.

Since our aim is to keep a high precision level,
a subsequent step consists in giving an accurate def-
inition of each developed pattern. Hence, for each
pattern, we give (1) a textual definition, (2) an UML
SM model, (3) a structured English specification
and finally (4) a temporal logic expression (Timed
Computational Tree Logic (TCTL)) relative to the
property concerned.

Concretely, the verification process is based on the
set of patterns. The suitable patterns corresponding
to the time constraints extracted from the system re-
quirements are picked up and instantiated. This in-
stantiation step generates a set of SM Observers. The
SM observers are translated into more formal nota-
tion, the TA, which provides support for the prop-
erties’ verification. The translation is made accord-
ing to a transformation algorithm that will be dis-
cussed later in the paper. In this way, analyzers ex-
ploit the benefits of formal notations without having
to go through the complex and expensive formal mod-
eling phase. This transformation generates a set of
TA Observers. A system’s model, which is also gen-
erated by the same transformation algorithm, is syn-
chronized with the obtained TA observers to obtain
a global model. Hence, the verification task is per-
formed, on this obtained model, with a reachability
analysis while checking whether the observers’ for-
bidden states - corresponding to constraints violation
- are reachable.

The paper is organized as follows. In Section 2,
we set the context and we briefly go through some
related works. Section 3 describes our first contribu-
tion by introducing the new time-constraints taxon-
omy and the patterns basis. The second contribution
of our method is outlined in Section 4 where the trans-
lation from UML SM, with time annotations, to TA
is described. The method is illustrated using a Level
Crossing (LC) case study in Section 5. Section 6 con-
cludes the paper while drawing some future work.

2 CONTEXT AND BACKGROUND

2.1 Related Work

There are many recent research efforts in the field
of time-constrained system validation. Only two of
these research will be discussed in this section. First,
based on the Dwyer (Dwyer et al., 1999) pattern basis,

Dhaussy (Dhaussy et al., 2009) defines a textual lan-
guage, called ”CDL”, for requirement specification.
The requirements are then translated into observer au-
tomata. Furthermore, Dhaussy defines for each re-
quirement a path, called ”context” where the require-
ment should be checked. Finally, the system model,
the observer automata and the context are translated
into IF notation (Intermediate Format). Then, the ver-
ification is carried out using the IFx tool. Second,
Nascimento (Nascimento et al., 2009) presents an ap-
proach for automatic generation of network of timed
automata from a functional specification depicted via
UML class and sequence diagrams. Nascimento uses
UML sequence diagrams for the property specifica-
tion phase. However, sequence diagrams suffer from
a limited expressiveness when dealing with temporal
aspects, since they only depict order.

Unlike the above methods, our approach uses TA
as target notation; TA are assumed to be more expres-
sive and well supported.

On the other hand, several projects have intro-
duced natural-language-based approaches where nat-
ural language is mapped into a more formal specifi-
cation. (Dwyer et al., 1999) proposes several patterns
applicable to properties specification expressed in dif-
ferent formalisms and logics such as LTL, CTL, GIL,
and quantified regular expressions (QRE). (Konrad
and Cheng, 2005) proposes an extension to Dwyer’s
classification and real-time properties are added to the
original classification. Moreover, TCTL, MTL and
RTGIL are used to specify the added real-time prop-
erties.

Comparatively to the above-mentioned works, our
contribution offers the following advantages:
• Our method takes advantage of the flexibility and

expressiveness of UML SM in modeling tasks and
the precision of TA formalism in the verification
tasks, also UML SM are more expressive than
UML sequence diagrams or UML collaboration
diagrams used in other works,

• TA are well supported,
• Patterns facilitate high-level specification and pro-

mote reusability and knowledge capitalization,
• The verification task is reduced to a reachability

analysis, this allows us to overcome some limita-
tions met with some existing tools, such as Up-
paal.

2.2 Observer Technique

We deal with observer whenever we set artifacts to
watch system behavior (Dong et al., 2008). Let us
recall here that the goal of our approach is to check
whether the temporal requirements expected from a
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given system are satisfied. Hence, we make use of
observers in order to express the satisfaction vs the vi-
olation of the predefined requirements (Ghazel et al.,
2009). Typically, checking a given temporal property
consists in examining whether the error state of the
corresponding observer is reachable.

3 OBSERVATION PATTERNS

In this section, we first propose a classification of
all the common temporal requirements one may meet
when dealing with critical systems. Then, we develop
a structured English grammar that we use to express
the predefined properties. Next, we introduce the pat-
terns used in order to monitor the predefined temporal
requirements. Finally, a standardized description of
these patterns is suggested.

3.1 Main Time-constraints

We strive to identify all the common requirements
one may meet when dealing with critical systems.
The main identified requirements are defined and ex-
plained in Table 1 (The relation which denotes that a
system S satisfies a requirement R is written S|=R)
and also are depicted in the shape of a UML Class
diagram (Figure 1). This classification offers the ad-
vantage that it deals with requirements on events only,
since we used to express the requirements on states
using two events: the first event represents the activa-
tion of the state and the other the deactivation.

3.2 Structured English

To facilitate the expression and the formalization of
temporal properties, we have developed a structured
English grammar. This grammar supports both quali-
tative and quantitative properties. Each sentence gen-
erated by our grammar describes a temporal property
and serves as handler that helps expressing and under-
standing the requirement. Our grammar is expressed
below using BNF (Backus-Naur Form ) notation:

Property = {<Scope>: <Specification>};

Specification = {<Entity><Obligation>occur <Reference>} ;

Scope = Global |Before <Entity>|After <Entity>|Between
<Entity>and <Entity>;

Entity = “Event” |“Active( State)” |“Desactive(State)”;

Obligation = must |cannot;

Reference = ((exactly at <time>over) |(After [a delay of <

time>over]) |(<Before [a delay of <time>over])) <Entity>;

Time = <Number>tu;

Number = <Digit>+ ;

Digit = {0|1|2|3|4|5|6|7|8|9} ;

Literal terminals are given in bold font, non-literal
terminals are delimited by quotation marks (“ ”) and
non-terminals are given in italics. The start symbol
of the grammar is property and the language L of the
grammar is finite, since the grammar is non-circular
and has no repetitions.

3.3 Observation Patterns Basis

A pattern is a commonly reusable model in software
systems that guarantees a set of characteristics and
functionalities. The identification of a pattern is based
on the context in which it is used. The goal behind de-
veloping patterns is to offer a support for system de-
sign and development. Using patterns helps in keep-
ing design standardized and useful and minimizes the
reinventing in the design process, since they facili-
tate reusability and knowledge capitalization (Gamma
et al., 1995).

In this work, we define a set of patterns which
will serve as basis to generate observers for all the
identified temporal requirements. The notation used
is UML State Machines. The basis of patterns is in-
troduced regardless the systems’ specification and is
used to model all the common temporal requirement
types that one may express. This pattern basis guar-
antees the reusability and the genericity of the mech-
anisms developed within our approach.

3.4 Pattern Formalization

We have introduced a new temporal requirement clas-
sification that is used in implementing our pattern
repository. Additionally, we include a graphical rep-
resentation of each pattern in the shape of UML SM
diagram. This field will be used later as input model
to the model transformation phase. Each pattern in
the repository contains the following fields:

Pattern Name: The pattern name serves as a handle
for the pattern’s use and describes the type of the
pattern.

Pattern Definition: A short description and defini-
tion of the requirement for which the pattern is
used.

Scoped Structured English Specification: The
scoped structured English sentence captures the
invoked property using the grammar defined
previously. The scope, initially introduced by
Dwyer in (Dwyer et al., 1999), is used to express
the applicability interval (scope) of the property.
Four scopes are used in our grammar: globally,
before an event occurs, after an event occurs and
between two events.
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Table 1: Temporal Requirement’s Taxonomy Descriptions.

Class Category Pattern Name Description
Q

ua
nt

ita
tiv

e

QuantitativeAbsence

Forbidden Before

R ensures that an event (Emon) must never occur before a minimum
Tbe f ore (time unit over ERe f ). S|=R is true if this event does not occur
before Tbe f ore.

Forbidden After

R ensures that an event (Emon) must never occur after a deadline Ta f ter

(time unit over ERe f ). S|=R is true if this event does not occur after
Ta f ter .

Forbidden Between

R ensures that an event (Emon) must never occur between a temporal
interval ]tBegin; tEnd [ (over ERe f ). S|=R is true if this event does not
occur between temporal interval ]tBegin; tEnd [.

QuantitativePresence

MinimumDelay
R ensures that an event (Emon) must occur after a minimum time Tmin

(time unit over ERe f ). S|=R is true if this event occurs after Tmin.

MaximumDelay
R ensures that an event (Emon) must occur before a deadline Tmax

(time unit over ERe f ). S|=R is true if this event occurs before Tmax.

Punctuality
R ensures that an event (Emon) must occur at one punctual date t (time
unit over ERe f ). S|=R is true if this event occurs at the t date.

Q
ua

lit
at

iv
e

Recurrence

UnboundedRecurrence
R ensures that an event (Emon) must occur infinity of time. S|=R is
true if this event occur.

BoundedRecurrence
R ensures that an event (Emon) must occur k time. S|=R is true if this
event occur k time.

QualitativePresence

PresenceAfter
R ensures that an event (Emon) must occur after ERe f have been de-
tected. S|=R is true if this event occurs at least once after ERe f .

PresenceBefore
R ensures that an event (Emon) must occur before ERe f . S|=R is false
if ERe f occurs before Emon.

QualitativeAbsence
AbsenceAfter

R ensures that an event must never occur after ERe f . S|=R is true if
this event does not occur.

AbsenceBefore
R ensures that an event (Emon) must never occu before ERe f r. S|=R
is true if Emon does not occur before ERe f .

Figure 1: Temporal Requirements Classification.

Temporal Logic Description: Contains mappings
of the property monitored by the pattern to
TCTL for each of the four defined scopes. We
chose TCTL since it allows quantitative temporal
properties expression.

4 TRANSFORMATION
APPROACH

Since the observation patterns’ basis has been intro-
duced, we will discuss now how to use this basis in
the verification process. In practice, once the tempo-
ral requirements for the system under study are iden-
tified and extracted, the appropriate patterns for these
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requirements are selected and instantiated with the
suitable parameters, thus resulting in some SM ob-
servers. Each SM observer monitors an elementary
requirement. The SM observers are then translated
into TA observers. This transformation will be pre-
sented hereafter.

4.1 Transformation Idea

In spite of the number of automated analyzers devel-
oped for TA, these tools suffer from two main lim-
itations: the first is that users must be familiar with
their formal notations. The second is the lack of pat-
terns for high-level system design (hierarchy notion
namely). On the other hand, semi-formal languages,
such as UML SM, are suitable for expressing system
requirements. However, the automatic verification of
these models is unfeasible directly. The temporal re-
quirement verification approach that we propose takes
advantage of the expression flexibility of SM and the
analysis facilities offered by TA formalism.

The various rules of the transformation algo-
rithm we have defined are expressed according to the
Model-Driven Architecture (MDA) approach. MDA
is an initiative and a standard proposed by the OMG,
allowing developers to create systems entirely based
on models. It points out the idea of separation of con-
cerns by unlinking/uncoupling the application logic
from the implementation platforms technology (Weis
et al., 2003).

Figure 2 illustrates the use of the MDA four-layer
metamodeling architecture for our transformation;

• The source model (resp. target model) is ex-
pressed according to the source metamodel (resp.
target metamodel),

• The metamodels are defined and expressed ac-
cording to the MOF metametamodel (in our trans-
formation, we used the Ecore metametamodel,
which is the Eclipse implementation of MOF),

• A metamodel is developed for TA. On the other
side, we used the UML metamodel distributed in
the Eclipse framework,

• All the rules are introduced at the metamodel
level,

• The transformation takes a UML SM model as a
source model and generates a TA model with a
corresponding formatted code.

4.2 Time Annotations

Here we use SM as a modeling notation to take advan-
tage of the flexibility they offer. However, since we
strive to obtain an accurate specification, we should

Figure 2: Transformation Approach.

guide the user while introducing the temporal con-
straints. Concretely, we propose a set of timed anno-
tations in order to express the states’ characteristics as
well as the transition guards. Table 2 shows some ex-
amples of them and defines the signification of each
annotation.

Table 2: Time annotations used.

Time annotation Signification
1 at most(Tmax) t≤ Tmax

2 at least(Tmin) t≥ Tmin

3 after(d) t=d
4 between(Tmin, Tmax) Tmin ≤t≤ Tmax

5 upper(Tmin) t> Tmin

6 lower(Tmax) t< Tmax

4.3 Transformation Algorithm

One of the key parts of our method is the translation
of UML SM with time annotations into TA. For sake
of space, we will briefly describe the transformation
rules while giving the source and target element for
each of them in 3. For more details, the reader can
refer to (Mekki et al., 2010).

Table 3: Transformation Rules.

Rule Name Source element:
UML SM

target element:
TA

FromStateMachine StateMachine TA
Simple2Simple State State
Final2State Final Pseudostate State
OR2Automata State Automaton
AND2Automata State Automaton
Trans2Trans Transition Transition
Entry2State EntryAction State
Exit2State ExitAction State
Do2State DoActivity State

The main rule of this algorithm is FromStateMa-
chine rule. This rule is the first one carried out by
the transformation algorithm. It picks elements in
the source model, then calls on other rules to trans-
late the selected elements into TA elements in the tar-
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get model. Likewise, the called rules behave in the
same way; they select elements in the source model
and call the appropriate rule for transforming them.
For example, the FromStateMachine rule is applied
to elements of type “UML::StateMachine” and trans-
lates them into a “TA::AutomataMachine” element.
Also, different element types are selected and differ-
ent rules are called on in this rule. First, the rule
selects all the UML states. Then for each selected
state, according to its type, the rule Simple2Simple or
OR2Automata or AND2Automata is called on. Sec-
ondly, it translates the “UML::Transition” elements
by invoking rule Trans2Trans. Also, this rule deals
with another element type, the “UML::Pseudostate”,
by invoking some other rules such as Final2State.

This internal transformation process is the same
for all the rules; each rule transforms the source ele-
ment into the target one. Then, it selects subelements
of the source element and calls on the appropriate rule
to transform them.

4.4 Verification Process

Once our observation patterns’ basis is implemented,
we introduce a verification process based on this ba-
sis. This section will outline the global architecture
of our approach. The architecture is depicted graphi-
cally in Figure 3 (Mekki et al., 2009).

Concretely, our approach is composed of four pro-
cesses: first, temporal requirements for the system un-
der study are identified and extracted. Second, the
appropriate patterns for these extracted requirements
are selected and instantiated with the suitable param-
eters. This second process results in some SM ob-
servers. Each SM observer corresponds to an elemen-
tary requirement. Third, the SM observers are trans-
lated into TA observers. In parallel and in the same
way, the specification under study (SM model with
time annotations) is abstracted and translated into a
TA model. The translation from the UML SM to TA
is performed using the MDA model transformation
technique as shown previously.

Finally, the generated TA are synchronized with
the formal system’s specification model (TA) to gen-
erate a global model holding both the system speci-
fication and the requiements’ monitoring. Thus, the
verification task is reduced to an error-state reachabil-
ity search on the obtained global model.

Figure 3: Method Global View.

5 CASE STUDY

5.1 Case Study Description

A classical automatic level crossing system is com-
posed of several modules. The local control sys-
tem which manages the traffic in the crossing area,
a pair of barriers (gate), traffic lights whose role is to
alert and prevent road users from entering the cross-
ing zone and a train-sensing module which monitors
trains approaching/leaving (Ghazel, 2009). The sub-
systems mentioned above execute in parallel and syn-
chronize through events.

Several requirements ∗ are given in textual speci-
fication in Figure 4. Next, using this textual specifi-
cation, we will show how patterns are used to express
and monitor requirements.

5.2 Using Patterns

For sake of space, only two requirements will be
checked on the basis of the textual system specifi-
cation. For each requirement, formalization is intro-
duced using the defined generic template. First, a tex-
tual description of the requirement is presented, fol-
lowed by an intuitive graphical representation in the
shape of an UML SM (SM patterns). Then, a defi-
nition using our structured English grammar is given
and finally a temporal logic expression is used to ex-
press formally the requirement. 1) The 1st require-
∗http://www.dagstuhl.de/fileadmin/redaktion/Programm/Seminar/

07241/07241.CaseStudy.pdf
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1. “. . . As long as an approaching train runs over the activation
sensor the sensor shall generate an occupied signal. When the last
axle of the train has traversed the activation sensor it shall
generate a free signal again. If the control unit receives an
occupied signal from the activation sensor in the unsaved mode, it
will enter the saving mode and gives the command to turn on the
yellow lamp of the set of lights. Three seconds after entering the
saving mode the control unit has to give the command for
switching off the yellow lamp and turning on the red lamp. . . ”

2. “. . . By entering saved mode the controller shall switch on the
supervision signal to show signal aspect LC1, which means to turn
on the blinking light. Twelve seconds after the system has entered
the safed mode it must start to lower the gate. The activity of
lowering or raising the gate must not last longer than six seconds
from one end position to the other. When the gate has reached the
lower end position within the six seconds interval the control unit
will enter the mode saved and gates closed. . . ”

Figure 4: Specification Example.

ments states that three seconds after receiving the en-
tering signal, the controller should send command for
switching lights. This requirement consists in a punc-
tuality property (Figure 5) of 3 seconds between en-
tering signal and switch signal.

Punctuality Pattern

Pattern Name: Punctuality

Textual Description: The Punctuality pattern is used to check that a
given event execution is delayed by exactly d time units relatively
to a given reference.

UML SM Diagram:

Structured English:
Scope “switch” must occur exactly at “3” tu over “entering”.

Temporal Logic description:

Globally: AG[receive(entering)⇒ AF=d receive(switch)]

After Ea: AG(Ea→(EG[receive(entering)⇒ AF=d receive(switch)]))

Before Eb: A((AG[receive(entering)⇒ AF=d receive(switch)]) U Eb)

Between Eb and Ee:
P=AG[receive(entering)⇒ AF=d receive(switch)]
AG((Eb ∧¬Ee)→(P) U Ee)

Figure 5: Punctuality Pattern.

2) The 2nd requirement states that the command sig-
nal closed should be detected at most 19 seconds after
entering signal. This requirement consists in maxi-
mumdelay property (Figure 6) of 19 time units be-
tween entering and closed signals.

MaximumDelay Pattern

Pattern Name: MaximumDelay

Textual Description: The MaximumDelay pattern is used to check if
event execution is delayed by at most a given value ` time units
from a given reference. This value ` should be in [0, Tmax] interval.

UML SM Diagram:

Structured English: Scope “closed” must occur Before a delay of
“19” tu over “entering”.

Temporal Logic description:

Globally: AG[receive(entering)⇒¬closed U≤19 receive(closed)]

After Ea:
AG(Ea→(AG[receive(entering)⇒ (¬closed U≤19 receive(closed))]))

Before Eb:
A((AG[receive(entering)⇒ (¬closed U≤19 receive(closed))]) U Eb)

Between Eb and Ee:
P=AG[receive(entering)⇒ (¬closed U≤19 receive(closed))]
AG((Eb ∧¬Ee)→(P) U Ee)

Figure 6: MaximumDelay Pattern.

5.3 Verification

The above step consists in instantiating the appropri-
ate patterns in order to obtain observers for the ex-
tracted requirements. These observers are then trans-
lated into TA models to be synchronized with the sys-
tem specification. The verification process consists in
examining the reachability of the KO-states within the
observers. The verification of our case study is carried
out using the UPPAAL model checker.

6 CONCLUSIONS

In this paper, we have presented a model-based
method applicable to formal specification and valida-
tion of time-constrained systems. The approach uses
a set of observation patterns that we have established
and which act as watch-dogs for the defined temporal
requirements. Each pattern has been defined using a
standard template we developed. Using patterns of-
fers genericity and reusability.

On the other hand, we have developed a trans-
formation algorithm to translate SM with time anno-
tations into TA. The aim being to make a basis for
the verification process. For this purpose, we have
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introduced a TA metamodel using an extended def-
inition of the original TA definition given by (Alur
and Dill, 1994) (for briefness reasons, the TA meta-
model description is omitted in this paper). Once the
relationships (transformations rules) between UML
SM metamodel elements and TA metamodel ele-
ments are defined, we expressed them in the QVT
(Query/View/Transformation) language, defined by
the OMG as the standard for the transformation phase.
Then we used QVTo -an Eclipse Plugin- to run the al-
gorithm.

Processing the verification upon the TA observers
synchronized with the system specification reduces
the verification task to a reachability analysis of the
KO-nodes within the observers.

Validation of the model transformation algorithm
we have developed is a key issue to ensure the correct-
ness of our approach. Hence, a rigorous validation
step is still needed where several properties should
be checked such as; syntactic and behavioral equiv-
alence, termination and confluence (Küster, 2006).

Based on the structured English grammar we have
developed, a prototype tool which offers interest-
ing facilities in terms of requirements specification
and requirements consistency-check has been imple-
mented. A subsequent step will be to extend this tool
with a new module which automatically instantiates
observers for the entered requirements using the ob-
servation patterns repository.
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Abstract: Surveillance and convoy tracking applications often require groups of networked agents for redundancy and
better coverage. An important goal upon deployment is to establish a formation around a target. Although there
exist distributed algorithms using only local communication that achieve this goal, they typically ignore desta-
bilizing effects resulting from implementation uncertainties, such as network delays and data loss. This paper
resolves these issues by introducing a discrete-time distributed design framework that uses a compositional,
passivity-based approach to ensure lm

2 -stability regardless of overlay network topology, in the presence of net-
work delays and data loss. For the restricted case of a uniform node degree in the overlay network topology,
the paper shows that asymptotic formation establishment is achieved. Finally, simulations of velocity-limited
unmanned air vehicles (UAVs) are presented that demonstrate the robustness of the network architecture to
network delays and data loss.

1 INTRODUCTION

Modern surveillance and convoy tracking applica-
tions often require deploying groups of unmanned
aerial vehicles (UAVs). The benefit of using multi-
ple UAVs is redundancy, which reduces the likelihood
of missing interesting events on the ground, in the
presence of obstructions caused by nonuniform ter-
rain, vegetation, or man-made structures. Further, the
additional UAVs provide greater breadth of coverage.
A central task for such multi-agent systems is to es-
tablish a formation around an area of interest. For
example, an n-gon with a target as its center, at the
appropriate radius, may simultaneously provide sig-
nificant redundancy and breadth of coverage.

Performing coordinated tasks in multi-
agent systems using only local information has
been studied extensively over the past decade
(Olfati-Saber et al., 2007), (Ren et al., 2005),
(Olfati-Saber, 2006). Typically, in group coordi-
nation the desired formation emerges from the design
of the control law. In (Fax and Murray, 2004), the
so-called information filter is used for formation sta-
bility of LTI systems. For coordination of nonlinear
systems, contraction theory with wave variable com-
munication (Wang and Slotine, 2006), explicit design
of Lyapunov vector fields (Lawrence et al., 2008),

and passivity (Arcak, 2007), (Ihle et al., 2007),
(Bai et al., 2008), (Igarashi et al., 2008), have been
used successfully.

Much of the above work - especially the passivity-
based methods - has considered continuous-time
systems; however, for implementation discrete-
time design is needed. In addition, implementa-
tion uncertainties such as network delays and data
loss must be taken into consideration. This pa-
per focuses on decoupling the control design and
discrete-time implementation by using a passivity-
based framework inspired by work in telemanip-
ulation (Chopra et al., 2008), port-Hamiltonian sys-
tems (Stramigioli et al., 2005), and network control
(Kottenstette et al., 2009).

The unifying concept in the aforementioned work
is the scattering formalism, which has traditionally
been applied to power variables (effort and flow)
while closing the loop on velocity. In this work, the
scattering formalism is used abstractly (without the
physical interpretation) to close the loop on position.

The contributions of this paper are three-fold.
First, we introduce a compositional network control
system (NCS) design approach that guarantees pas-
sivity of the networked system. Secondly, we show
that the coupled multi-agent network is lm

2 -stable for
any bidirectional overlay network with asymmetric

53



delays whenever the input-output mapping of each
agent is strictly-output passive. The stability re-
sult holds for packet-switched networks using easily
enforced constraints. Thirdly, for the single-input,
single-output (SISO) case, we perform steady-state
analysis and we show that the multi-agent network
can establish an n-gon upon deployment. Finally, we
provide simulations using Simulink/TrueTime to il-
lustrate the approach for controlling velocity-limited
quadrotor UAVs. Simulink is a graphical user envi-
ronment (GUI) used for the modeling, simulation, and
analysis of dynamical systems (MathWorks, 2008).
TrueTime extends Simulink with platform related
modeling concepts (i.e., networks, clocks, sched-
ulers) and supports simulation of networked and em-
bedded control systems with implementation effects
(Ohlin et al., 2007).

The rest of the paper is organized as follows: Sec-
tion 2 provides the formal problem statement and
other preliminaries. The distributed NCS design
framework is introduced in Section 3. The main the-
oretical results are detailed in Section 4. Section 5
presents simulations in Simulink/TrueTime illustrat-
ing our results. Finally, Section 6 provides concluding
remarks and future work.

2 PRELIMINARIES

Consider the problem of n agents establishing a for-
mation around a target inR2. Assume a global inertial
coordinate system and suppose the starting positions
of the agents are arbitrary. The goal is to establish
an n-gon, where the n agents tend to the coordinates
of the vertices asymptotically. Formally, we assign a
vertex νi of the n-gon to agent i, with position xi(k),
i = 1,2, . . . ,n. Then we require

lim
k→∞

‖xi(k)−νi‖2 = 0. (1)

We consider a network of n interacting agents with
communication topology described by a connected
undirected graph, G = (V,E), where V = {1,2, . . . ,n}
describes the agents and E ⊂ V ×V models the bidi-
rectional communication. Additionally, each bidirec-
tional link may have asymmetric, time-varying de-
lays. The delays are denoted di j(k) for link (i, j) ∈ E.

For the purpose of analysis, it is useful to intro-
duce the adjacency matrix, A = [ai j], associated with
graph G (Godsil and Royle, 2001). For an undirected
graph, the adjacency matrix is a symmetric matrix
(i.e., A = AT), and is mathematically defined by

ai j =

{
1 (i, j) ∈ E;
0 (i, j) /∈ E.

(2)

Additionally, we define the set of neighbors, Ni, of a
node i as those nodes which send messages to i, given
by Ni = { j ∈V | a ji 6= 0}. Finally, we denote the num-
ber of neighbors by |Ni|= ni.

The agents communicate and process signals in
the extended l2-space of functions that map N∪{0}
to Rm, denoted lm

2e, which are mapped onto lm
2 by the

truncation operator defined by

( f )N =

{
f (k) 0≤ k ≤ N−1;
0 otherwise.

(3)

Further, for all f ,g ∈ lm
2e define

〈 f ,g〉N ,
N−1

∑
k=0

f T(k)g(k). (4)

We use definitions for lm
2 -stability and passiv-

ity for discrete-time systems, which are anal-
ogous to the continuous-time counterparts in
(van der Schaft, 1999):

Definition 1. Given a discrete-time system defined by
its input-output mapping, G : lm

2e → lm
2e, the discrete-

time system is lm
2 -stable if

u ∈ lm
2 =⇒ G(u) ∈ lm

2 . (5)

Definition 2. Let G : lm
2e → lm

2e. Then, for all u ∈ lm
2e:

1. G is passive if there exists some constant β ∈ R
(called the bias) such that

〈G(u),u〉N ≥−β, ∀N ∈ N; (6)

2. G is strictly output passive if there exists some
constants β ∈ R and ε > 0 such that

〈G(u),u〉N ≥ ε‖(G(u))N‖2
2−β, ∀N ∈ N. (7)

We assume a synchronous network, with period
T .1 Further, each agent shares information only lo-
cally (no global shared resources). However, the de-
sired setpoints are calculated prior to deployment. Fi-
nally, the agents begin execution at time index k = 0.

3 NCS DESIGN

This section details the distributed network control
system (NCS) design. The objective is to provide
a passive-by-construction, discrete-time multi-agent
network. In general, the overlay network is bidi-
rectional with asymmetric delays. For simplicity,
consider the three node network shown in Figure 1.

1We assume the agents use a clock synchronization
algorithm prior to deployment to ensure this assumption
holds.
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Each node represents a UAV, with each edge model-
ing the communication between UAVs. Realistically,
each link in the network is subject to delay imposed
by packet handling and transmission delays. This
is modeled by the time-varying delays (e.g., di j(k)),
shown in Figure 1. The u and v variables in the fig-
ure are power wave variables, which are described in
Section 3.2.

Figure 1: A three node network with time-varying delays in
the communication links.

3.1 Agent Model

The agent model is shown in Figure 2. Each agent i
receives an input reference, ri, which influences the
output, yi, of the agent through the system mapping,
Hi. Hi describes a compensated plant, and is re-
quired to be strictly output passive. The variables xi
and yi are transformed into the wave domain through
the scattering transformation. The node’s wave vari-
ables uii and vii are coupled to other nodes through
a power junction, PJi, which allows two or more sys-
tems to be connected in a passivity-preserving manner
(Kottenstette et al., 2009). The scattering transforma-
tion and power junction are crucial to ensuring pas-
sivity of the networked system and will be described
in the next section.

For simplicity, we model the UAVs with a point
mass along two dimensions. We denote the point
mass system, Hp : fI → yI , in which fI ∈ R2 is the
inertial control force and yI ∈ R2 is the inertial posi-
tion as depicted in Figure 3. The equations of motion
are

ẏI(t) = vI(t)
Mv̇I(t) = fI(t).

Using the point mass model for each agent i, we
design an inertial position control system, which we
denote HI : ei → yI , shown in Figure 3. The inner loop
gain of the compensator is ωcM (ωc > 0) and the outer

Figure 2: Node architecture.

loop gain ωc
2 . The overall equation of motion

ÿI =−ωcẏI − ω2
c

2
(yI − ei) =−2ζωnẏI −ω2

n(yI − ei)

clearly indicates a stable second order system with
natural frequency ωn = ωc√

2
and damping coefficient

ζ = 1√
2
, where yI = ei at steady state. It can be shown

that the inertial position control system is inside the
sector [a,1], where a = − 1

2(1+
√

2)
(Zames, 1966),

(Kottenstette and Porter, 2009). Therefore, the sys-
tem HI : ei → yI is not strictly output passive; how-
ever, by adding a high-pass filter in parallel, the sys-
tem may be rendered strictly output passive, as de-
picted in Figure 4 (with c = 2). Since ei = yi =
yI at steady state, the inertial position of the sys-
tem may be directly controlled. This model is dis-
cretized using a bilinear-like transform, called the
inner-product equivalent sample and hold (IPESH)
transform, which preserves the conic properties of the
system (Kottenstette et al., 2009).

Figure 3: Inertial position control system.

3.2 Network Model

In distributed control applications the information
transmitted across the network has inherent physical
meaning. It is well known that transforming these
physical variables into the wave domain can preserve
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Figure 4: Strictly output passive inertial position control
system.

passivity and stability for a single bidirectional con-
nection (Chopra et al., 2008) and for star networks
(Kottenstette et al., 2009). In this paper, we extend
these approaches to distributed networks with arbi-
trary overlay topology. The network model is dis-
tributed in the sense that all nodes in the network com-
municate only locally.

We formally define the scattering transformation
as follows. For each i ∈V , the scattering transforma-
tion produces power waves uii(k) and vii(k) defined
by

uii(k) = 1√
2bi

(biyi(k)+ xi(k)), (9a)

vii(k) = 1√
2bi

(biyi(k)− xi(k)). (9b)

This definition is similar to the one in
(Niemeyer and Slotine, 2004), with the force and
velocity variables replaced with xi and yi. In general,
we place no restriction on the physical meaning of xi
and yi; however, for our UAV model, xi and yi denote
position. The scattering transformation is treated
as a mathematical definition, with the characteristic
impedance, bi, having appropriate units for physical
consistency.

Next, we define the power junction, which allows
two or more systems to be connected in the wave do-
main in a passivity-preserving manner.

Definition 3. Fix m, p ∈ N, p ≥ 2. Then, a power
junction is a function f : lmp

2e → lmp
2e , which satisfies

for all ξ ∈ lmp
2e and all k ∈ Z+ the inequality

ξT(k)ξ(k)≥ f (ξ(k))T f (ξ(k)). (10)

The vector ξ(k) in the definition of the power junc-
tion is formed by concatenating the p inputs in lm

2e into
a single mp-dimensional column vector. For analyz-
ing our network model, it is useful to pair the p in-
puts to their corresponding outputs in the output col-
umn vector, f (ξ(k)), and partition the set of pairs into
two disjoint sets Sin and Sout . These sets denote the
net flow of power into and out of the power junction,
respectively. Formally, for i ∈ Sin and o ∈ Sout , let

ui,vo ∈ lm
2e denote the inputs and vi,uo ∈ lm

2e denote
the outputs of the power junction. Then (10) may be
rewritten as

∑
i∈Sin

uT
i (k)ui(k)− vT

i (k)vi(k)≥

∑
o∈Sout

uT
o (k)uo(k)− vT

o (k)vo(k).
(11)

We implement each node’s power junction as a
linear set of equations. Specifically, we use the fol-
lowing equations. For each i ∈V , j ∈ Ni, and k ∈ Z+,
the outgoing waves are computed as

ui j(k) = 1√
ni

uii(k), (12a)

vii(k) = 1√
ni ∑

j∈Ni

v ji(k). (12b)

Although the functional form of the power junc-
tion is not constrained to be linear, these equations
simplify the steady state analysis and exhibit a local
averaging behavior in regular networks. This can be
seen as follows. Consider the wave variables that in-
fluence the power junction at a given node i, shown
in Figure 5, and suppose ni = n j ≡ η, ∀i, j ∈ V (i.e.,
a regular network). Then, for each j ∈ Ni, v ji(k) =
u ji(k−d ji(k)). Thus, an expression for vii(k) is given
by

vii(k) = 1√
η ∑

j∈Ni

v ji(k)

= 1√
η ∑

j∈Ni

u ji(k−d ji(k))

= 1√
η ∑

j∈Ni

1√
η u j j(k−d ji(k))

= 1
η ∑

j∈Ni

u j j(k−d ji(k)).

Therefore, in regular networks, the input wave vari-
able, vii(k), is the average of its neighbors’ delayed
output wave variables, u j j(k−d ji(k)), j ∈ Ni.

Due to the presence of delays and data loss
some (or all) of the v ji(k) may not be received at
time k, in which case v ji(k) , 0. Handling de-
layed and dropped packets as null packets satisfies
the synchronous assumption and preserves passivity
(Chopra et al., 2008). Before proceeding to describe
the constraints on delayed and lost data, we prove our
claim that the implementation given by (12) satisfies
the definition of a power junction.

Lemma 1. The implementation defined by (12) satis-
fies the power junction constraint.

Proof: From the remarks following the power
junction definition, it is sufficient to show that (12)
satisfy (11). Clearly, a sufficient condition for satis-
fying (11) is to enforce the following constraints for
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Figure 5: The neighbors of a node, showing the wave vari-
ables influencing the node through the power junction.

each component l = 1,2, . . . ,m,

∑
j∈Ni

u2
i jl (k)≤ u2

iil (k), (13a)

v2
iil (k)≤ ∑

j∈Ni

v2
jil (k), (13b)

where Sin = {ii} and Sout = {i j | j ∈Ni}. To show that
(13a) is satisfied, we use (12a), which yields

∑
j∈Ni

u2
i jl (k) = ∑

j∈Ni

1
ni

u2
iil (k) = u2

iil (k).

For (13b) we combine (12b) with the Cauchy-
Schwartz inequality to get

v2
iil (k) = 1

ni
( ∑

j∈Ni

v jil (k))
2 ≤ ∑

j∈Ni

v2
jil (k).

2

Finally, we constrain the network model by pre-
venting retransmission of data for each agent. Also,
as mentioned above, whenever receiver’s buffers are
empty, we process null packets. Based on these as-
sumptions, each channel (i, j) ∈ E satisfies the fol-
lowing inequality regardless of time-varying delays
and data loss (Chopra et al., 2008),

‖(vi j)N‖2
2 ≤ ‖(ui j)N‖2

2, holds ∀N ∈ N. (14)

This inequality states that each channel, viewed as the
input-output mapping shown in Figure 6, is passive.

4 ANALYSIS

4.1 Passivity of the Networked System

In this section we first prove that the network model
is passive and then show that the input-output map-

Figure 6: A point-to-point connection using the scattering
formalism to ensure passivity of the bidirectional connec-
tion subject to asymmetric time-varying delays, shown in-
side the dashed box.

ping describing the networked system is strictly out-
put passive. Figure 7 shows the passive network. The
following lemma proves that the portion inside the
dashed box of Figure 7 is passive.

Figure 7: A three node network illustrating the passive net-
work, shown inside the dashed box.

Lemma 2. Consider a network of n interacting dy-
namic systems constrained to the design framework
described in Section 3. Then, the global energy con-
straint

n

∑
i=1
{‖(uii)N‖2

2−‖(vii)N‖2
2} ≥ 0 (15)

is satisfied for all N ∈ N, regardless of time-varying
delays and data loss.

Proof: Sum the power constraints (11) of each
node i, with Sini = {ii} and Souti = {i j | j ∈ Ni}, from
time k = 0 to k = N−1 and sum the resulting inequal-
ities over all nodes (rearranging the terms in the sums
appropriately). Then, invoke (14) to obtain

n

∑
i=1
{‖(uii)N‖2

2−‖(vii)N‖2
2}

≥
n

∑
i=1

∑
j∈Ni

ai j{‖(ui j)N‖2
2−‖(vi j)N‖2

2}

≥ 0.

2
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The energy constraint of (15) also implies that
collectively, the mapping from the xi to the yi, i =
1, . . . ,n, is passive (see Figure 2). To show this, con-
sider the following power constraint, which may eas-
ily be derived from (9a) and (9b)

1
2 (uT

ii (k)uii(k)− vT
ii (k)vii(k)) = yT

i (k)xi(k). (16)

Substitute (16) into (15) to obtain
n

∑
i=1
〈yi,xi〉N ≥ 0. (17)

Define x(k) and y(k) as the nm× 1 column vectors
formed by concatenating the xi(k) and yi(k), respec-
tively, of each node. Then, it follows that

〈y,x〉N ≥ 0,

which satisfies the definition of passivity (6), with β =
0.

We conclude the section by proving that the entire
networked system (e.g., the three node system in Fig-
ure 7) is strictly output passive for arbitrary network
topologies.

Theorem 1. Consider a network of n interacting dy-
namic systems constrained to the design framework
described in Section 3. Define r(k) and y(k) as the
nm× 1 column vectors formed by concatenating the
ri(k) and yi(k), respectively, of each node. Finally,
define the input-output mapping H : lnm

2e → lnm
2e such

that H(r(k)) = y(k). Then, H is strictly output pas-
sive.

Proof: Since each Hi is strictly output passive,
there exists εi > 0 and βi, for all i ∈V , such that

〈yi,ei〉N ≥ εi‖(yi)N‖2
2−βi. (18)

Making the substitution, xi(k) = ri(k)−ei(k) into (17)
and using the linearity of the inner-product, gives

n

∑
i=1
〈yi,ri〉N ≥

n

∑
i=1
〈yi,ei〉N . (19)

Substituting (18) into (19) yields
n

∑
i=1
〈yi,ri〉N ≥ ε

n

∑
i=1
‖(yi)N‖2

2−β, (20)

where ε = mini{εi} and β = ∑n
i=1 βi. Finally, we

rewrite (20) as

〈y,r〉N ≥ ε‖(y)N‖2
2−β. (21)

2

4.2 Stability

The previous result shows that the networked system
defined by the mapping H is strictly output passive. It
then follows that H is lm

2 -stable.
Theorem 2. The mapping H(r(k)) = y(k) defined in
Theorem 1 is lm

2 -stable.
Proof: We begin with the notion of finite lm

2 -gain.
The map G has finite lm

2 -gain if there exists finite con-
stants γ,β such that for all N ∈ N

‖(G(u))N‖2 ≤ γ‖(u)N‖2 +β, ∀u ∈ lm
2e. (22)

It is well known in continuous-time
(van der Schaft, 1999) and has been shown for
discrete-time (Kottenstette and Antsaklis, 2007) that
a sufficient condition for a system to have finite
lm
2 -gain is for the system to be strictly output passive.

Therefore, by Theorem 1, H has finite lm
2 -gain.

Now suppose u ∈ lm
2 (i.e., ‖u‖2 < ∞). Then take

N → ∞ in (22). This leads to

‖G(u)‖2 ≤ γ‖u‖2 +β < ∞, ∀u ∈ lm
2 .

Therefore, H(u)∈ lm
2 . By Definition 1, H is lm

2 -stable.
2

From the proof of Theorem 2, we see that any
system that is strictly output passive is necessarily
lm
2 -stable. Therefore, each agent described by Hi is

inherently stable. The benefit of the passivity-based
network framework is that it ensures that interactions
caused by the network do not destabilize the net-
worked multi-agent system. This result holds even in
the presence of time-varying delays and data loss (un-
der the assumptions outlined in Section 3.2) because
the passivity results hold. Moreover, the networked
multi-agent system will remain stable regardless of
network topology.

4.3 Steady-state Analysis

To analyze the behavior of the coupled multi-agent
system, we consider the system at steady-state. In
order to do this, we assume that each strictly output
system, Hi, admits a steady-state solution whenever a
constant input is applied. With this assumption, there
exists a steady-state solution for the multi-agent sys-
tem (provided there is no data loss), since the rest of
the networked system is linear. For simplicity, we as-
sume the system is SISO. If the degrees of freedom of
the system are decoupled, this result may be applied
to MIMO systems.
Theorem 3. Consider a network of n interacting
SISO agents designed using the framework described
in Section 3 and ignore time delays and data loss. As-
sume the inputs, ri, reach steady-state and consider
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the outputs, yi, as k → ∞. If Hi at each node i has
steady-state gain gi, then the steady-state output of
node i is given by

yi = gi
bigi+1

[
ri +

√
2bi√
ni ∑

j∈Ni

1√
2b jn j

[ b jg j−1
g j

y j + r j]

]

(23)

Proof: Since time delays and data loss are ig-
nored, we drop the time index. Using the relation
ei = ri− xi and replacing Hi with gi, the input-output
relation yi = Hi(ei) may be written as

yi = gi(ri− xi). (24)

Next, substituting (24) into (9b) and solving for xi
yields

xi = −√2bi
bigi+1 vii +

bigi
bigi+1 ri. (25)

Substituting (25) into (24) and reducing gives us

yi = gi
bigi+1 ri +

√
2bigi

bigi+1 vii. (26)

Combining v ji = u ji with (12a) at node j (roles of j
and i are reversed), produces

v ji = 1√n j
u j j.

Substituting this into (12b) for node i yields

vii = 1√
ni ∑

j∈Ni

1√n j
u j j. (27)

Now, solving (24) at node j for x j and substituting
into (9a) at node j produces

u j j = 1√
2b j

(
b jg j−1

g j
y j + r j

)
(28)

Substitute (28) into (27) to get

vii = 1√
ni ∑

j∈Ni

1√
2b jn j

(
b jg j−1

g j
y j + r j

)
(29)

Finally, substitute (29) into (26) to obtain (23). 2

Theorem 3 provides a system of n equations de-
scribing the system asymptotically (as k → ∞). The
system of equations described by (23) are clearly cou-
pled and depend on the overlay network structure. For
the case of a regular topology, the following corol-
lary characterizes the system of equations and pro-
vides the means to precalculate the reference inputs
to asymptotically achieve a desired setpoint. For the
two-dimensional agent model described in Section
3.1 the two degrees of freedom are decoupled, so we
use this corollary to establish an n-gon around the tar-
get, as described in Section 2.

Corollary 1. Consider a network of n SISO agents
with a regular overlay network topology (i.e., ni =

n j ≡ η ∀i, j ∈ V ). If all of the systems Hi have iden-
tical steady-state gain g and each scattering trans-
formation has the same impedance b, the system of
steady-state equations may be written as

y = g
bg+1

(
r + 1

η A[ bg−1
g y+ r]

)
, (30)

where y and r are defined in Theorem 1 and A is
the adjacency matrix of the regular overlay network
topology. Assuming the inverse of (ηI + A) exists, we
may solve this equation for r to obtain

r = 1
g (ηI +A)−1 ((bg+1)ηI− (bg−1)A)y. (31)

5 SIMULATIONS

The experimental setup involves a network of eight
UAVs that communicate in a regular overlay network
topology, each with degree η = 4, and a synchronous
sampling period of T = 0.01 seconds. Each UAV
moves in the plane, influenced by its own input and
the wave variables received from its neighbors. We
model the UAVs as described in Section 3.1, so that
each has a steady state gain, g = 1, and characteris-
tic impedance, b = 1. The dynamics of the velocity
limited UAVs are implemented using Simulink mod-
els while TrueTime is used to simulate the network
dynamics and communication between neighboring
UAVs. The network protocol used is IEEE 802.11b,
with a speed of 11 Mbps.

5.1 Evaluation

We present five scenarios to demonstrate our design
framework.
Experiment 1: Nominal Case. In this experiment,
delays and data loss are ignored. Figure 8a shows a
plot of the eight UAVs enclosing the target at the ori-
gin, within a radius of 100m. The data points show
the evolution of the UAVs from their initial positions
to their final positions. The UAVs cooperatively en-
close the target and each agent is 100m away from the
target, thus achieving the desired goal.

Figure 8b shows the x-positions of four agents
(UAVs 1, 3, 5, and 8) over a period of 200 seconds.
The desired x-positions for the four agents are 100m,
0m, 0m and -100m, respectively. These values corre-
spond to the desired configuration and are achieved in
about 160 seconds.

Figure 9 shows the average and maximum errors
of all the UAVs’ positions relative to the desired con-
figuration. From the figure, the average and maxi-
mum error reach the value of zero after 160 seconds
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Figure 8: Network of UAVs (nominal case).
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Figure 9: Average and maximum errors of UAVs’ positions
(nominal case).

which corresponds to the time the UAVs achieve the
desired configuration.
Experiment 2: Nonuniform Constant Time De-
lays. This experiment demonstrates the robustness of
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Figure 10: Average and maximum errors of UAVs’ po-
sitions (nonuniform constant delay in all communication
channels).

150 160 170 180 190 200
0

1

2

3

4

5

6

7

Time(s)

E
rr

o
r(

m
)

Average and Maximum Errors of UAV positions

 

 
Average Error(Packet Loss Case)
Maximum Error(Packet Loss Case)
Average Error(Nominal Case)
Maximum Error(Nominal Case)

Figure 11: Average and maximum errors of UAVs’ posi-
tions (ten percent probability of packet loss).
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Figure 12: Average and maximum errors of UAVs’ posi-
tions (time-varying delay case).

the distributed network of UAVs to nonuniform con-
stant delays. We introduce nonuniform time delays,
between 1 to 10 seconds, in all the communication
channels of the network. Figure 10 shows the average
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Figure 13: Average and maximum errors of UAVs’ posi-
tions (time-varying delay and packet loss case).
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Figure 14: UAVs and target positions (time-varying delay
and packet loss case).

and maximum errors, comparing the nominal case to
the case with nonuniform constant delays. From the
figure, the average and maximum errors for the delay
case reach the value of zero after 200 seconds, taking
about 40 seconds more time than in the nominal case
to reach the desired configuration. The presence of
time delays in the network does not prevent the agents
from reaching the desired configuration; however, the
time delays increase the time it takes to reach the de-
sired configuration.

Experiment 3: Data Dropouts. This experiment
demonstrates the effect of packet loss on the behav-
ior of the UAVs. A probabilistic model is used to im-
plement the loss of packets in the channels. For our
studies, we simulate the case of a ten percent prob-
ability of packet loss. Figure 11 shows the average
and maximum errors, comparing the nominal case to
the case of ten percent probability of packet loss. The
plot shows that even with ten percent packet loss, the
UAVs still manage to come very close to the desired
configuration, demonstrating the resilience of the net-

work. Due to the packet loss, the UAVs will never
reach a steady state; however, the UAVs’ positions
end up within a maximum error of 6 meters and an
average error of 4 meters of the desired configuration.
Experiment 4: Time-varying Delays. This experi-
ment demonstrates the effect of time-varying delays
on the behavior of the UAVs. To simulate the case
of time-varying delays, we incorporate a disturbance
node in the network. The sampling period of the dis-
turbance node is set to a value of 0.05 seconds, and
the disturbance node floods the network with distur-
bance packets based on a Bernoulli process with pa-
rameter d. The disturbance node samples a uniformly
distributed random variable X [k] ∈ [0,1] every 0.05
seconds. If X [k] > d, a disturbance packet is forced on
the network. Figure 12 shows the average and maxi-
mum errors, comparing the nominal case to the time-
varying delay case, with d = 0.5. The plot shows that
in the presence of time-varying delays, the UAVs re-
main stable and settle within a maximum error of 0.09
meters and an average error of 0.02 meters from the
desired configuration.
Experiment 5: Combined Network effects. The
experiment demonstrates the combined effects of ten
percent packet loss and time-varying delays on the be-
havior of the UAVs. This experiment studies the com-
bined network effects of time-varying delays and data
loss in order to simulate the real world dynamics of
the network. Again, the time-varying delays are intro-
duced through the disturbance node with d = 0.5. Fig-
ure 13 shows the average and maximum errors, com-
paring the nominal case to the case with the combined
network effects. The figure shows that the average
and maximum errors increase slightly after appearing
to settle near 5 meters. This occurs because one of the
UAVs actually moves interior to the circle around the
target, shown in Figure 14. The UAV directly below
the target is approximately 15 meters away from its
desired location, and causes the maximum error seen
in Figure 13.

6 CONCLUSIONS

Discrete-time implementation of networked multi-
agent systems introduces significant challenges
caused by effects such as network delays and data
loss. This paper proposes a passive-by-construction
distributed network control design framework that en-
sures lm

2 -stability in the presence of these network ef-
fects. Using steady-state analysis, we show how to
control the agents in the multi-agent network in order
to establish an n-gon upon deployment. Simulations
supporting the theoretical results are presented on the
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Simulink/TrueTime platform. In future work, we plan
to extend the design framework to achieve other group
oriented tasks such as output synchronization, forma-
tion control, and rendezvous. We will also extend the
work to formations in R3.
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Abstract: In this paper characteristics of defining hyperplanes of constant returns to scale technology in DEA have 
been investigated. A defining hyperplane namely H is a type of hyperplane that with the elimination of H, 
the production possibility set (PPS) will be enlarged (In this paper a defining hyperplane exactly is the full 
dimensional efficient facet (FDEF) and may be found in Olesen and Peterson (1996, 2003)).  The point of 
view of some of the characteristics is conceptual and the interpretation of defining hyperplanes of constant 
returns to scale technology can be achieved by these conceptual characteristics. However, some of the 
characteristics are practical and one can easily utilize them in practice. Some parts of topology and convex 
analysis have been considered to show the truth of characteristics. 

1 INTRODUCTION 

Data envelopment analysis (DEA) is a non-
parametric approach which was suggested by 
Charnes et al. (1978) to measure the relative 
efficiency of a decision making unit (DMU) and 
provide DMUs with relative performance 
assessment on multiple inputs and outputs. Based on 
different essential properties and corresponding to 
different characteristics of the production possibility 
set (PPS) and production frontiers, different DEA 
models, such as the CCR model, the BCC model and 
the FDH model, have been introduced.  

An important task of DEA is to identify the 
returns to scale (RTS) of DMUs based on the 
position of the supporting hyperplanes of efficient 
frontier. Therefore, the investigation of different 
types of hyperplanes of efficient frontier or PPS is 
an important part of DEA.  

No many papers in DEA have been written on 
the subject of “investigation of efficient frontier” 
and “characteristics of different types of 
hyperplanes”. Finding of the piecewise linear 
frontier of production function which identifies the 
efficient frontier and efficient DMUs in DEA has 
been investigated by Jahanshahloo et al. (2005), in 
particular the aim of their study was to develop a 
way to obtain efficient frontier by using 0-1 integer 
programming, then by means of it, identification of 

efficient DMUs and their returns to scale 
characteristics. Also, searching of efficient frontier 
in DEA, has been considered by Korhonen (1997). 
Korhonen tried to provide the decision maker (DM) 
an interactive method which allows him or her to 
incorporate performance information in to the 
efficient frontier analysis by enabling him or her to 
make a free search on efficient frontier, furthermore, 
Korhonen provided the DM all references of an 
inefficient DMU, enabling him or her to choose the 
most preferable unit as reference. Furthermore, 
Jahanshahloo et al. (2007) suggested a way of 
finding strong defining hyperplanes of production 
possibility set in DEA, particularly their method is 
based on the relation between efficient surfaces and 
strong defining hyperplanes of production possibility 
set. Also, Cooper et al. (2007) make it possible to 
select the weights, obtained by the multiplier model 
in DEA, associated with the facets of higher 
dimension that a DMU generates, in particular their 
method supplies model for locating facets of the 
maximum possible dimension of the efficient 
frontier. Furthermore, the construction of all DEA 
efficient frontiers in generalized data envelopment 
analysis (GDEA) has been discussed by Yu. et al. 
(1996). 

Almost in all of the abovementioned researches, 
there is no investigation about the characteristics of 
defining hyperplanes of production possibility set 
that is so essential in DEA. In this paper, we have 
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presented some essential theorems in order to 
identify the defining hyperplanes of constant returns 
to scale (CRS) technology. These theorems enable 
us to recognize whether a hyperplane obtained by 
the optimal solution of the multiplier form of CCR 
model is a defining hyperplane.  

Furthermore, one of the most important task of 
defining hyperplanes of production possibility set is 
sensitivity analysis that enable us to determine the 
amounts of perturbations of data that can be 
tolerated by a DMU on efficient frontier before 
becoming inefficient. Also, we can utilize the 
concept defined in this paper in order to evaluate the 
efficiency of DMUs by using the defining 
hyperplanes of PPS, which efficient DMUs are on 
them.  

Some of the characteristics presented in this 
paper are more conceptual, however others are more 
practical.  Furthermore, the conceptual point of view 
of theorems presented in this paper, enable us to 
interpret the characteristics of defining hyperplanes 
of CRS technology. Although some of the theorems 
are so practical and one can easily utilize them in 
practice. Not only, the conceptual point of view of 
theorems is essential and is so useful to 
interpretation of defining hyperplanes of CRS 
technology, but also the practical point of view of 
theorems is a necessity and enable us to utilize the 
characteristics in practice. 

The aim of this paper is to use the conceptual 
point of view of some parts of topology and convex 
analysis and a combination of them with DEA to 
present some conceptual and practical characteristics 
in order to determine when a hyperplane of PPS is a 
defining hyperplane. The main idea of this paper is 
based on the geometrical interpretation of efficient 
facets of the highest dimension of the frontier that 
the DMU under assessment contributes to span. In 
particular a defining hyperplane is a full dimensional 
efficient facet (FDEF) and may be found in Olesen 
and Peterson (2003). These geometrical 
interpretations enable us to establish the presented 
characteristics. Some of these characteristics are 
conceptual that we will not be able to utilize them in 
practice. Although, we use these conceptual 
characteristics in order to establish some practical 
characteristics that one may easily utilize them in 
practice.  

The sections of this paper are organized as 
follows. In the next section, Section 2, we provide 
additional background of our paper. In Section 3, we 
give basic concepts of some parts of topology, 
convex analysis and DEA models. Section 4 
investigates the characteristics of defining 

hyperplanes of constant returns to scale (CRS) 
technology. In Section 5, we present an example to 
illustrate the characteristics. 

2 BACK GROUND 

As previously noted, this paper is dealt with the 
characteristics of defining hyperplanes of CRS 
technology in DEA. These defining hyperplanes 
play an important role in DEA as previously 
mentioned.  

In this paper, we restrict attention to geometrical 
differences between defining hyperplanes of CRS 
technology and those supporting hyperplanes of 
CRS technology that are not defining. As we know, 
these two kinds of hyperplanes play a crucial role in 
DEA, since they are generally utilized to determine 
different types of concepts such as efficiency, bench 
mark DMUs, rates of substitution and 
transformation, returns to scale, sensitivity analysis 
and etc.  

The main idea of this paper is based on 
geometrical interpretation of defining hyperplanes of 
CRS technology. In order to state a geometrical 
characteristics of defining hyperplanes of CRS 
technology, we use a combination of different kinds 
of concepts such as interior points of a set, an ε -
neighborhood around a point and geometrical 
interpretation of CRS technology efficient frontier to 
state a specific relation between the dimension of 
intersection of each defining hyperplanes with the 
production possibility set (PPS) of CRS technology 
that we use this characteristics to show the truth of 
others stated characteristics.  

Secondly, we utilize a model proposed by 
Cooper et al. (2007) to determine a hyperplane that 
is binding at the maximum number of extreme 
efficient units. With utilizing the abovementioned 

hyperplane namely ∗H , we define a created DMU 
obtained by center of gravity of extreme efficient 

units that the abovementioned hyperplane ∗H  is 
binding at them. Eventually, a set of feasible 
directions obtained by connecting the created DMU 
to each extreme efficient unit that the hyperplane 

∗H  is binding at them has been defined to present a 
practical characteristic. 
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3 THEORETICAL 
CONSIDERATIONS 

3.1 Some Basic Concepts of Topology 

In this subsection we review some topological 
properties of sets and some basic results from 
convex analysis. 

Definition 1. Given a point
nRx∈ , a 

−ε neighborhood around it is the set 

{ }εε <−= xyyxN )(  
(1)

Definition 2. Let X  be an arbitrary set in nR . x is 

said to be in the interior of X , denoted by Xint , 

if  XxN ⊂)(ε  for some 0>ε . 

Definition 3. Let X  be an arbitrary set in nR . x  is 

said to be in the boundary of X , denoted by X∂ , 

if  )(xNε contains at least one point in X and one 

point not in X for every 0>ε . 

Definition 4. A set X in nR is called a convex set if 

given any two points 1x  and 2x in X then 

Xxx ∈−+ 21 )1( λλ  for each [ ]1,0∈λ . 

Definition 5. A point x  in a convex set X  is called 

an extreme point of X , if x  can not be represented 
as a strict convex combination of two distinct points 
in X . 

Definition 6. A hyperplane H in nR is a set of the 
form 

{ }kpxx =  (2)

where p is a non-zero vector in nR and k  is a 

scalar. Also, p is usually called the normal or the 

gradient to the hyperplane. 

Definition 7. A hyperplane divides nR into two 
regions, called half spaces. Hence two half spaces 

+H and −H  may be defined in the following 
manner: 

{ }kpxxH ≥=+  (3)

{ }kpxxH ≤=−
 

(4)

where p is a non-zero vector in nR and k  is a 

scalar. Also, 

−+= HHH ∩  
(5)

Definition 8. A polyhedral set or polyhedron is the 
intersection of a finite number of halfspaces. A 
bounded polyhedral set is called a polytope.  

Suppose that the polyhedral set under discussion 
in the following definitions has the form 

{ }0, ≥≤= xbAxxX  (6)

where A  is nm× and b is an m -vector. The 

hyperplanes associated with the )( nm + defining 

halfspaces 

mibxax ii ,...,1},{ =≤  (7)

And 

njxex j ,...,1},0{ =≥  (8)

are called defining hyperplanes of X . 

Definition 9. Let Xx ∈ . A constraint 
ll bxa ≤  is 

binding, or tight, or active, at Xx ∈ , if 

ll bxa =  (9)

Definition 10. A hyperplane H is a supporting 
hyperplane of X , if 

Φ≠XH ∩ & )( −+ ⊆⊆ HXorHX  (10)

Definition 11. The set of points in X that 
correspond to some non-empty of binding defining 
hyperplanes of X are called faces of X . Given any 
face F of X if )(Fr is the maximum number of 

linearly independent defining hyperplanes binding at 
all points feasible to F , then the dimension of F , 
denoted by )dim(F , is equal to )(Frn − .  

Also, the highest dimensional face of X  is of 
dimension 1)dim( −X and it is called a facet of X .  

3.2 DEA Background 

Assume that we have n  DMUs each consuming m  

inputs and producing s outputs. Let X be an 
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)( nm× -matrix and Y be a )( ns× -matrix 

consisting of non-negative elements, containing 
observed input and output measures for the DMUs, 
respectively. We denote by 

njXX jj ,...,1,0,0 =≠≥  (the jth column of 

X) the vector of inputs consumed by DMUj. A 
similar notation is used for outputs.  

The traditional CCR models, as introduced by 
Charnes et al. (1978) are fractional linear programs, 
which can easily be formulated and as linear 
programs. Those models are so-called constant 
returns to scale (CRS) models. Later Banker et al. 
(1984) developed the so-called BCC models with 
variable returns to scale (VRS).  

The CCR and BCC models are the basic model 
types in DEA. Those basic models can be presented 
in a primal or dual form. The usage of primal and 
dual varies in the literature, and it is more 
straightforward to call them multiplier and 
envelopment models, respectively. The multiplier 
model provides information on the weights of inputs 
and outputs. The weights are interpreted as prices in 
many applications. The envelopment models provide 
the user with information on the lacks of outputs and 
the surplus of inputs of a unit. Also, the envelopment 
model characterizes the reference set for the units. 
Moreover, the production possibility set (PPS) of 
CCR and BCC models can be interpreted from the 
structure of envelopment models. Since, we are 
interested in CCR models in this paper, we represent 
the PPS of constant returns to scale (CRS) 
technology in the following manner: 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

≥

≥≤=
=

0

,,),(

λ

λλ YXYXZ
T

T

c
YX  (11)

Based on the PPS of CRS technology the 
envelopment form of CCR model is in the following 
manner: 

θMin  

.0

..

≥
≥
≤

λ
λ

θλ

o

o

Y

XtS

Y
X

 (12)

 

The multiplier form of model CCR based on the 
dual of model (12) is as follows: 

o
TYUMax  (13)

0,0

,...,1,0

1..

≥≥

=≤−

=

VU

njXVYU

XVtS

j
T

j
T

o
T

 

(13.1)
 

(13.2)

We know that in the optimal solution 

),( ∗∗ VU of model (13), at least one constraints of 

(13.2) is binding. Also, it is easy to show, this 

optimal solution ),( ∗∗ VU is the normal vector of a 

supporting hyperplane 

{ }0),( =−= ∗∗∗ XVYUYXH TTT  (14)
 

which, supports cT  constructed by observed 

data. 
Definition 12. DMUo is an extreme efficient unit if 
in the evaluation of DMUo, the optimal solution of 
model (12) is unique and 

0,1 == ∗
≠

∗
ojo λλ  (15)

Also, the indices of all extreme efficient units is 
denoted by  

{ }unitefficientextremeanisDMUjE j=  (16)
 

We know that cT  is the intersection of some 

hyperplanes. We call some of these hyperplanes as 
defining hyperplanes if with the elimination of these 

hyperplanes, cT  will be enlarged.   

Definition 13. A hyperplane H is a defining 

hyperplane of cT  if with the elimination of H , cT  

will be enlarged (A defining hyperplane used in this 
paper exactly is FDEF defined by Olesen and 
Peterson (2003)). 

4 CHARACTERISTICS OF 
DEFINING HYPERPLANES OF 
CRS TECHNOLOGY 

In this section, we present some essential theorems 

in order to recognize all defining hyperplanes of cT . 

In these theorems some important characteristics of 

defining hyperplanes of cT  have been identified. 

These theorems enable us to recognize when a 

hyperplane is a defining hyperplane of cT . 

Therefore, using these theorems one will be able to 

recognize any defining hyperplanes of cT  which 

was not possible before. As mentioned in previous 
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sections, if ),( ∗∗ VU is an optimal solution of the 

multiplier model of CRS technology (13), then  

}0),{( =− ∗∗ XVYUYX TT  (17)

will be a supporting hyperplane of cT . Assume that 

{ }
Kt

XVYUYXH T
t

T
t

T
t

,...,1

,0),(

=

=−=
 

(18)

are all defining hyperplanes of cT  which we are 

interested in. Also consider two defining half-spaces 

{ }0),( ≥−=+ XVYUYXH T
t

T
t

T
t  (19)

and 

{ }0),( ≤−=− XVYUYXH T
t

T
t

T
t  (20)

obtained by hyperplane tH for each Kt ,...,1= . 

With out loss of generality, we can assume that cT  

is the intersection of all defining half-spaces 

KtH t ,...,1, =− in the following manner: 

−
== t

K
tc HT 1∩  (21)

Theorem 1. The hyperplane H  is a defining 

hyperplane of cT  if and only if the dimension of 

)( HTc ∩  equals 1−+ sm . 

Proof. Assume that the dimension of )( HTc ∩  

equals 1−+ sm . On one hand, since, 

Φ≠HTc ∩ , we can find a point such as 

HTYXZ c
T ∩∈= ),(  for which there exists a 

)1( −+ sm  dimensional −ε neighborhood 

HTZN c ∩⊆)(ε . On the other hand, 
TYXZ ),(= is a point contained in cT  for which, 

only one hyperplane such as H  is binding. 
Therefore, with the elimination of half-space 

−H obtained by hyperplane H  from cT (without 

loss of generality assume that −⊆ HTc ), the point 

TYXZ ),(= will be an interior point of cT ′ ( cT ′  is 

the set obtained by the elimination of half-

space −H from cT ). Note that cc TT ′⊆ . Since, 

TYXZ ),(= is an interior point of cT ′ , therefore, 

there exists an ,0>ε for which, cTZN ′⊆)(ε . 

Also, since c
T TYXZ ∂∈= ),( , each 

)(ZN ε contains at least one point in cT  and one 

point not in cT  for every 0>ε . Now, assume that 

this neighborhood is )(ZN ε . Thus, there exists a 

point such as oZ for which )(ZNZ o ε∈ and 

co TZ ∉ . This shows that co TZ ′∈ and co TZ ∉ . 

Consequently, cc TT ′⊂  and therefore, it means that 

with the elimination of half-space −H from cT , cT  

has been enlarged. Thus, H is a defining hyperplane 

of cT . 

To show the converse, assume that the 

hyperplane H is a defining hyperplane of cT . It is 

obvious that the dimension of each hyperplane such 

as H  in smR +  such as cT  is equal to )1( −+ sm . 

Since, H is a defining hyperplane of cT  therefore, 

there exists a point such as TYXZ ),(= in the 

interior of HTc ∩ . Now, with the elimination of 

half-space −H from cT , we will encounter with a 

set called cT ′ ( cc TT ′⊂ ). Since, 

)int(),( HTYXZ c
T ∩∈= , thus, TYXZ ),(= will be an 

interior point of cT ′ . This implies that there exists an 

0>ε  for which the −+ )( sm dimensional 

cTZN ′⊂)(ε . Now, it is trivial that 

HZN ∩)(ε is −−+ )1( sm dimensional and this 

implies that HTc ∩ is −−+ )1( sm dimensional. 

This completes the proof.                                         � 

Theorem 1 shows a characteristic of defining 

hyperplane of cT . In order to simplify and find 

more simple methods for introduction of defining 

hyperplanes of cT , we need to use the following 

model that has been introduced by Cooper et al. 
(2007) with some minor modification: 
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(22)

Where M is sufficiently large positive number and  
E  is the set of indices of all extreme efficient 
DMU’s defined in previous sections. 

Since, Φ≠E , thus model (22) finds a 
hyperplane which, is binding, at the maximum 
number of extreme efficient units. 

Assume that 

),,,( ∗∗∗∗ LTVU , ),...,( 1
∗∗∗ = EttT

),...,( 1
∗∗∗ = EllL  

(23)

is an optimal solution of model (22). We define the 

hyperplane ∗H in the following manner: 

{ }0),( =
∗

−
∗=∗

X
T

VY
T

U
TYXH  (24)

The following theorem emphasizes the existence 

of a defining hyperplane of cT  at each extreme 

efficient unit.  

Theorem 2. There exists at least one defining 

hyperplane of cT  such as H for each Ej∈ , for 

which, HYXZ T
jjj ∈= ),( . 

Proof. As we know, −
== t

K
tc HT 1∩ . To the 

contrary of the desired result, suppose that there is 

no defining hyperplane of cT  which is binding 

at EjYXZ T
jjj ∈= ,),( . Therefore, 

KtHYXZ tjjj ,...,1),(int),( =∈= − . 

Consequently, )(int),( cjjj TYXZ ∈= , which is in 

contradiction with Ej∈ . This completes the 

proof.                                                                        � 

In order to improve the conditions under which 
one can more easily identify the defining 

hyperplanes of cT  and present more practical 

characteristics of determining defining hyperplanes 

of cT , we define a set based on the optimal solution 

of model (22) as follows: 

{ })22(,0 intjE j == ∗∗  (25)

The following theorem, shows that, ∗E  is not 
vacuous. 

Theorem 3. Φ≠∗E . 
Proof. The proof is obvious and omitted.                � 

The improvement of conditions and characteristics 

of determining defining hyperplanes of cT  made us 

define a created DMU in the following manner: 

∑
∗∈

∗
∗∗∗ ==

Ej

T
jj

T YX
E

YXZ ),(
1

),(  (26)

Particularly, TYXZ ),( ∗∗∗ = is the center of 

gravity of extreme efficient units for which, the 

hyperplane ∗H  (defined based on the optimal 
solution of model (22)) is binding. The following 

theorem states that, TYXZ ),( ∗∗∗ = is in 

boundary of cT . 

Theorem 4. c
T TYXZ ∂∈= ∗∗∗ ),( . 

Proof. Noting theorem 3, we have Φ≠∗E . 

Therefore, ∗H  defined in (24) is a supporting 

hyperplane of cT . Since, cT is a convex set 

therefore,  c
T TYXZ ∈= ∗∗∗ ),(  . Also,  we  have 

∑

∑∑

∗

∗∗

∈

∗∗
∗

∈
∗

∗

∈
∗

∗

∗∗∗∗

=−

=−

=−

Ej

jj

Ej

j

Ej

j

XVYU
E

X
E

VY
E

U

XVYU

0)(
1

)
1

()
1

(  

(27)

This shows that the defining hyperplane ∗H is 
binding at 

c
T TYXZ ∈= ∗∗∗ ),(  and it means that 

c
T TYXZ ∂∈= ∗∗∗ ),(  and this completes the 

proof.                                                                        � 

Theorem 5. If the optimal solution of model (13) in 
the evaluation of created unit TYXZ ),( ∗∗∗ = is 

unique then the hyperplane ∗H will be a defining 

hyperplane of cT . 
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Proof. Consider the following model, which is the 
multiplier form of CCR model based on the set E  
when unit TYXZ ),( ∗∗∗ = is under evaluation: 

∗YUMax T

.0,0

1

0

,0..

≥≥
=

≤−

∈≤−

∗

∗∗

VU

XV

XVYU

EjXVYUtS

T

TT

j
T

j
T

 
(28)

Assume that model (28) has unique optimal 
solution ),( VU . Define, 

{ }0),( =−= XVYUYXH TT  (29)

It is obvious that 0=− ∗∗ XVYU TT  and H is 

the only supporting hyperplane of cT  at 
TYXZ ),( ∗∗∗ = . Therefore, we can define a face of 

cT  for which, TYXZ ),( ∗∗∗ = is on it as follows: 

cTHF ∩=  

It is trivial that F is the only face contained 
TYXZ ),( ∗∗∗ = , therefore, the dimension of F  

equals to 1−+ sm  and this means that the 

dimension of 
cTH ∩  equals to 1−+ sm . 

Therefore, considering Theorem 1, H  is a defining 

hyperplane of cT . Note that H is equivalent to ∗H  

and this means that ∗H  is a defining hyperplane of 

cT , thus the proof is complete.                                � 

To simplify and improve better recognition of 

defining hyperplanes of cT , we utilize the following 

definition of feasible directions constructed by 
connecting TYXZ ),( ∗∗∗ =  to each extreme 

efficient unit that ∗H is binding at them: 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

∈

−=
=

∗

∗∗

Ej

YXYXd
dD

TT
jjj

j

,),(),(
 (30)

Theorem 6. If the dimension of D equals to 

1−+ sm  then ∗H is a defining hyperplane of cT .  

Proof. Noting that 
c

T TYXZ ∈= ∗∗∗ ),( , 

c
T

jjj TYXZ ∈= ),(  for each ∗∈ Ej  and cT  is a 

convex set, we have ( ) cj TZZZ ∈−+ ∗∗ λ  for each 

∗∈ Ej and [ ]1,0∈λ . Also, since 
∗∗∗∗ ∈= HYXZ T),( , ∗∈= HYXZ T

jjj ),(  for 

each ∗∈ Ej  and ∗H  is a convex set, 

therefore ( ) ∗∗∗ ∈−+ HZZZ jλ  for each ∗∈ Ej and  

[ ]1,0∈λ . Thus, these imply that  

( ) ∗∗∗ ∈−+ HTZZZ cj ∩λ  for each ∗∈ Ej and  

[ ]1,0∈λ . Therefore, since, the dimension of D  

equals to 1−+ sm , thus we have 1−+ sm  

independent feasible direction at ∗Z  in ∗HTc ∩ .  

This implies that the dimension of ∗HTc ∩  equals 

to 1−+ sm and by theorem 1, ∗H  is a defining 

hyperplane of cT . Therefore the proof is 

complete.� 

5 ILLUSTRATIVE EXAMPLE 

In order to illustrate the characteristics of Theorems, 
we present a numerical example with the data set as 
in table 1. The CRS technology based on the data set 
in Table 1, has been illustrated in Fig. 1. This figure 
can be viewed as representing a section at a given 
output level, say 1=y , of the PPS generated two 

DMUs (A and B) that use two inputs and produce 
the same quantity of output ( 1=y ). The optimal 

solutions of (12) when assessing the efficiency of 
the extreme efficient DMU A or DMU B correspond 
to the coefficients of the supporting hyperplanes at 
A or B, which pass through origin. Model (22) then 
selects the hyperplane represented with a dark solid 
line conneting as distinct from the ones represented 
by the lighter dotted lines. The first one is obviously 
preferable to the latter because it is supported by two 
units (A and B) instead of by only one (A) or one 
(B). Moreover, in this particular case, this also 
means that it contains a FDEF of the frontier that 
DMU A and DMU B contribute to generate. 
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A    C  
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Figure 1: The graph of example. 

3BTable 1: Data set. 

DMU Input 1 Input 2 Output 
A 1 2 1 
B 2 1 1 
C 2 2 1 

It is obvious that the defining hyperplanes of cT  are 

in the following manner: 

{ }022),,( 1211 =−= xyyxxH T  

{ }03),,( 21212 =−−= xxyyxxH T  

{ }022),,( 2213 =−= xyyxxH T  

We can see that 2)dim( 1 =HTc ∩ , 

2)dim( 2 =HTc ∩ and 2)dim( 3 =HTc ∩  as it 

has been shown in Theorem 1. Therefore, the 
condition of Theorem 1, 

1)dim( −+= smHT tc ∩  has been satisfied and 

this shows the truth of Theorem 1.  
The optimal solution of model (3) shows that 

{ }2,1=E . As stated in Theorem 2, the 

hyperplanes 1H  and 2H are two defining 

hyperplanes of cT  associated with ADMU  and 

the hyperplanes 2H and 3H are two defining 

hyperplanes of cT  associated with BDMU . 

These show the truth of Theorem 2.  
If we solve the model (22) it will be obtained that 

{ }2,1=∗E  and this shows the truth of Theorem 3. 

If we utilize the relation (26) we will encounter with 
a created DMU,  

( ) ( ) ( )TTT

TYXZ

1,5.1,5.11,1,2
2

1
1,2,1

2

1

),(

=+=

= ∗∗∗

 (31)

which has been shown in Fig. 1. It is trivial that the 

hyperplane 2H is binding at ( )TZ 1,5.1,5.1=∗ . 

Consequently, ( ) c
T TZ ∂∈=∗ 1,5.1,5.1  and this 

shows the truth of Theorem 4.  
If we solve model (11) associated with created 

DMU, ( )TZ 1,5.1,5.1=∗ , we will obtain a unique 

optimal solution ( ) ⎟
⎠
⎞

⎜
⎝
⎛=∗∗∗ 1,

3

1
,

3

1
,, 21 vvu . Now, 

based on the optimal solution of model (28), the 

hyperplane ∗H  will be in the following manner: 

⎭
⎬
⎫

⎩
⎨
⎧

=−−=∗ 0
3

1

3

1
),,( 2121 xxyyxxH T  (32)

that is exactly the hyperplane 2H . This shows the 

truth of Theorem 5. 
The set D  as stated in (13) is as follows: 

( )
( ) ⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−=

−=
=

T

T

d

d
D

0,5.0,5.0

,0,5.0,5.0

2

1  (33)

It is obvious that 1)dim( =D . Since, ∗H  is a 

defining hyperplane of cT , the converse of Theorem 

6 does not hold and this shows that Theorem 6 is 
only a sufficient condition. 

6 CONCLUSIONS 

In this paper, some parts of topology and convex 
analysis have been utilized in order to state some 
characteristics of defining hyperplanes of CRS 
technology in DEA. These characteristics enable us 
to recognize whether a hyperplane obtained by the 
optimal solution of multiplier form of CCR model is 
a defining hyperplane. Some of the characteristics 
are conceptual and some of them can be easily 
utilized in practice. An illustrative example has been 
considered, in order to show the truth of 
characteristics stated in this paper.  

We suggest as a future research, introduction of 
an algorithm to recognize all defining hyperplanes of 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

72



CRS technology based on characteristics presented 
in this paper. Also, we look for similar 
characteristics in the case of variable returns to scale 
technology as a future research. 
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Abstract: A modern APCS (automated process control system) of large plants, involving nuclear power plants (NPP), 
is implemented as networked control system. In the paper,  model based on the “network calculus” for an 
NPP APCS segment is presented. A method of calculation of time characteristics of the system under worst 
combination of input conditions is verified.  

1 INTRODUCTION 

An advanced APCS (automated process control 
system) of large plants, involving nuclear power 
plants (NPP), is implemented as a distributed in 
functions and tools system with components 
interacting with each other and with the plant by use 
of a local area network (LAN). The time of passage 
of a signal from a source to a receiver is an 
important time characteristics of an APCS. The 
signal source may be both an operator initiating an 
action (control signal) – then the receiver is a 
controller (gateway) transferring the command 
directly to the lower level to an actuator, and a 
digitized sensor signal– then the receiver is a 
workstation at which the sensor signal is displayed. 

Measuring this parameter within the process of 
performance and adjustment of an NPP APCS is, as 
a rule, a diagnostic function of the APCS. However, 
direct measurements do not provide a required 
quality of implementing the function, what is 
determined by influence of the following factors: 

• Some modes of LAN performance may not be 
achievable under normal operation (being 
emergence ones), 

• Stochastic nature of interaction of components of 
APCS software with each other, presence of 
network equipment leads to the fact that the 
measured parameter is a random value having a 
complex distribution (Chen et. al. 2009). 

For high risk operation plants, in addition to 
direct measurements of the signal passage time with 

subsequent statistical processing, one should use a 
method which enables one to estimate the parameter 
theoretically under worst combination of all possible 
conditions influencing the measured parameter. We 
investigate an applicability of a method known as 
“network calculus” (Le Boudec and Thiran 2001) to 
calculating LAN parameters. The calculation and 
verification have been implemented for software of 
the top level (SCADA) of prospective Russian NPP 
APCSs (Byvaikov et. al. 2006) developed at the 
V.A. Trapeznikov Institute of Control Sciences of 
the Russian Academy of Sciences. All main data 
presented in the paper have been received by the 
authors in course of implementation of the 
“Kudankulam” (India) NPP APCS. 

2 PROBLEM STATEMENT 

The NPP APCS LAN is partitioned on several 
segments in accordance to technological 
compartments (reactor compartment, turbine 
compartment, etc.). The main data array circulates 
inside a separate APCS LAN, amount of data 
transferred between the segments of the APCS LAN 
and NPP is small. 

In Figure 1, a typical make-up of one segment of 
NPP APCS is presented. Each segment is a set of 
servers, gateways, and workstations united by the 
network through a switchboard. For communication 
between system components via the LAN, the 
TCP/IP protocol of the class A is used, as a channel 
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level, the Ethernet network has been selected. Such a 
solution, as practice shows, provides under steady 
state acceptable stability and small time of 
propagation a signal over the network between 
components for given conditions (Profinet V1, 
ModBus/IDA, Ethernet/IP) (Witsch1 et. al. 2006). 

To analyze information flows circulating within 
one segment of the NPP APCS, the segment LAN 
has been presented as a block-scheme (Figure 1). In 
the scheme nodes, there are indicated gateways (G1-
G5), server processing data (DB), and switchboard. 
Also, in the segment scheme, there were introduced 
nodes reflecting logical structure of the used 
SCADA, functioning within a workstation, indicated 
as IZ and AB. Internally IZ and AB are separate 
processes which serve a data within a single 
workstation and share same computing resources. 

 
Figure 1: Model of APCS segment as a block-scheme. G1-
G5 – gateways, WS1-3 – workstations. 

A characteristic of the system, being of 
undisputable interest, is the time of passage of a 
signal from a source to a receiver. It is assumed that 
in the computer system there are provided absence 
of loss of information and operability. 

To calculate the system parameter, the method of 
analysis pf deterministic systems “network calculus” 
has been selected. The method is successively 
applied to calculating parameters of both large 
(Internet), and small (Intranet) computer networks 
based on the TCP/IP protocol (Vantanski et. al. 2007 
and Hwangnam & Hou 2004). In the paper, the time 
of passage of a signal from the gateway to image in 
the display is investigated. Sources of information 
are gateways connected to the segment, servers (in a 
general sense of the word as devices processing 

information) are the switchboard and components 
DB, AB, IZ. The terminal device is a workstation 
display. 

3 NETWORK CALCULUS: BASIC 
CONCEPTS 

The “network calculus” is a relatively new method 
applied to analyze deterministic systems with a 
queue, using the notion of plus-mini algebra. Basic 
principles of the method have been installed in 
papers (Cruz 1991a and Cruz 1991b), which, in turn, 
have been being based on paper (Turner 1986), a 
description of the method may be found in work (Le 
Boudec & Thiran 2001). 

Let us present basic notions of the applied 
method by use of a networked system (Figure 2) 
consisting of two components. 

Let us define a flow function as a non-negative 
non-decreasing function in time: 

}{:;0,0)( +∞→<= + ∪RRAttA . The flow function 

may be considered as a counter counting data 
inputted into the component and outputted from it. 
Then one says on input/output flow function 
correspondingly. 

Before defining the next important notion, the 
service function, let us define an operation of 
“convolution” and an operation of “deconvolution”. 
Let there are given two functions of a flow, A  and 

, the convolution of S A  и , is a function S
}{:*1 +∞→= + ∪RRSAA , such that : 

)}()({inf:)(*)( τττ −+= ∈ tSAtStA R . 

It is easily to see that the function  is also a 

function of the flow and it is non decreasing and 
right continuous. A binary operation of the 
“deconvolution”: 

1A

)}()({sup:))(( τττ StAtSA R −+=∅ ∈ . 

Let us define functions )(, tbrγ  (an affine function) 

and )(, tTRβ  (a rate-latency function) of the 

following form:  

⎩
⎨
⎧

≤
>+

=
0,0

0,
:)(, t

tbrt
tbrγ , 

     
⎩
⎨
⎧

≤
>−

=
Tt

TtTtR
tTR ,0

),(
:)(,β

where, under modeling,  are frequently 
interpreted as flow rate, flow burstiness, flow delay, 
and flow capacity correspondingly. 

RTbr ,,,
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Let us assume that an input of a network element 
is a flow described by a flow function A , output 
flow is described by a flow function . The 

network element has a minimal and maximal service 

function,  and 

1A

S S  correspondingly, of these meet 
the conditions: 

SAASAA *,* 11 ≤≥ . 

Let us define a notion of “envelope” for a flow. 
A function E  is an “envelope” of the flow A , if 

EAA *≤ . 
The integral minimal (maximal) service function 

( )SS  for subsequently  connected components of 

a networked system without losses with minimal 

(maximal) service function 

N

( )ii SS  of an i-th, 

, component is equal to: Ni ...1=

NSSSS *...** 21=  

NSSSS *...** 21=  

For the a system (Figure 2) . SAA ** ≥

S1, S1 S2, S2 
A(t) A*(t)A1(t) 

 

Figure 2: A networked system with two subsequently 
connected network components. 

Let us define a delay of passage of data through a 
network component as: 

)}()(:{inf:)( 10 τττ +≤= > tAtAtd , 

then the maximal delay is: }*{
0

inf: S
d

E
d

D ≤
≥

= δ , 

where 
dδ  is burst delay function: 

⎩
⎨
⎧

≥∞
<

=
0,

0,0
:

t

t
dδ . 

The minimal delay is: 

}0)(:{sup: 0 == ≥ tStD t . 

4 CALCULATING DELAY 
UNDER PASSGE OF A SIGNAL 
FROM GATEWAY TO 
WORKSTATION 

In the block-scheme (Figure 1), there is emphasized 
a way of signal passage from signal source 

(gateway) to appear in the workstation display 
(edges 1-5). 

In order to preserve “transparency” of the 
calculation (where it does not contradict to 
authenticity of obtained results), to set 
characteristics of components of the block-scheme 
and input flows “simple” functions were used, 
enabling one to receive analytical expressions of 
desired parameters. As a function of “envelope” of 
the input flow from gateways G1-G5, the function 

)(, tbrγ  is used, as a service function for all servers 

(DB, AB, IZ, switchboard), the )(, tTRβ  is used. 

Application for the “envelope” function of the 
input flow with the dependence )(, tbrγ  is justified 

by an algorithm of the interaction between the 
gateway and DB server. In accordance to the 
algorithm, the gateway sends packets of a fixed size, 
equal to k unit of data to DB server, with a 
period . As a result of heterogeneity of time 

characteristics of the server and time of passage of 
the request over the network, the sampling period is 
kept with accuracy . It is known (Le 

Boudec and Thiran 2001), that the flow “envelope” 
received from the gateway is described, in that case, 

by the function 

γT

γττ T<<,

)(, tbrγ  with parameters 

γγγ τ T/Tkkr )(/ bT , +== . 

The algorithm of performance of the servers is 
related to a type of algorithms with guaranteed rate 
server, i.e. Tfh nn +≤ , where: 

⎪⎩

⎪
⎨
⎧

+=

=

− Rlfaf

f

nnn /),max(

0

1

0
, 

where  is the size of the data package, time 

of completion of processing, and time of appearance 
of information for the input n  correspondingly. For 
the server of this type, it is known applicability of 
the function 

nn ahl ,,

R )(, tTβ  for setting its service function  

(Le Boudec & Thiran 2001). The servers have two 
function modes differing by parameters  and T . 
The modes are selected automatically in dependence 
on make-up of received information and operator’s 
actions. The minimal and maximal service functions 
correspond to these two modes. 

R

To determine the parameters  service 

function of the components DB, AB, IZ and input 
flow , their direct measurements at the plant are 

used, influence of the switchboard may be neglected. 

ii TR ,

br,
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Let us consider two separate types of the system 
behavior. The first type is preserving the uniform 
flow from the source to the receiver, i.e. each server 
at the path of passage of the signal process data in 
the flow only and do not change the total 
information amount. The second type a 
generalization of the first, is a variable bit rate 
(VBR), when a server changes amount of transferred 
information. The first type is rare in practice of 
computer systems, at least within complex system, 
however due to its computational simplicity it may 
be used under preliminary analysis of a total system 
and to calculate parameters of a system with uniform 
flow. The second type is computationally more hard, 
however it reflects a practical status more precisely. 

4.1 Model with Uniform Flow 

One can easily bee seen (see Section 3) that the end-
to-end minimal and maximal service functions for a 
flow of interest propagated alone the  emphasized 
path (Figure 1) are: 

)(, tS
sTsRβ=  (1) 

and 

)(, tS
MTMRβ=  (2) 

where (Zdarsky & Martinovic 2008): 

);()

(

4,3,2,14,3,2,1
∑∑

==

−∧∧−

−=

GGGGi
iIZAB

GGGGi
i

DBs

rRRr

RR

 (3) 

s

GGGGi
IZABDBi

GGGGi
i

IZABDBs

R

TTTrb

TTTT

∑∑
==

+++

+

+++=

4,3,2,14,3,2,1

)( , (4) 

iMM TTRR ∑== ;min . (5) 

Equations (3), (4) are written for assumption of 
blind multiplexing  flows in the channel, indexes 
G1-G5,AB,DB,IZ define parameters for a 
corresponding component of the system (Figure 1). 
In the given case, the flows intersecting with the 
main flow from the gateway G5 are flows from the 
gateways G1-G4.  

Finding the minimum and summation in equation 
(5) is implemented over corresponding parameters 

of the maxima service function iS  for each 

component (node) at the path of passage of the data 
flow correspondingly. 

The minimal delay of signal passage in the 
system is sTD = , the maximal delay is 

sGs RbTD /5+= . (6) 

4.2 Model with the VBR 

This model type assumes that after passing a server, 
at the path from source to receiver the flow may 
change its amount. We will consider a case when the 
output flow  depends linearly on the output flow 

with complete data set : 

'
1A

1A
+∈⋅= RAA αα :1

'
1  

with the “envelope”: 
+∈⋅= REE αα :1

'
1 , 

where the “envelope” of the output flow may be 
represented via “envelope” of the input flow  and 
maximal and minimal service functions of the 
component: 

E

SSEE ∅= )*(:1 . (7) 

In the modeled APCS segment, a significant change 
of the flow amount takes place after passing the 
server DB. In accordance to that, the block-scheme 
is partitioned on two parts: from the gateway to the 
server DB and from the DB to the operator’s 
display; the maximal delay of the signal passage has 
been being calculated separately in each part, the 
total delay is equal to sum of delays in each part. 

For practical calculations of equation (7) when 
)(, tЕ brγ= , and the first and the second part may be 

described in the form of service functions )(
11, tTRβ  

and )t(
22 ,TRβ  correspondingly, then  may be 

substituted by the approximation: 
1E

)( 11 rTbrtE ++≈ . 

It is known that the maximal delay calculated 
separately over path parts after summation becomes 
more than the maximal delay calculated over the 
total path (the “pay burst only once” principle) (Le 
Boudec and Thiran 2001). For the system partitioned 
on two components, the difference is: 

212 // RrTRbD +=δ , 

where  are determined for each of parts 

by formulae being analog to formulae (3)-(5). 
2121 ,,, RRTT
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5 VERIFICATION OF THE LAN 
MODEL OF THE APCS 
SEGMENT 

The NPP APCS segment model has been verified by 
comparison of real and calculated by use of the VBR 
model results. Measurement of the real data has been 
being implemented at a NPP APCS test site at the 
V.A. Trapeznikov Institute of Control Sciences 
where a prototype of the “Kudankulam” NPP APCS 
segment (Figure 1) has been assembled, by use of a 
set of hardware and software tools being identical to 
the real plant (Byvaikov et. al. 2006). To assign 
input flows from the gateway G1-G5, simulators of 
information flows validated for the “Kudankulam” 
NPP APCS were used. At the prototype, measuring 
the corresponding parameters involving into the 
flow functions (equations 1-5) has been 
implemented. 

Let for the components of the block-scheme 
(Figure 1) the following input parameters are 
defined: the flow from the gateways G1-G5 is 
equivalent and bounded by the function 

)()( ,, ttbr 1e585e3γγ = ; for the component DB, the 

minimal service function )()( 2.0,, ttTR 1e5ββ =  and 

the maximal service function )()( 5.0,, ttTR 5e5ββ = , 

6.0=α ; for the server AB, )()( 1.0,, ttTR 1e6ββ = , 

)()( 3.0,, ttTR 1e7ββ = ; for the server IZ 

)(t)(, tTR 02.0,1e6ββ = , )(2.0, t1e7β) =

T

(, tTRβ , these 

values has dimension of bits, bits per second, and 
seconds for ,  and  correspondingly. 

These input parameters will be considered as 
“normal”, which are assumed to be set for all 
calculations and measurements in the paper, if 
another is not specified. To assign the flow 
parameters, the flow rate (r) as well as the size of the 
output gateway buffer to assign heterogeneity of the 
flow (b) were varied. 

b ),r(R

In general, the difference between measured at 
the prototype and calculated (VBR model) data is 
not large, and does not exceed 30-50% at the work 
range of the input data; at marginal values, 
considerable mismatch (up to 100% of the measured 
value) are possible, what perhaps reflects a non-
linearity of the investigated system. 

In Figure 3 (a), there are presented character 
results of the modeling and real data on the maximal 
signal passage time from the gateway to an image at 
the workstation display. In the plot, the axis Х 
represents capacity of the server element DB in 
percents of the parameter  bit/sec accepted 

as 100%. Decreasing the capacity of the DB node 
has been being achieved by parallel performance on 
the computer of a background extra task of a 
required capacity. The axis Y represents the 
maximal delay in seconds.  Each point of the real 
dependence in the plot has been being selected, as a 
maximum, at the interval 1 hour during measuring 
the parameter. 

51eR =

Figure 3 (b) presents a dependence of the 
maximal delay of passage on the parameter а  

representing heterogeneity of the input flow from the 
gateway. As can be seen from equation (6), one 
should expect linear dependency of the maximal 
delay on flow heterogeneity, what is perfectly 
corresponded to the measured data. 
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Figure 3 (a, b): To the upper (a), dependence of the value 
of the maximal delay (sec) of server capacity (% of 
maximally possible). CD –model data, RD – measured 
data. To the lower (b), dependence of the maximal delay 
(sec) of the parameter (Kbit). CD – model data, RD – 

measured data. 
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6 CONCLUSIONS 

Within works on creating a prospective NPP APCS 
of the new generation, based on the method 
“network calculus” it was developed and verified a 
method of calculating time characteristics of the 
system under worst combination of input conditions. 
Such a solution will enable one to decrease NPP 
APCS creation time, to decrease expenses and time 
of validation of time characteristics of the system. 

By use of the “network calculus” apparatus, a 
model of a NPP APCS segment has been developed, 
a delay of signal passage from a source to a receiver 
within the segment has been calculated, formulae for 
the maximal ad minimal service functions for the 
NPP APCS segment have been derived. Parameters 
of the computer system for control signals may be 
symmetrically derived by analogous judgments. 

REFERENCES 

Chen Peng, Dong Yue, Engang Tian, Zhou Gu,. A delay 
distribution based stability analysis and synthesis 
approach for networked control systems, Journal of 
the Franklin Institute, volume 346, issue 4, pp. 349-
365, May 2009. 

Le Boudec, J.-Y., Thiran P. Network Calculus: A Theory 
of Deterministic Queuing Systems for the Internet. 
Springer-Verlag, 300 pp., 2001. 

Byvaikov, E. M., Zharko, E. F., Mengazetdinov, N. E., 
Poletykin, A. G., Prangishvili, I. V., Promyslov, V. G. 
Experience from design and application of the top-
level system of the process control system of nuclear 
power-plant, Automation and Remote Control, volume 
67, number 5, pp. 735-747, 2006. 

Witsch, D., Vogel-Heuser, B., Faure, J.-M., Marsal G. 
Performance Analysis of industrial Ethernet networks 
by means of timed model checking, In Proc IFAC 
INCOM ‘06 Symposium, 2006. 

Vantanski, N. et. al. Compensating the transmission delay 
in networked control systems, In 14th Nordic process 
control workshop, NPCW ‘07, Espoo, Finland, 2007. 

Hwangnam, Kim, Hou J.C. Network calculus based 
simulation for TCP congestion control: theorems, 
implementation and evaluation, In INFOCOM ‘2004. 
Twenty-third Annual Joint Conference of the IEEE 
Computer and Communications Societies. Publication 
Date: 7-11 March 2004, volume 4, pp. 2844-2855. 
ISSN 0743-166X. 

Cruz, R. L. A Calculus for Network Delay. Part I: 
Network Elements in Isolation, IEEE Transactions on 
Information Theory, volume IT-37, pp. 114-131, 
January 1991. 

Cruz, R. L. A calculus for network delay. II. Network 
analysis Information Theory, IEEE Transactions on 
Information Theory, volume IT-37, pp. 132-141, 
January 1991. 

Turner, J. New Directions in Communications (or which 
way to the information age?, IEEE Communications, 
volume 24, number 10, pp. 8-16, .October 1986. 

Zdarsky, N., Martinovic, F. A., Schmitt Ivan, Jens B. The 
DISCO Network Calculator, In Proceedings: MMB 
‘14th GI/ITG Conference – Measurement, Modelling 
and Evaluation of Computer and Communication 
Systems, Dortmund 2008. 

 

VERIFICATION OF AN INDUSTRIAL COMPUTER NETWORK OF HIGH RISK OPERATION PLANTS - A NPP
APCS Example

79



3D PATH PLANNING FOR UNMANNED AERIAL VEHICLES USING
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Abstract: In path planning, visibility graph (or visibility line (VL)) method is capable of producing shortest path from
a starting point to a target point in an environment with polygonal obstacles. However, the run time increases
exponentially as the number of obstacles grows, causing this method ineffective for real-time path planning.
A 2D path planning framework based on VL has recently been introduced to find a 2D path in an obstacle-
rich environment with low run time. In this paper we propose 3D path planning algorithms based on the 2D
framework. Several steps are used in the algorithms to find a 3D path. First, a local plane is generated from a
local starting point to a target point. The plane is then rotated at several pre-defined angles. At each rotation,
a shortest path is calculated using 2D algorithms. After rotations at all angles have been done, the shortest
one is selected. Simulation results show that the proposed 3D algorithms are capable in finding paths in 3D
environments and computationally efficient, thus suitablefor real time application.

1 INTRODUCTION

Uninhabited Aerial Vehicles (UAVs) are becoming
more popular in accomplishing tasks in adverse en-
vironments. For example UAVs have been used for
military purpose such as reconnaissance and combat
as well as to perform civil tasks such as weather fore-
casting, environmental research, search and rescue
missions and traffic control.

The advantage of UAVs in avoiding human loss
brings ”less” intelligence of the vehicle. In order
to make UAVs more practically useful, it is impor-
tant to raise the autonomy level of UAVs. Autonomy
means the capability of UAVs to make its own de-
cisions based on the available information captured
by sensors, and potentially covers the whole range
of the vehicle operations without human interven-
tion (Frampton, 2008). However, autonomy tech-
nology is still in its early stage and fairly under-
developed (http://www.theuav.com). It is the bottle-
neck for UAVs development in the future. Hence the
problem of autonomy has to be addressed before the
fully autonomous UAVs can be advanced. As path
planning is one of the crucial factors in enhancing the
autonomy level in UAVs, this paper focuses on this
topic.

Researches on path planning among polygonal ob-

stacles have been around probably since the beginning
of mobile robot. They have produced many meth-
ods and algorithms under several categories. Among
them are geometric-based (Omar and Gu, 2009; Cole-
man and Wunderlich, 2008; Tian et al., 2007; Bortoff,
2000; Nilsson, 1984), grid-based (Chen et al., 1995;
LingelBach, 2004) and potential field (Garibotto and
Masciangelo, 1991; Barraquand et al., 1992), to name
but three. One of the popular methods is geometric-
based category under which there is an approach
called visibility lines (VL).

VL was first proposed by Lozano-Perez and Wes-
ley (Lozano-Perez and Wesley, 1979) for path plan-
ning in the environments with polyhedral obstacles.
Since then several researchers (Nilsson, 1984; Huang
and Chung, 2004; Bygi and Ghodsi, 2006) used the
method with some variants. However one major dis-
advantage of VL is the computational effort grows ex-
ponentially as the number of obstacles increases. To
overcome such a problem, Huang and Chung (Huang
and Chung, 2004) introduced Dynamic VG (DVG)
which used local region to plan a path to speed up
the run time. The local region was determined by the
nodes that have maximum distance from a line drawn
from starting point to target point calledS-G line. In
(Omar and Gu, 2009), we proposed 2D path plan-
ning algorithm which was based on VL called Base-
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Line Oriented Visibility Lines(BLOVL). Also there is
a sub-algorithm of BLOVL namedCore. Core’s main
purpose is to find a path from a two-stage process.
First, a group of obstacles that lie on base line (BL)
and their extension are identified. BL is similar toS-
G line in (Huang and Chung, 2004). Second, a path
is calculated using Dijkstra’s algorithm. As the path
planned byCore might not collision-free, BLOVL is
used to further plan it. In addition BLOVL is designed
to be used for real-time path planning.

On the other hand, 3D path planning problems
have been studied extensively for many years. There
were several different approaches available includ-
ing Evolutionary Algorithms (EA) (Hasircioglu et al.,
2008; Mittal and Deb, 2007), VL (Jiang et al., 1993)
and Dubin circles (Ambrosino et al., 2006), to name
but three. In (Hasircioglu et al., 2008) EA and B-
spline curves for off-line 3D path planning were used.
To increase the performance of the path, the number
of generations had to be increased hence increased
the run-time. Like (Hasircioglu et al., 2008), Mittal
and Deb (Mittal and Deb, 2007) presented an off-line
path planner with multi-objective EA and B-spline.
The results of their work were several optimal 3D
paths. (Ambrosino et al., 2006) used Dubin circles to
first obtain estimate of a 3D path. Then the path was
divided into three sub-paths. However, (Ambrosino
et al., 2006) assumed that no obstacle to be avoided
during the path generation.

In this paper, we propose a 3D path planning al-
gorithm, BLOVL3D which consists of several sub-
algorithms namelyBasePlane, Rotate3D as well as
BLOVL. Basically BLOVL3D find the 3D path from a
series of rotations of local planes. This algorithm and
its sub-algorithms have been realized into a Matlab’s
graphical user interface (GUI) environment for simu-
lation purpose to evaluate its effectiveness. The rest of
this paper is organized as follows. Section 2 reviews
the 2D path planning usingCore and BLOVL algo-
rithms. Section 3 explains our proposed 3D path plan-
ning algorithm in details. Section 4 shows an example
of results from the proposed algorithms. In Section 5
we demonstrate the simulation results in term of run
time. Section 6 concludes the paper.

2 2D PATH PLANNING

In order to make path calculation faster by visibility
lines (VL) means, the number of obstacles used in the
calculation has to be minimized. ThusCore has been
designed to perform this task. Figure 1 illustrates the
process ofCore while Algorithm 1 shows the steps
of it.

Figure 1: Core algorithm.

Algorithm 1: Core.
1: Create a base line (BL) from starting point,ustart

to target point,utarget
2: Construct a set of nodes,NS, from the four cor-

ners of each obstacle that lies on the base line and
their extensions, includingustart andutarget

3: Create a cost matrix,CM from NS
4: Find local path,U(u0, . . . ,um) fromCM using Di-

jkstra’s algorithm whereu0 = ustart and um =
utarget

Core begins with creating a base line (BL) from a
local starting point,ustart to a target point,utarget . The
obstacles that lie on BL and their extension,OBL will
be used for path calculation. The idea on howOBL is
identified is illustrated in Figure 2. In the figure, the
obstacles that intersect with BL are numbered as 1 and
2 while the extended obstacles are 3 and 4. Obstacle 5
is ignored as it is neither on BL nor an extension of the
obstacles on BL. As a resultOBL contains obstacles
with the number of 1, 2, 3 and 4.
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Figure 2: Obstacles identification usingCore.

In Step 2 ofCore, OBL is used to build up a set
of nodes stored inNS. Then each pair of mutually
visible nodes inNS is connected by a line segment
and given a cost based on its Euclidean distance. On
the contrary, two mutually-invisible nodes are given
infinity costs and are thus ignored. Based onNS, in
the next step ofCore, a cost matrix,CM is created.
CM stores the indexes of paired nodes and the lines
segment Euclidean distances (costs). If all pairs of
mutually-visible nodes are connected together by line
segments, they will form a plane with zero altitude as
shown in Figure 3.

Using CM, Dijkstra’s algorithm will then be ap-
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Figure 3: A plane formed by visibility lines with zero alti-
tude.

plied in Step 4 ofCore to find a local optimal path,
U by minimizing the total path length fromustart to
utarget . To ensure that the path is collision-free and
capable to be used for real-time path planning,Core
has to be associated with BLOVL as shown inAlgo-
rithm 2. Figure 4 shows the BLOVL process.

Algorithm 2: BLOVL.
1: Set j = 0 andw j = pstart
2: while w j 6= ptarget do
3: setustart = w j andutarget = ptarget
4: call Core
5: if m = 1 then
6: setw j+1 = u1
7: else
8: setutarget = u1
9: goto line 4

10: end if
11: set j = j+1
12: end while

The first step of BLOVL is setting the current
starting point/waypoint,w j to pstart where j is ini-
tialized to 0. Thenw j is compared with theptarget .
If w j is or at the vicinity ofptarget , then the process
is stopped. Otherwisew j and ptarget will be defined
asustart andutarget respectively. Withustart andutarget
being the input,Core is called to find a local shortest
path,U . Core will be called again if the number of el-
ements inU is greater than 2 as this shows that there
are obstacles betweenustart andutarget . Note that the
element number inU is indicated bym. If m = 1,
it means thatU has 2 elements and the resulted path
is unobstructed fromustart and utarget , and the next
waypointw j+1 will be set tou1. This process will be
repeated untilw j is or near toptarget . Notice that the
resulted path from BLOVL consists of a set of global
waypoints,W = w0, . . . ,wn−1.

Figure 4: BLOVL process.

3 ALGORITHM FOR 3D PATH
PLANNING

In practice UAV flies in 3D environments. To en-
sure that the UAV’s paths are free from collision in
such environments, path in 3D has to be planned. For
such a purpose, we have developed 3D path planning
algorithm, BLOVL3D which consists of several sub-
algorithms i.e. BasePlane, Rotate3D and BLOVL.
BLOVL3D uses rotational planes to find 3D paths.
Figure 5 illustrates the process of BLOVL3D andAl-
gorithm 3 shows its steps.

BLOVL3D starts with initializing several neces-
sary parameters i.e.k = 0, Psk = pstart andi = 0. No-
tice thatPs is the global path with several waypoints
that will be built-up along the process. The final value
of k will determine the number of waypoints inPs. i
represents the index of the rotational angles.

In the next step of BLOVL3D, the vector of rota-
tional angle,α is defined. It consists ofb number of
angles.α will determine at which angle the plane will
be rotated. NextPsk is compared withptarget . If Psk
is ptarget or at the vicinity ofptarget the process will
be stopped. Otherwiseustart will be set toPsk while
utarget is ptarget . Note thatustart andutarget are nec-
essary forCore of BLOVL in the later stage of the
algorithm.

In case ofPsk is not the ptarget or not at the
vicinity of it, BasePlane which is shown inAlgo-
rithm 4 is then called.BasePlane generates a local
plane,Px′y′ustart . As shown inAlgorithm 4, the local
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Figure 5: BLOVL3D process.

plane generated byBasePlane always change with the
change inustart hence it is namedPx′y′ustart .

To generatePx′y′ustart usingBasePlane, first a base
line, BL3D is drawn fromustart to utarget . As ustart
andutarget have different altitude, the angleβ between
BL3D and the horizontal global plane,Pxyustart can be
calculated.BL⊥

3D that intersectsustart and orthogonal
to BL3D is then defined. With BL3D andBL⊥

3D as the
x- andy-axis respectively,Px′y′ustart that lies atβ de-
gree fromPxyustart is defined. Then the coordinate of
obstacles lying onPx′y′ustart is projected accordingly.
As Px′y′ustart has been defined, next is to rotate the
plane byαi degree to find a local optimal path,W αi

from ustart to utarget . Rotating this plane is performed
by Rotate3D while finding W αi is accomplished by
BLOVL andCore. Algorithm 5 showsRotate3D.

While i < b + 1, i is increased by 1 andαi is
updated accordingly andRotate3D and BLOVL are
kept called to findW αi. When i = b+ 1, all paths
(and their costs) that have been stored inW α are
compared with each other and path with the lowest
cost,Ws is then selected. Notice thatWs consists of
{Ws0, . . . ,Wsn−1} and the waypoints inWs are ac-

cording to the global coordinate system.
In the next step, the index of global waypoints,k

is increased by 1 and the next global waypoint,Psk
is updated to be the second waypoint of the shortest
path i.e.W s1. i then is initialized back to 0 and the
process as described above are repeated untilPsk is or
at the vicinity ofptarget .

Algorithm 3: BLOVL3D.
1: Setk = 0, Psk = pstart andi = 0.
2: Define the rotational angle vector,α.
3: while Psk 6= ptarget do
4: ustart = Psk; ustart = ptarget .
5: call BasePlane to generate local plane,

Px′y′ustart .
6: while i 6= b+1 do
7: call BLOVL.
8: Save waypoints,W αi generated by BLOVL.
9: Increasei by 1.

10: RotatePx′y′ustart by αi degree.
11: end while
12: Compare all paths in Wα and find the shortest,

Ws. Ws = {Ws0, . . . ,W so}.
13: Increasek by 1 and updatePsk = Ws1. Ini-

tialise i to .
14: end while

Algorithm 4: BasePlane.
1: Draw a base line, BL3D connectingustart and

utarget . Find out the angleβ between BL3D
and the horizontal planePxyustart , which contains
ustart .

2: Define a local plane,Px′y′ustart , formed by BL3D

and the straight line,BL⊥
3D which passesustart ,

lies onPxyustart and is orthogonal to BL3D.
3: Define a local coordinate system onPx′y′ustart ,

with ustart as the origin,BL⊥
3D asx-axis and BL3D

as y-axis. Establish the coordinate transforma-
tion between this local coordinate system and the
global one.

4: Project the obstacles onPx′y′ustart .

Algorithm 5: Rotate3D.

1: Rotate the planePx′y′ustart by αi degree.
2: Find out the coordinate transformation between

the new local system and the global one.
3: Project the obstacles on the newPx′y′ustart plane.

4 EXAMPLE

A random scenario with 150 obstacles was gener-
ated as shown in Figure 6. Each obstacle was
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numbered and given a random height. Starting
point’s altitude was set to 20 while the target point’s
altitude was 150. The planes were rotated at
0,10,30,45,60,120,135,150,170. The resulted path
had the waypoints as shown in Table 1.

Table 1: The waypoints.

Number X Y Z
1 26.48 18.29 20.00
2 143.76 171.24 41.05
3 394.24 378.76 69.72
4 576.76 581.24 98.77
5 817.76 834.25 133.93
6 959.76 960.92 150.00

Figure 7 and Figure 8 show the top and 3D views
of the resulted path respectively.

Figure 6: A random scenario with obstacles shown in black.
The blue rectangle is the starting point and the square ma-
genta is the target point.

5 SIMULATION RESULTS

Scenarios with several numbers of obstacles were
simulated randomly to evaluate the performance of
the proposed 3D path planning algorithms. The num-
ber of obstacles used were 50, 75, 100, 125, 150, 175
and 200. To increase the reliability of the results,
ten different random scenarios were generated from
each number of obstacles. The simulations were per-
formed on Intel’s 2.4Ghz Core 2 Duo processor with
2GB DDR2 RAM. As no data for other 3D algorithms
available in the literature using the same scenarios as
we used here, no comparison was done. Thus we
compared the proposed 3D path planning algorithm
performance with that of 2D that was introduced by
(Omar and Gu, 2009) as both algorithms were de-
signed for such scenarios. The results of the simu-
lation were recorded in Table 2.

Figure 7: Top view of the resulted path (in red) with the
rotated planes.

Figure 8: 3D view of the resulted path with the rotated
planes.

From Table 2, using 2D algorithms no substantial
growth in run time as the number of obstacles were in-
creased while by 3D algorithms the calculation time
increased quite significantly. This is due to (i) in-
creased number of obstacles on the base line which
results in increased number of waypoints. (ii) number
of angles used to generate the rotational planes. If the
resulted path hask waypoints and the rotational angle
vector,α consists ofb number of angles, the process-
ing time might be(b−1)× k longer than that of 2D
path planning algorithms.

Table 2: Comparison of 2D and 3D path planning algo-
rithms performance (in sec).

Number of 2D Algorithms 3D Algorithms

obstacles Min Max Ave Min Max Ave

50 0.01 0.25 0.13 0.65 1.84 1.27

75 0.02 0.20 0.15 1.03 6.93 2.63

100 0.04 0.28 0.21 1.97 8.14 4.08

125 0.06 0.39 0.27 2.59 17.54 8.77

150 0.08 0.43 0.35 5.18 22.16 11.63

175 0.15 0.83 0.50 6.82 35.79 21.13

200 0.19 0.98 0.62 7.16 48.77 26.42
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6 CONCLUSIONS

As visibility line (VL) method is effective in produc-
ing path with shortest length, it has been used to de-
velop a three-dimensional (3D) path planning algo-
rithm, BLOVL3D. BLOVL3D governsBasePlane, Ro-
tate3D as well as Base Line Oriented Visibility Line
(BLOVL) algorithms to find a 3D path.BasePlane
algorithm is used to establish a local plane. NextRo-
tate3D algorithm rotates the plane. At each rotation
of the plane, a path with lowest cost is calculated by
BLOVL and recorded. After the local plane has been
rotated at all angles, the resulted paths are compared
to each other and the shortest one will be selected.
The process continues with a new starting point which
is the second waypoint of the previous shortest path.
The process is stopped if the target point has been
reached. Simulations results show that BLOVL3D and
its sub-algorithms are capable to effectively find sub-
optimal paths in term of path length in 3D environ-
ments and is very promising to be applied in real time
3D path planning.
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Abstract: The aim of this paper is to present a new multi-objective technique which consists on a hybridization 

between a particle swarm optimization approach (Tribes) and tabu search technique. The main idea of the 

approach is to combine the high convergence rate of Tribes with a local search technique based on Tabu 

Search. Besides, in our study, we proposed different places to apply local search: the archive, the best 

particle among each tribe and each particle of the swarm. As a result of our study, we present three versions 

of our hybridized algorithm. The mechanisms proposed are validated using twelve different functions from 

specialized literature of multi-objective optimization. The obtained results show that using this kind of 

hybridization is justified as it is able to improve the quality of the solutions in the majority of cases. 

1 INTRODUCTION 

One of many drawbacks of evolutionary algorithms 

is that each one of them has many parameters to be 

tuned each time we want to solve a different 

problem. Tribes, an adaptative Particle Swarm 

Optimization (PSO) technique, has the advantage to 

be designed as a black box; the user defining only 

the search space, the function to minimize, the 

required accuracy and a maximum number of 

evaluations. At the beginning, it was designed to 

treat mono-objective problems. The aim of this work 

is to design a competitive multi-objective algorithm 

free from parameters based on Tribes. However, it 

has become evident that the concentration on a sole 

metaheuristic is restrictive. A skilled combination of 

Tribes with other optimization techniques can 

provide a more efficient behaviour and higher 

flexibility when dealing with the real-world 

problems. Therefore, in this paper, we propose a new 

multi-objective technique based on Tribes and Tabu 

Search (TS). In fact, TS is used to cover widely the 

solution space and to avoid the risk of trapping in 

non Pareto solutions and Tribes is used to accelerate 

the convergence.  In our study, we use twelve well-

known multi-objective test functions in order to find 

the best one from the proposed techniques and to 

justify the use of the local search.  

In section 2 of this paper we present the existing 
multi-objective PSO techniques. In section 3, we 
consider Tribes. In addition, in section 4, we present 
our proposed approach. Then comparative results are 
described in section 5, from which conclusions are 
drawn in section 6. 

2 STATE OF ART 

In the last few years, several PSO algorithms have 

been proposed to tackle the multi-objective 

optimization problem. Here we briefly review the 

most relevant of them. 

Parsopoulos and Vrahatis (2002) propose three 

different types of aggregation: a classic linear 

aggregation, for which the weights are fixed, a 

dynamic aggregation where the weights are 

gradually modified during the treatment and an 
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aggregation the weights of which are brutally 

modified during the treatment. 

Hu, Eberhart and Shi (2003) propose an 
algorithm optimizing each time one single objective 
using a lexicographical order.  

The VEPSO strategy was introduced by 
Parsopoulos, Tasoulis and Vrahatis (2004). It 
presents an adaptation of VEGA to the particle 
swarm optimization.  

Moore and Chapman (1999) propose an 
algorithm based on the Pareto dominance and a PSO 
algorithm with a circular topology of the 
neighbourhood. In this approach, the choice of the 
personal guide, for every particle, is arbitrarily made 
from a list containing the not dominated positions 
that are found.  

Ray and Liew (2002) propose a PSO algorithm 
using the Pareto dominance. They combine 
evolutionary techniques with those of the OEP. They 
also use an operator of density on the neighbourhood 
to promote the density in the swarm. 

This approach, proposed by  Coello and Lechuga 
(2002), is based on having an external archive to 
store the not dominated positions. Furthermore, the 
updates of the archive are executed considering a 
geographical system which decomposes the space of 
the objectives to a set of hypercubes. The archive is 
also used to identify a leader which will drive the 
search. 

The authors propose a multi-objective PSO 
algorithm, called DOPS in which several techniques 
are integrated for the selection of the leaders and the 
update of archive (Bartz-Beielstein, Limbourg, 
Parsopoulos, Vrahatis, Mehnen and Shmitt, 2003).  

Quintero, Santiago and Coello (2008) suggest a 
hybridization of a PSO algorithm with local search 
techniques such as scatter search and rough sets 
theory.  

The proposed algorithm (Sierra and Coello, 
2005) is based on the dominance of Pareto: every 
not dominated position presents a potential 
candidate to be selected as a leader. A crowd 
function is also used to filter all the leaders. This 
approach (Sierra and Coello, 2007) also integrates 
the concept of the ε-dominance to fix the size of the 
archive.  

The author has developed a multi-objective 
version of Tribes. In fact, Mo-Tribes use an 
approach based on the Pareto dominance. The not 
dominated particles are stored in an external archive 
which size and updates are automatically defined. 
Furthermore, the variety is maintained thanks to a 
criterion of maximization of the crowd distance and 
also thanks to the multiple restarts of the swarm. The 
results of Mo-Tribes are very encouraging      
(Cooren, 2008). 

3 TRIBES 

Tribes is a PSO algorithm that works in an 
autonomous way. Indeed, it is enough to describe 
the problem to be resolved and the way of making it 
at the beginning of the execution. Then, it is the role 
of the program to choose the strategies to be adopted 
(Clerc, 2006).  

At the beginning, we start with a single particle 
forming a tribe. After the first iteration, the first 
adaptation takes place and we generate a new 
particle which is going to form a new tribe, while 
keeping in touch with the generative tribe. In the 
following iteration, if the situation of both particles 
does not improve, then every tribe creates two new 
particles: we form a new tribe containing four 
particles. In this way, if the situation deteriorates, 
then the size of the swarm grows (creation of new 
particles). However, if we are close to an optimal 
solution, the process is reversed and we begin to 
eliminate particles, even tribes. In fact, the removal 
or the generation of a particle are not arbitrary. The 
removal of a particle consists in eliminating a 
particle without risking the missing of the optimal 
solution. For that purpose, only the good tribes are 
capable of eliminating their worst elements. The 
creation of a particle is made for bad tribes as they 
need new information to improve their situations. 

4 OUR APPROACH 

4.1 Preliminary Study 

The adaptation of Tribes to the multi-objective 
optimization consists in using the Pareto dominance 
to respect the completeness of every objective and to 
add an external archive to save the found not 
dominated solutions. Furthermore, as the PSO 
algorithm, Tribes can be considered neither a global 
optimization algorithm nor a local optimization one 
(Bergh, 2002). Therefore, the hybridization between 
Tribes and a local search algorithm can be 
considered as a competitive approach to handle 
difficult problems of multi-objective optimization. 
In order to improve the capacity of exploitation of 
Tribes, we apply a local search technique: TS. In 
fact, the local search is not going to be inevitably 
applied in a canonical way that is on all the particles 
of the swarm: we also propose two other manners, 
the first one consists in applying the local search 
only among the best particle of every tribe. The 
second one consists in applying it among the 
particles of the archive. We shall have then three 
versions of the algorithm.  
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The first one consists in applying the TS only to 
the particles of the archive which are situated in the 
least crowded zones. Let us note that, in this case, 
the local search is not applied unless the archive is 
full so that some time is allowed to the information 
to propagate in the swarm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: TS-TribesV1 pseudo-code. 

The second version of the algorithm consists in 
applying the TS only to the best particles of the 
tribes. In fact, we consider that those particles are 
situated in promising zones and probably they need 
further intensification to find out other solutions.  

The third version consists in applying the TS to 
all the particles of the swarm. It is made at the 
moment of the swarm adaptation. 

The detailed description of TS-TribesV2 and TS-
TribesV3 was omitted due to space restrictions. 

4.2 Updating the External Archive 

The update of the archive consists in adding all the 
not dominated particles to the archive and deleting 
the already present dominated ones. If the number of 
particles in the archives exceeds a fixed number, we 
apply a crowd function to reduce the size of the 
archive and to maintain its variety. Indeed, Crowd 
divides the objective space into a set of hypercube. 

4.3 Choosing the Particle Informer 

The choice of the particle informer or guide is 
similar to the case of mono-objective Tribes. Indeed, 
if we take a particle which is not the best of its tribe, 
his guide is then the best particle of the tribe. If we 
consider, on the other hand, the best particle of a 
given tribe, the informer is then some random 
particle from the archive. 

4.4 Hybridizing Tribes with TS 

The TS is introduced by Glover. It consists in the 
examination of a neighbourhood of a current 
solution x and retains the best neighbour x0 even if x0 
is worse than x. However, this strategy can pull 
cycles. To prevent this kind of situation from 
appearing, we store the k last visited configurations 
in a short-term memory and we forbid to hold any 
other configuration which is already a part of it.  

However, TS is essentially intended for the 
resolution of the combinatorial problems. Few works 
considered its adaptation for the continuous 
optimization. Among whom we can mention the 
approach of Chelouah and  Siarry (2000). In that case, 
this method is similar to the classic TS. The 
difference lies essentially in the generation of the 
neighbourhood. It is necessary to define first of all a 
way to discretize the search space. In fact, the 
neighbourhood is defined by using the concept of 
“ball”. A ball B(x, r) centered on x (current solution) 
with radius r. To obtain a homogeneous exploration 
of the space, we consider a set of balls centered on 
the current solution x with radius r0, r1, r2,…rn. 
Hence the space is partitioned into concentric 
crowns. The n neighbours of x are obtained by 
random selection of a point which does not belong to 
the tabu list inside each crown Ci, for i varying from 
1 to n. Finally, we select the best neighbour x ' even 
if it is worse than x and we insert it in the tabu list. 

5 EXPERIMENTATIONS 

AND RESULTS 

5.1 Test Functions 

In order to compare the proposed techniques, we 
perform a study using twelve well-known test 
functions taken from the specialized literature on 
evolutionary algorithms. The detailed description of 
these functions was omitted due to space 
restrictions. However, all of them are unconstrained, 
minimization and have between 3 and 30 decision 

Begin 

   Swarm initialization  

   Swarm evaluation 
   Archive initialization 

   While f<fmax 

      For each tribe 
        For each particle i 

          Determination of the state of the particle 

          Choice of the strategy of movement 

          Choice of the informer 

          Update of the position 

          Evaluation 

          Update of pi (best position visited by i) 

          Update the best particle of the tribe 

          Update the archive 

        EndFor 

      EndFor 

      If criterion of adaptation verified 
        Determination of the quality of the tribe 

        Adaptation of the swarm 

        Update of the adaptation criterion 

     EndIf  

     For each particle of the archive situated in  

     the least crowded zones 

        TS (stopping criterion) 

     EndFor 

  EndWhile 

End 
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variables.  Indeed, we fix the maximal size of the 
archive to 100 for the two-objective functions and to 
150 to the three-objective ones. We also varied the 
size of the neighbourhood for the TS algorithm: 5, 
10 and 20. Moreover, we fix the maximal number of 
evaluations in the experimentations to 5e+4. 

Table 1: Properties of the test functions. 

Test 

functions 
Objective Modality Geometry 

Oka2 f1 

f2 

Uni-modal 

Multi-modal 
Concave 

Sympart f1:2 Multi-modal Concave  

S_ZDT1 f1:2 Uni-modal Convex 

S_ZDT2 f1:2 Uni-modal Concave 

S_ZDT4 f1 

f2 

Uni-modal 

Multi-modal  
Convex 

R_ZDT4 f1:2 Multi-modal Convex 

S_ZDT6 f1:2 Multi-modal Concave 

S_DTLZ2 f1:3 Uni-modal Concave 

S_DTLZ3 f1:3 Multi-modal Concave 

WFG1 f1:3 Uni-modal Convex 

WFG8 f1:3 Uni-modal Concave 

WFG9 f1:3 Multi-modal Concave 

5.2 Metrics of Comparison 

For assessing the performance of the algorithms, 
there are many existent unary and binary indicators 
measuring quality, diversity and convergence.  In the 
literature, there are many proposed combination in 
order to perform a convenient study and comparison. 
We choose the combination of two binary indicators 
that was proposed in (Knowles, Thiele and Zitler, 
2006): R indicator and hypervolume indicator.  

5.2.1 R indicator (IR2) 

It computes the difference between the maximum 
value of the augmented Tchebycheff utility function 
of the reference set and the obtained solutions from 
the procedure.  

5.2.2 Hypervolume Indicator (𝑰𝑯 ) 

The hypervolume indicator measures the 
hypervolume of that portion of the objective space 
that is weakly dominated by an approximation set A, 
and is to be maximized. Here we consider the 
hypervolume difference to a reference set R; where 
smaller values correspond to higher quality. 

5.2.3 Results 

The binary indicators used to make the comparison 
measure both convergence and diversity. The results 

regarding the R indicator are given in tables 2, 3 and 
4 (R can take values between -1 and 1 where smaller 
values correspond to better results). The 
hypervolume difference is given for all test functions 
in table 5, 6 and 7. Again, smaller values mean 
better quality of the results because the difference to 
a reference set is measured.  
     For both indicators, we present the summary of 
the results obtained. In each case, we present the 
average of IR2 and hypervolume measures over 10 
independent runs. These values are given for the 
different sizes of neighbourhood. According to these 
tables, we notice that: 

 The found fronts for test functions S_ZDT1, 
S_ZDT2 and S_DTLZ2 are very close to the 
reference set (for all the versions). Moreover, 
the found fronts for test functions OKA2, 
WFG8 and WFG9 are better than the 
proposed reference fronts (for all the 
versions).  

 Bad performance behaviour is noticed for 
S_ZDT4 and R_ZDT4 for all the versions 
except TS-TribesV3. We note that bad 
convergence behaviour is detected also with 
another PSO algorithm for ZDT4 in (Hu, 
Eberhart and Shi, 2003).  

 TS-TribesV1 outperforms generally the other 
versions except for test functions S_ZDT4 
and R_ZDT4 where TS-TribesV3 gives the 
best results.  

 The neighbourhood size has no big effect on 
the performances of the considered 
algorithms. In fact, they keep the same 
tendency with the neighbourhood size 
variation. 

Finally, we recapitulate that TS-Tribes is very 
competitive as it supports both intensification and 
diversification. In fact, the choice of particle’s 
informer is done in order to accelerate the swarm’s 
convergence towards the search space zones where 
are situated the archive’s particles. This can be 
considered as an intensification process. Moreover, 
the archive’s updating is done thanks to the Crowd 
function that maintains the archive’s diversity. This 
can be considered as a diversification process. 
Indeed, TS supports both intensification and 
diversification. The good neighbourhood exploration 
intensifies the search towards specific zones in the 
search space. Besides, the TS mechanisms such as 
tabu list allow avoiding the risk of trapping in non 
Pareto solutions. 
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Table 2: Results for R indicator (neighbourhood size = 5). 

Test 
Functions 

TS-TribesV1 TS-TribesV2 
TS-  

TribesV3 

OKA2 -1.23e-3 -1.22e-3 -1.21e-3 

Sympart 6.74e-5 2.91e-5 8.38e-5 

S_ZDT1 7.21e-4 1.26e-3 1.05e-3 

S_ZDT2 4.01e-5 1.48e-3 3.27e-5 

S_ZDT4 2.84e-3 4.84e-3 4.10e-3 

R_ZDT4 8.21e-3 2.24e-3 1.46e-2 

S_ZDT6 4.50e-3 7.78e-3 2.19e-3 

S_DTLZ2 2.52e-4 2.19e-4 2.70e-4 

S_DTLZ3 4.24e-4 2.99e-4 7.68e-4 

WFG1 2.44e-2 3.93e-2 4.94e-2 

WFG8 -2.01e-2 -1.18e-2 -2.25e-3 

WFG9 -6.73e-3 -6.10e-3 -2.63e-3 

Table 3: Results for R indicator (neighbourhood 

size = 10). 

Test 
Functions 

TS-TribesV1 TS-TribesV2 TS-TribesV3 

OKA2 -1.15e-3 -1.03e-3 -1.02e-3 

Sympart 2.99e-5 3.20e-5 4.68e-5 

S_ZDT1 5.17e-4 1.19e-3 1.21e-3 

S_ZDT2 3.72e-5 1.02e-3 1.23e-4 

S_ZDT4 2.82e-3 8.78e-3 1.68e-4 

R_ZDT4 4.24e-3 3.35e-3 2.38e-3 

S_ZDT6 3.05e-3 8.79e-3 2.42e-3 

S_DTLZ2 1.69e-4 2.32e-4 2.13e-4 

S_DTLZ3 2.08e-4 3.37e-4 4.72e-4 

WFG1 2.49e-2 4.39e-2 4.89e-2 

WFG8 -1.69e-2 -1.22e-2 -2.26e-3 

WFG9 -9.21e-3 -4.93e-3 -8.44e-3 

Table 4: Results for R indicator (neighbourhood 

size = 20). 

Test 
Functions 

TS-TribesV1 TS-TribesV2 TS-TribesV3 

OKA2 -1.01e-3 -1.01e-3 -1.03e-3 

Sympart 4.03e-5 4.84e-5 5.40e-5 

S_ZDT1 6.26e-4 1.26e-3 1.26e-3 

S_ZDT2 3.93e-5 1.35e-3 3.95e-5 

S_ZDT4 2.31e-3 9.67e-3 2.53e-6 

R_ZDT4 8.30e-3 2.78e-3 1.08e-4 

S_ZDT6 3.37e-3 6.02e-3 4.32e-3 

S_DTLZ2 1.52e-4 1.71e-4 2.41e-4 

S_DTLZ3 1.43e-4 2.96e-4 7.36e-4 

WFG1 2.88e-2 4.33e-2 3.02e-2 

WFG8 -1.96e-2 -1.32e-2 -8.68e-3 

WFG9 -1.18e-2 -7.59e-3 -8.26e-4 

 

Table 5: Results for IH  (neighbourhood size = 5). 

Test 

Functions 
TS-TribesV1 TS-TribesV2 TS-TribesV3 

OKA2 -1.23e-3 -1.22e-3 -1.21e-3 

Sympart 2.01e-4 8.80e-5 2.49e-4 

S_ZDT1 5.81e-4 5.13e-3 4.59e-3 

S_ZDT2 3.40e-4 3.87e-3 3.08e-4 

S_ZDT4 7.89e-3 1.38e-2 1.15e-2 

R_ZDT4 1.47e-2 6.85e-3 4.30e-2 

S_ZDT6 6.51e-3 1.65e-2 4.67e-3 

S_DTLZ2 1.67e-3 8.78e-4 1.81e-3 

S_DTLZ3 5.62e-3 8.30e-4 2.12e-2 

WFG1 1.65e-1 2.08e-1 2.58e-1 

WFG8 -1.25e-1 -7.21e-2 -1.42e-2 

WFG9 -4.06e-2 -3.23e-2 -3.86e-3 

Table 6: Results for IH  (neighbourhood size = 10). 

Test 

Functions 
TS-TribesV1 TS-TribesV2 TS-TribesV3 

OKA2 -1.20e-3 -1.20e-3 -1.20e-3 

Sympart 8.95e-5 9.47e-5 1.41e-4 

S_ZDT1 2.45e-3 5.16e-3 5.11e-3 

S_ZDT2 3.51e-4 2.74e-3 5.28e-4 

S_ZDT4 7.84e-3 2.52e-2 4.57e-3 

R_ZDT4 1.52e-2 7.07e-3 1.04e-3 

S_ZDT6 6.38e-3 1.93e-2 5.21e-3 

S_DTLZ2 8.09e-4 8.78e-4 1.81e-3 

S_DTLZ3 6.10e-4 4.88e-3 1.07e-2 

WFG1 1.70e-1 2.56e-1 2.55e-1 

WFG8 -1.09e-1 -7.03e-2 -1.30e-2 

WFG9 -2.29e-2 -3.01e-2 -5.43e-3 

Table 7: Results for 𝐼𝐻  (neighbourhood size = 20). 

Test 

Functions 
TS-TribesV1 TS-TribesV2 TS-TribesV3 

OKA2 -1.21e-3 -1.18e-3 -1.20e-3 

Sympart 1.20e-4 1.44e-4 1.61e-4 

S_ZDT1 1.50e-3 1.70e-3 5.24e-3 

S_ZDT2 3.29e-4 8.65e-4 5.14e-4 

S_ZDT4 6.52e-3 2.78e-2 1.52e-5 

R_ZDT4 2.46e-2 8.55e-3 3.22e-4 

S_ZDT6 9.59e-3 2.19e-2 2.92e-2 

S_DTLZ2 1.30e-4 5.93e-4 1.94e-3 

S_DTLZ3 2.98e-4 3.40e-3 1.74e-2 

WFG1 1.63e-1 2.17e-1 1.70e-1 

WFG8 -1.28e-1 -8.96e-2 -5.74e-2 

WFG9 -7.22e-2 -2.49e-2 -1.05e-2 

 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

90



 

6 CONCLUSIONS 

We have introduced a new hybrid multi-objective 
evolutionary algorithm based on Tribes and TS. This 
hybrid aims to combine the high convergence rate of 
Tribes with the good neighbourhood exploration 
performed by the TS algorithm. Therefore, we have 
studied the impact of the place where we apply TS 
technique on the performance of the algorithm. The 
proposed version TS-TribesV1 gave the best results 
almost for all the test functions except for S-ZDT4 
and R-ZDT4 for which the TS-TribesV3 gave the 
best results.  

The results showed that the hybridization is a 
very promising approach to multi-objective 
optimization. As part of our ongoing work we are 
going to compare the proposed algorithms with other 
techniques that are representative of the state of art 
of the multi-objective optimization. Moreover, we 
are going to study other hybridization between 
Tribes and other local search techniques. 
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Abstract: In this paper, we propose to combine the fuzzy sliding mode control to tolerate actuator faults of unknown
nonlinear systems subject to external disturbances. In particular, the idea of using adaptive fuzzy system to
tolerate actuator faults of unknown nonlinear systems by approximating the system functions and the effects
caused by actuator faults are avoided by the control structure. On the basis of Lyapunov stability theory its
shown that the resulting adaptive closed loop system can be guaranteed to be asymptotically stable in the
presence of faults on actuators and disturbances.

1 INTRODUCTION

In most practical control systems, components fail-
ures may occur at uncertain time and the size of
a fault is also unknown. The faults may lead to
performance deterioration or even instability of the
system. Therefore, the study of designing fault-
tolerant control (FTC) systems, which let the systems
operate in safe conditions and with proper perfor-
mances whenever components are healthy or faulted,
has received considerable attention over the past two
decades (Veillette, 1995) (Yang et al., 2001) (Wang.R
et al., 2007) (Liao.F et al., 2002) (Wu and Zhang,
2006) (Zhang et al., 2008) . The existing fault-tolerant
design approaches can be broadly classified into two
groups, namely passive approaches (Zhao and Jiang,
1998) and active approaches (Mao and Jiang, 2007).
In the passive approaches, robust control techniques
are utilized to design a fixed controller for maintain-
ing the acceptable system stability and performances
throughout normal or faulty cases.

Recently, adaptive control has been widely used to
deal with actuator faults in various systems. In (Tao
et al., 2004) (Boskovic et al., 1998), actuator lock-in-
place (stuck at some unknown place) failures were ac-
commodated by adaptive redundant control structure
for linear systems. (Tao et al., 2004) also contains
corresponding studies on some systems with known
nonlinearities. (Tang et al., 2007) extended the re-

sults to MIMO parametric-strict-feedback nonlinear
systems. Loss of actuator effectiveness is considered
in (Ye and Yang, 2006) (Yang and Ye, 2006) for linear
systems in the framework of linear matrix inequality
(LMI) to guarantee not only the stability, but also the
robust performance of the failed system. The com-
mon advantage of these adaptive control approaches
against actuator fault is that they are independent of
fault detection and diagnosis (FDD).

(Boskovic et al., 2005) (Boskovic and Mehra,
2006) developed adaptive flight control based on mul-
tiple model, switching and tuning. However, the
methods mentioned above require that the controlled
system is known or only contains some linear un-
known parameters when there is on fault.

Since it was proved that adaptive fuzzy sys-
tems are universal approximators (Wang and Mendel,
1992), and stable adaptive fuzzy control design was
showed in (Wang, 1994), fuzzy logic systems (FLS)
and neural network (NN) have been used to nonlinear
systems, and also FTC systems. In (Polycarpou and
Helmicki, 1995), a general framework for construct-
ing automated fault diagnosis and accommodation ar-
chitectures was presented using on-line approxima-
tors and adaptive schemes, (Polycarpou et al., 2004)
(Zhang et al., 2004) (Zhang et al., 2006) (Mao et al.,
2006) (Xue and Jiang, 2006) provided several FTC
methods based on fuzzy logic systems (FLSs) or/and
NNs. (Diao and Passino, 2001) and (Rong et al.,
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2006) applied FTC to practical systems for a turbine
engine and aircraft autolanding respectively. Most of
the existing works on fuzzy or neural networks FTC is
to detection and diagnosis/isolation faults with FLS or
NN. Thus, good fault detection and diagnosis (FDD)
is very important since if there are false or omitted
alarms of the faults, the overall system may even be-
come unstable. In (Ping and Yang, 2008), the au-
thors developed an adaptive FTC approach without
resorting to FDD mechanism to accommodate both
total and partial loss of effectiveness of actuators in
unknown affine nonlinear systems. The main idea is
to introduce adaptive fuzzy systems to tolerate actua-
tor faults of unknown nonlinear systems by approxi-
mating the system functions and the effects caused by
actuator faults are avoided by the control structure.
However, using the projection algorithm need some
knowledge on the system behavior which represents a
restrictive assumption and increases the computation
time. Furthermore, only the free external disturbance
case is treated.

In this paper, we propose an adaptive fuzzy sliding
mode controller to tolerate actuator faults of unknown
nonlinear systems with external disturbances. In The
opposite case of the approaches developed in the lit-
erature, only one fuzzy system is used to approx-
imate the unknown dynamics, which allows avoid-
ing perfectly the controller singularity problem. Top
deal with the external disturbances and the approx-
imation errors, sliding mode technique is adopted.
Hence, the used sliding surface has been modified
such that the approaching phase is removed to over-
come the knowledge of the upper bound of distur-
bances to guarantee the sliding condition and to ef-
ficiently eliminate the chattering phenomenon.

This paper is organized as follows: Section 2 de-
scribes the problem statement. Section 3 is dedicated
to the synthesis of the proposed approach. In section4,
a simulation example demonstrates the effectiveness
of the propose scheme. Finally, section 5 concludes
the paper.

2 PROBLEM STATEMENT

Consider the following nonlinear system withm in-
puts:






ẋi = xi+1 1≤ i ≤ n−1
ẋn = f (x)+gT(x)u+d(t)
y= x1

(1)
wherex= [x1,x2, ...,xn]

T represents the state vec-
tor, u= [u1, ....,um]

T ∈ ℜm is the input vector whose
the component may fail during the system operation,

y∈ ℜ is the output system,gT(x) = [g1, ....,gm] ∈ ℜm

and f (x) are unknown continuous nonlinear func-
tions. d is the bounded external disturbance. The
statesxi (i = 1, ...,n) are measurable and the reference
outputym is bounded and sufficiently derivable. this
is a multiple input single output system with all the in-
puts contributed to a common control object like sta-
bilizing the closed loop system, tracking a reference
signal with satisfactory performance of both. There
are many such systems in our real life. The provided
approach is also effective for multi input multi output
systems. We only consider a simple case to simplify
the presentation. The actuator faults considered in this
paper is the loss of effectiveness which is modeled as
follows:

{

ui(t) = ρiνi(t) 1≤ i ≤ m
ρi ∈ [0,1] (2)

ρi is the still effective proportion of theith actuator
after losing some effectiveness. Whenρi = 1, the cor-
responding actuator is normal (without fault). With
the actuator fault (2), the input vector can be rewrit-
ten as:

u(t) = ρν(t) (3)

whereν(t) = [ν1, ...,νm]
T is the applied control

vector andρ = diag(ρ1, ...,ρm).
The control objective is to design a robust adaptive
fuzzy sliding mode control law for the system (1)
with the actuator fault (2) to ensure that all signals
are bounded in the closed loop and the outputy(t)
can track the given reference signalyr(t) as closely
as possible despite the presence of uncertainties, ex-
ternal disturbances and actuator faults. From the fault
model (2), it is reasonable that there is at least one ac-
tuator still active for the control purpose. In this case,
we propose to use a proportional actuation structure
as follows (Ping and Yang, 2008):

ν(t) = b ν0(t) (4)

whereb = [b1, ...,bm]
T represents the matrix of pro-

portional actuation andν0(t) the proposed robust
adaptive fuzzy sliding mode control law. Using equa-
tions (3) and (4), the system (1) will be described by:






ẋi = xi+1 1≤ i ≤ n−1
ẋn = f (x)+gT(x)ρbν0(t)+d(t)
y= x1

(5)
For this, the following assumptions are needed:

Assumption 1. System (1) is constructed such that
despite the loss of actuator effectiveness according to
(2), the system still be forced.
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Assumption 2. The external disturbanced(t) is as-
sumed to be bounded, i;e., there exists a positive un-
known constantχ such that:|d|< χ.

The proposed control scheme combines fuzzy
logic for approximation and sliding mode for robust-
ness to attain the control objectives.

3 PROPOSED APPROACH

3.1 Fuzzy Logic System

An fuzzy logic system (FLS) consists of four parts:
the knowledge base, the fuzzifier, the fuzzy inference
engine manipulating fuzzy rules, and the defuzzifier
(Wang, 1994). The knowledge base for the FLS com-
prises a collection of fuzzy IF-THEN rules. The
fuzzifier maps a real point in the input space (mea-
surement of the systems state) to a fuzzy set. In gen-
eral there are two possible choices of this mapping,
namely singleton or non-singleton. In this paper, we
use the singleton fuzzifier mapping. The fuzzy infer-
ence engine performs a mapping from fuzzy sets of
the input to fuzzy sets in the output space, based on
the fuzzy IF-THEN rules (in the fuzzy rule base) and
the compositional rule of inference. The defuzzifier
maps fuzzy sets in the output space to a crisp point
in this space; in this study we use the centre-average
defuzzifier mapping (Wang, 1994).
The output of a multi-input single-output FLS with
centre-average defuzzifier, product inference, and sin-
gleton fuzzifier are of the following form:

y(x) =

m
∑

i=1
yi .(

n
∏
j=1

µi(x j))

m
∑

i=1

n
∏
j=1

µi(x j)
(6)

whereµi(x j) represents the membership degree of the
input x j , yi the conclusion constant corresponding to
the ith rule andm the number of used fuzzy rules.
The output of the FLS can be rewritten on the follow-
ing vectorial form (Wang, 1994):

y(x) = ψTφ(x) (7)

where ψ = [y1, ...,ym]
T represents the vec-

tor of the adjustable parameters andφ(x) =

[

n
∏
j=1

µ1(xj )

m
∑

i=1

n
∏
j=1

µi(xj )
, ...,

n
∏
j=1

µm(xj )

m
∑

i=1

n
∏
j=1

µi(xj )
]T the regressor vec-

tor.
According to the universal approximation theorem
(Wang, 1994), there exists an optimal fuzzy system

in the form (5) such it approximates uniformally an
unknown continuous functionh(x) on a compact set
for any approximation accuracy:

h(x) = ψ∗Tφ(x)+ ε (8)

whereε is a very small positive constant.

3.2 Sliding Mode Control

To attain the desired objectives, we propose to use a
sliding mode control. This choice is motivated by the
fact that sliding mode allows to maintain the tracking
performances in presence of both structural uncertain-
ties and external disturbances (Slotine and Li, 1991).
For this, we consider the following sliding surface:

S(t) = e(n−1)(t)+
n−1

∑
i=1

λi−1e(i−1)(t) (9)

wheree(t) = yr(t)− y(t) denotes the tracking er-
ror ande(i)(t) its ith time derivative. The constantsλi
are chosen such the corresponding polynomial roots
are stable (Slotine and Li, 1991). Using the sliding
surfaceS(t) in this actual form presents two major
drawbacks: (i) during the reaching phase, the system
is sensitive to uncertainties and external disturbances,
which provokes chattering phenomenon in the neigh-
borhood of the sliding surface. (ii) Choosing big val-
ues of the slops which allows reducing the reaching
phase but requires an important starting energy, and
small values give a slow response. So, it is necessary
to find a trade-off between the starting energy and the
time response (Hussain et al., 2010). To overcome
this problem, we propose to use a modified the slid-
ing surface allowing to suppress the reaching phase,
and hence the system will be att = 0 on the surface
(S(t) = 0). In this case, the sliding surface will be
defined as follows:

S(t)= e(n−1)(t)+
n−1
∑

i=1
λi−1e(i−1)(t)

− 2
π
[ π

2 −arctg(t)
]

(

e(n−1)+
n−1
∑

i=1
λi−1e(i−1)

)

(0)

= e(n−1)(t)+
n−1
∑

i=1
λi−1e(i−1)(t)+S0

(10)
If f (x) and[gT(x)ρb] are well known, the control

law can be given as:

ν0 = [gT(x)ρb]−1

[

− f (x)+ y(n)r +
n−1
∑

i=1
λi−1e(i)(t)

]

+[gT(x)ρb]−1 [kd sign(S(t)]
(11)

Where kd is a positive constant chosen such that:
S(t).Ṡ(t)< 0.
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However, the dynamics of the system studied in
our paper are unknown which makes the use of this
control law impossible. To resolve this problem, one
can use direct adaptive fuzzy controller or an indirect
adaptive fuzzy controller. In the direct scheme, the
control law is approximated by a fuzzy system. How-
ever, the control gain must be constant or satisfying
some restrictive assumptions. The indirect scheme
consists in approximating the unknown dynamics by
two fuzzy systems to synthesize the control law. Nev-
ertheless, the used adaptation laws are very compli-
cated to avoid the singularity problem. In this work,
we propose to approximate the unknown terms using
only one fuzzy system under the constraint that the ro-
bustness of the closed loop system is guaranteed and
the number of the involved parameters in the control
design is reduced.

3.3 Control Law Synthesis

This section is dedicated to the synthesis of the pro-
posed approach.
Using (5), the time derivative of the sliding surface
(10) is given by:

˙S(t)= e(n)+
n−1
∑

i=1
λi−1e(i)(t)

˙S(t)= y(n)r − f (x)− [gT(x)ρb]ν0−d+
n−1
∑

i=1
λi−1e(i)(t)

(12)
If we muster all the unknown parameters in one, the
above expression can be rewritten as:

˙S(t) = y(n)r − fd(x)− [gT(x)ρb]ν0 (13)

where fd(x) = f (x)+d−
n−1
∑

i=1
λi−1e(i)(t).

According to assumption 1, we have[gT(x)ρb] 6=
0. So, it can be positive or negative. We assume in
this work, that there exists a positive constantg0 such
that: [gT(x)ρb] > g0 > 0. Furthermore, the function
fd(x) is unknown. To attain the control objectives, we
propose to use a fuzzy systemψTφ(x) to approximate.

We define a new variableα such that:α = g−1
0 ‖ψ‖2.

According to (8), and the approximation error as:α̃=
α− α̂ whose time derivative is given by:̃̇α =− ˙̂α

Proposition The control law

ν0 = M0.S(t)+
α̂

2β2 φ(x)Tφ(x)S(t) (14)

with
˙̂α =

γ
2.β2 φ(x)Tφ(x)S(t) (15)

guarantees the stability and the robustness of the
closed loop system in presence of actuators faults.

It ensures also the boundedness of all the involved
signals.

Proof.
According to (8), (13) and (14), using the fact that the

reference signaly(n)r yields to:

S(t) ˙S(t)≤ g0α
2β2 φ(x)Tφ(x)S2(t)+ β2

2 + g0.S
2(t)

η2

+
η2(ε2+χ2)

2g0
− [gT(x)ρb]ν0

(16)
Whereη andχ two positive constants.
To prove the stability, we consider the following Lya-
punov function:

VL =
1
2

S2(t)+
g0

2β
α̃2 (17)

Using equations (15) and (16), the time derivative of
(17) becomes:

V̇L ≤ 1
2

[

β2+ η2(ε2+χ2)
g0

−g0σα2
]

+
[

−2g0M0
S2(t)

2 −g0ησ α̃2

2

] (18)

Let a0 = 1
2

[

β2+ η2(ε2+χ2)
g0

−g0σα2
]

and b0 =

min(2g0M0,ησ). Then, the time derivative ofVL is
given by:

V̇L ≤ a0+b0VL(0) (19)

which implies

VL(t)≤ VL(0)exp(a0t)+
b0
a0

∀t ≥ 0 (20)

Hence, the Lyapunov function converges toward a
bounded valueb0

a0
. This implies that all the involved

signals are bounded. Furthermore, we can have
lim
t→∞

S(t)≤ 2b0
a0

, which ensures the convergence of the

tracking error to zero (Wang, 1994).

4 SIMULATION AND RESULTS

In this section, the presented adaptive fuzzy fault
tolerant controller is applied to a nonlinear system
with the actuator faults described as (2).

Example: We consider that after transformation,
the nonlinear system can be written as the following
form which has a redundancy actuation structure.

ẋ1 = x2

ẋ2 =
5sinx1−0.02x2

2cos(x1)sin(x1)

3−0.2cos2x1
+ cos2x1

3−0.2cos2x1
u1

+ 2cos2x1
3−0.2cos2x1

u2+d
(21)
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Where the actuators ofu1 and u2 are the con-
trol inputs,d = 0.1sin(2t) represents the external dis-
turbance. The evolution of the actuators effective-
nessρ = diag(ρ1,ρ2) is given by figure (1). In or-
der to control system (21), the proposed control law
is applied with the following simulation parameters:
m= 5×5= 25 rules for the fuzzy logic system, with
ρ = 0.01, γ = 4.250 and initial valuesα = 025. Fig-
ures 2 and 3 give the simulation results for regula-
tion problem and 4-5 those of tracking of a sinusoidal
reference signal. We can see the convergence of the
states to their respective reference signals despite the
presence of both effectiveness loss (figure 1) and ex-
ternal disturbances.
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Figure 1: Evolution of the effectiveness: (–):ρ1, (- -): ρ2.
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Figure 2: Evolution of the state variables.
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Figure 3: Control signals.
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Figure 4: Evolution of the state variables and their reference
signals.
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Figure 5: Control signals:ν u1 andu2.

5 CONCLUSIONS

In this paper, a fuzzy sliding mode approach of fault
tolerant control problem for an uncertain perturbed
nonlinear system is studied. To overcome the problem
of unknown dynamics, only one adaptive fuzzy sys-
tem has been used. Furthermore, the sliding surface
has been modified to suppress the reaching phase and
hence improve the robustness of the closed loop sys-
tem. The global stability has been established in the
sense of Lyapunov. Many simulations have presented
to show the good performances despite the presence
of actuator failures. As future work, the case of actu-
ator lock-in-place will be also treated and the exten-
sion of this approach to multi-input multi-output will
be studied.
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Abstract: To cover three-dimensional information spaces stationary or spatial Augmented Reality (sAR) systems involve
installed projection systems, Head-Up- and other displays. Therefore, information presentation techniques
for sAR contain three basic problems assigned to the questions which form, which screen position and which
physical location the information should have in 3D space. This paper introduces an approach and presents the
details of a corresponding system that concentrates on the location problem and the appropriate visualization
adaptation. It manages the information presentation for physical occlusions and difficult light conditions of
sAR floor projections with a light sensor matrix and a connected software for low and high-level context
integration. With changing the size, position, and orientation of the projection area and the content of the
presented information it implements a context-aware adaptation system for sAR.

1 INTRODUCTION

Augmented Reality (AR), the augmentation of the en-
vironment with virtual, computer generated informa-
tion, is used in many different areas. If the user is re-
quired to move in large areas, he or she needs to carry
a mobile presentation device or wear a head-mounted
display (HMD). But whenever the user’s movements
are restricted to a small, controlled area, this burden
can be loosened by realizing spatial or stationary AR
(sAR).

Whereas in mobile AR the information is typi-
cally presented on only one display device, sAR sys-
tems use many displays distributed in a small 3D
space. This bears the danger that the user is con-
fronted with incoherent and/or redundant information
because many displays or segregated (parts of) dis-
plays are used for showing one information. To avoid
this, a central system is required to automate the se-
lection and optimization of the information that is pre-
sented to the user.

Beside the display problems where on the screen
and in which form the sAR information should be pre-
sented (view and presentation management) the main
question especially for sAR is: Where (i.e. on which

display or projection area) should the information
be presented physically in a room (display manage-
ment)? Furthermore, the definition of AR by (Azuma
et al., 2001) requires that the virtual information has
to be combined with the real world in real time and it
has to have a content-related connection to the point
where it is presented (spatial registration).

Altogether information presentation with (s)AR
display technologies needs to attend to physical prob-
lems like edges, gaps, over-lappings of two or more
projections, and occlusions without loosing spatial
registration as a content-related requirement (Fig. 1).

Figure 1: Gaps and overlappings of three projections (gray)
in a room with particular occlusion (shadow and white col-
umn).

In this paper we address occlusions and we present
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a sAR system that handles the presence of occluding
objects and related light conditions (shadows or re-
flections) with regard to the AR definition. More pre-
cisely the system manages the context-aware recalcu-
lation of location, size, orientation, and visualization
of a projected information if a physical object (e.g.
the user himself) occludes it.

After showing some related work concerning the
display management and the measurement of environ-
mental context information we present the proposed
system in section 3 and 4. Afterwards we explain the
purpose of the software and how it will be integrated
in the further development of a sAR smart home sys-
tem.

2 DISPLAY MANAGEMENT AND
MEASUREMENT OF
ENVIRONMENTAL CONTEXT

Several solutions exist for recognizing over-lappings
and closing gaps in projected sAR scenarios. There-
fore, a movable mirror combined with a projector
is presented by (Pinhanez, 2001). So the presenta-
tion follows the user. Other rotatable projectors are
suggested by (Ehnes et al., 2004; Ehnes and Hirose,
2006). These projectors offer only one screen that
moves and does not produce any gap or overlapping.
To solve the problem of roaming between different
immovable projection systems these authors also de-
signed an architecture that handles overlappings with
selecting the best possible projection system (Ehnes
et al., 2005). However, they did not make a sugges-
tion for physical occlusions.

For the integration of high-level context a lot of
AR applications are based on image processing sys-
tems which are able to recognize states of the en-
vironment or the user. This is usually used to pro-
vide automated user support in communication, work,
or information processing. In AR applications this
recognition is very important but often limited to spe-
cial areas like city navigation or guidance in muse-
ums. However, an approach for a user-adaptation
with high-level context integration is missing. Espe-
cially for 3D information spaces new research results
give evidence that information visualization must be
adapted for different 3D presentation depths and op-
timal information perception of proposed virtual dis-
tances and perspectives (Drascic and Milgram, 1996;
Jurgens et al., 2006; Herbon and Roetting, 2007).

Separated from high-level context, environmen-
tal (or low-level) context registration is a field of re-
search that is well investigated. Therefore, the cur-

rent research is focused on new applications and com-
binations of them to facilitate the development of
new technologies especially in the scope of Human-
Machine-Interaction (HCI). Hence, there is a huge
amount of applications in which environmental con-
text data is collected with sensors. Especially for po-
pular social applications a lot of psychophysiological
data is measured to enable the automated recognition
of emotional states of the user. Such systems concen-
trate for example on areas like e-learning platforms
(Karamouzis and Vrettos, 2007), indirect or direct in-
teraction in multimedia applications like web pages,
virtual communities, and games (Ward and Marsden,
2003; Kim et al., 2008; Mahmud et al., 2007). Par-
ticularly in the scope of mixed reality games the use
of low-level-context is a popular approach because it
connects the real and the virtual world for the player
(Romero et al., 2004).

For these and other upcoming technologies ana-
lyzing context information and integrating it to de-
velop adaptable systems has led to context ontology
models which are generic or domain specific and al-
low the standardized use of context information and
the development of associated system or software ar-
chitectures (Chaari et al., 2007).

With the presented approach we combine these
context models with user-centred adaptation tech-
niques for sAR information visualization. With this
we want to optimize sAR systems, make them more
useful, and establish generic models for context inte-
gration.

3 SAR SYSTEM SETUP

The system is part of the development of a sAR smart
home environment which involves a number of dif-
ferent sAR devices. These are projection systems,
video-see-through and head-up displays (Bimber and
Raskar, 2005).

The proposed system is mainly based on an array
of light sensors on the floor to control the position,
size, and orientation of a projection. The sensors mea-
sure light conditions in the environment (low-level
context information). A connected software module
manages the context-related adaptation of the infor-
mation visualization based on the feedback of the re-
calculated presentation and sends the resulting image
to a projector. So the proposed low-level change of
the projection will be recalculated again if the new
projection got ambiguous in the current context. The
support for a user searching an object for example
could be showing a map with a target marker. If the
projection area (location) for map presentation has to
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be changed because of difficult light conditions also
the size and orientation or the whole visualization
type of the new map have to be adapted. The first
change could have made it incomprehensible for the
user e.g. because of his current perspective.

The complexity of contentual changes increases if
high-level context information is taken into account.
If a projection area has to be changed, the content
adaptation software perhaps has to present the same
information with another visualization (content) to fa-
cilitate its perception. This assumption is based on a
lot of requirements determined by the abilities of the
user (background knowledge, cognitive capacity, ex-
perience, etc.) and the context. In the map example
this perhaps means to change the visualization from
a map to an arrow because the user currently is dis-
tracted and only can process simple visualizations in
his peripheral vision. So the presented system relates
to a complex network of decisions. Altogether the
software has to automate having the right informa-
tion presentation technique at the right position for
the conditions the context provides.

The system we introduce in this paper is the first
step towards a full home automation and support with
sAR displays. The hardware of the presented system
is a proof of concept and therefore is limited to a solu-
tion that includes one projector and a small projection
area . But the framework is extendable to larger pro-
jection areas and sensor arrays.

4 CONTEXT–AWARE
PRESENTATION SYSTEM

The task of the system we developed is to analyze
lighting conditions on the floor of a room to make
this surface usable for an sAR output of a projector
that is installed above it. Thus, it solves a part of
the problem to add information everywhere in a three-
dimensional space without losing the relevant content
of it and important parts of its formal representation.
Furthermore, the system provides the possibility to
adapt the visualization in terms of HCI criteria and
the upcoming research of three-dimensional percep-
tion.

The system consists of a light sensor matrix that
is integrated in a PVC floor coating, a connected mi-
crocontroller board which is connected to a PC, and a
Java-based software. The size of the PVC floor coa-
ting and the sensor array is a proof of concept and
could be extended for larger rooms and projections.
The presented system is able to change the size and
position of an at least possible projection area. This
is the first step to adapt the presented content which

depends on the resulting distance of the information
to the user and additionally on the properties of other
sAR devices which are in a similar distance, the type
of device, its orientation, and of course the type of in-
formation which has to be presented and a lot of other
context requirements.

After collecting information about the physical
context (occlusions or lighting conditions) the soft-
ware first evaluates possible projection areas and se-
lects one. Secondly it has to access the properties
of the selected area and analyzes further high-level
context information to change the visualization of the
content if needed.

4.1 Installation

The system consists of a sensor array for brightness
measuring in a certain physical space and a micro-
controller. It converts the analogue sensor data and
sends it to a connected PC which controls the output
of a projector (see Figure 2).

Figure 2: Schema of the context–aware presentation sys-
tem.

A 0.75m× 1m PVC floor coating is divided into
twelve squares and a projector is placed 2.5m above
it. The projector is connected to a PC and projects
corresponding squares on the floor. In the middle of
each square, a light sensor of Type AMS104Y from
Panasonic’s NaPiCa-series is set. The sensor’s fea-
ture is a linear output and a built-in optical filter for
spectral response similar to that of the human eye.

Each sensor is connected to an input of a micro-
controller. The voltage over the resistor depends on
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the sensor’s photocurrent and is therefore directly de-
pendent on the amount of light on the sensor. This
voltage is being measured by a 10 bit analogue–to–
digital converter (ADC) which is part of the micro-
controller (see Figure 3 for more detail on the sensor
matrix).

Figure 3: Diagram of the components and connections of
the sensor matrix.

The microcontroller we used is an 8051F340 from
Silicon Labs. It features a built–in analogue multi-
plexer for the ADC, enabling the controller to con-
vert analogue voltages from 20 input pins. Moreover,
it has an onboard USB controller which can be used
with Silicon Labs’ USBXpress API for easy USB im-
plementation on client and host side. Via this USB
interface the controller board sends the digital sensor
values to a PC.

The PC is running a software that reads the con-
verted sensor data from the USB port. These values
are compared to predefined minimum and maximum
values. Value below minimum means, the sensor is
covered, so nothing should be projected here. A value
higher than the maximum, on the other hand means,
there is too much light on the area and the decreased
contrast averts a projection. Therefore, only squares
(one square per sensor) with light values in the range
between minimum and maximum are taken into con-
sideration, where information should be displayed.

From these squares that are in range the program
selects the ones that build up the largest coherent
quadrangular area according to an implemented hier-

archy. In the resulting connection of these squares
information could be displayed.

4.2 Functionality

The overall goal of the software component is the
adaptation of the projected superimposition with re-
gard to low-level and high-level data integration.
Therefore, it incorporates two steps of projection
recalculation: low-level and high-level data related
adaptation (currently only the first software part is
solved). The data is processed in real time. So the
projected information is always in a visible position
accepting a very small delay from the sensor data re-
quest.

In a first step the software calculates the most
appropriate size, position, and orientation for a pro-
jection that can be used to present text, icons, or (ren-
dered) images. It is made up of directly connected
projection squares whose sensors are not in a shadow
or in a direct light reflection. Then the new proposed
projection is adapted to the unchanged orientation of
the target (a text reading person or target position of
a pointing projection, etc.). After this step the infor-
mation has the correct orientation and is displayed in
the best possible projection area for the target (e.g.
the user). In Figure 4 this first adaptation step of the
system is demonstrated with an arrow pointing at a
designed target (red). This arrow is only one possible
usage of a projection area.

Figure 4: Examples for resulting projections (low–level re-
calculation) when sensors are covered or bright light falls on
them, arrow always points in a target direction (represented
by black dot).

The second part of the software uses the feedback
signals about the proposed projection area and the
current information visualization. It analyzes high-
level data (context information about the user, his dis-
tance to the projection, current state of the needed in-
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formation, etc.) to recalculate whether the visualiza-
tion is still optimal for the user or not. If it is not, the
visualization changes to an alternative image or text
for a better understanding. Figure 5 shows an exam-
ple for the proposed reaction of the system. The resul-
ting visualization for a navigational hint in this case
is a map instead of an arrow. We based this approach
on findings from an indoor navigation experiment we
made (Wegerich et al., 2009). In this experiment pro-
jected maps were rated higher and caused better per-
formance when the target position is not visible for
the user.

Figure 5: Example for an adaptation scenario and 2 steps of
visualization recalculation a) shows the target and the start-
ing point of the user, b) first step of adaptation where the
projection area, size and orientation changes to the at least
possible squares with no light reflection and the correct di-
rection (low-level data integration), c) second step of adap-
tation; the visualization is changed to a map which shows
the unambiguous target position.

5 DISCUSSION

The proposed system component for the adaptation of
floor projections is a proof of concept. We presented
a solution for the problem of occlusions in physical
issues of information presentation with sAR. The sen-
sor matrix is not limited to the presented size and
amount of sensors. The usage of a higher resolution
could be achieved by integrating more light sensors.
Furthermore, this makes it possible to change the pro-
jection area not only to other rectangular forms but
to a more adaptive shape of the presented information
which we work on in the smart home scenario.

A higher resolution is also achieved with the usage
of cameras which are very common in AR applica-
tions. In most cases they are integrated in the cei-
ling or higher edges. So image processing software is
needed to solve perspectives and occlusions only the
camera sees, but not the user. When a user lifts an arm
and still can see the same area on the floor a camera
system would change the projection area because it
has difficulties to decide where the occlusion is in its
distance to the floor. So the advantage of floor-based
sensor matrices is that they measure the conditions at
the point where the projection will be with less effort
and as fast as a camera based system.

The presented sAR system component handles
the formal information representation and the display
management but at this point not the optimization of
the content because of its complexity. Other high-
level context information is needed to decide which
form the information should have. This will be the
result of the integration in the intended smart home
system. One of the applications of high-level con-
text integration is e.g. to pay attention to possible fast
moves of a user or to distances the area adaptation
causes. An arrow could be usable in this case but per-
haps a map of the room (and its cabinets) is better if
more detailed location information is needed.

6 FUTURE WORK

With the introduced system the foundation is made
for using context information and properties of three-
dimensional perception. It adapts the information vi-
sualization and furthermore solves parts of the display
management problem of sAR systems. The next step
is the development and evaluation of a more complex
context model that follows specified guidelines for 3D
information presentation and integrates different sAR
devices. The aim is the enhancement of the software
functionality on the basis of this model.

Afterwards, it will be combined with other
context-aware system components which together
form a user-adapted sAR presentation system. The
resulting system will present information in larger 3D
spaces where the form, position, additional interac-
tion parameters, and especially the content is selected
for 3D perception adaptation to the abilities of the
user.

The presented system also solves a technical part
of the Ubiquitous Spatial Augmented Reality (UAR)
requirement to make information available every-
where in a larger 3D space with using context. This
is an essential aspect of the underlying definition be-
cause of the so achieved connection between the con-
cepts of Ubiquitous Computing and Augmented Re-
ality. In this manner the presentation technology in
a 3D information space needs to be context-aware in
a more continuous way to adapt the presentation for
any location in the room. Furthermore the under-
lying context model has to integrate location-based
adaptation because of a possible dynamically chan-
ging environment. For example a projective sAR sys-
tem used for superimpositions on a working surface
should handle changing objects or tools and its posi-
tions on the surface.

Finally, we want to develop an ontology that de-
scribes and generalizes the automated decision of the
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adaptation system. Based on this ontology we will
develop an expert system to manage the rules of per-
ception and cognitive processing of 3D information
presentation in UAR environments and to solve the
high-level context integration. This will make the sys-
tem scalable and adaptable to different use cases and
also for mobile AR display applications.
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Abstract: One opportunity to manage the increase of freight transportation and to optimize utilization of motorway
capacities is the concept of truck platoons. With the aid of Advanced Driver Assistance Systems, trucks are
electronically coupled keeping very short gaps (approx. 10 meters) to form truck platoons on motorways.
This contributes to a couple of advantages, such as a reduction of the inter-vehicle distance, which leads to
an improved vehicle occupancy and gained road space, an optimization of traffic flow, the reduction of fuel
consumption advantaged by slipstream driving, a relief for professional drivers and finally an increase in safety
due to the longitudinal and lateral guidance. In this paper, a brief introduction into these truck platoons is given,
which have been realized within the project KONVOI. The paper focuses on the calculations for an efficient
planning and organizing of truck platoons, which could have been realized by means of the application of data-
mining technique. Therefore, the efficiency criterion of electronically coupled truck platoons is discussed as
well as the framework of the data-mining technique and the algorithm for the calculation of efficient truck
platoons are presented. Finally, the experimental results of the application of the data-mining technique and
their relevance for an efficient operation of truck platoons is presented.

1 INTRODUCTION

1.1 Initial Situation

The integration of the new European member coun-
tries is a challenging component for national traffic
planning in the near future. Especially countries with
a central geographic position within Europe, such as
Germany, have to shoulder the majority of the fu-
ture traffic emergence. Additionally, this traffic will
predominantly encumber the road. Due to the in-
crease of global freight transportation, the maximum
road capacity in several countries worldwide is nearly
reached (Economic and Social Commission for Asia
and the Pacific, 2008). A modern national economy
needs an efficient traffic system to face such a chal-
lenge successfully. Otherwise, today’s even worse
traffic situation will be pre-assigned to collapse.

The importance of this fact was emphasized by
studies from the European Commission in 2006
(Commission of the European Communities, 2006).
Between 1995 and 2004 a growth of 35% in road

freight transport was detected. Furthermore, between
the years 2000 and 2020 an increase of 55% in road
transportation is expected (Commission of the Euro-
pean Communities, 2006). In the year 2003, the Euro-
pean Commission stated that every day 7,500 kilome-
ters of the European road system are being blocked by
traffic jams (Commision of the European Communi-
ties, 2003). Environmental pollution, safety risks and
a loss in efficiency for the economy are only some
of the effects that result from these factors. Similar
problems are known and discussed worldwide.

One possibility to face the rising traffic volume
on the roads is the modal shift to other types of
transportation (e.g. rail, shipping). Further poten-
tial has the optimization of the road-side traffic flow
by driving assistance systems. Since the 90s, Ad-
vanced Driver Assistance Systems (ADAS) for trucks
have been on offer, including pre-adjustment of speed
and distance to the front vehicle. This is exerted
automatically via computerized engine- and brake-
management in connection with an automated trans-
mission. The combination of an Adaptive Cruise
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Control (ACC) together with an Automatic Guidance
(AG) leads to autonomous driving. The difference be-
tween platooning and autonomous driving makes the
necessity of a leading vehicle. Following trucks can
go far distances without any manual engagement by
the driver as long as another ahead-driving vehicle ex-
ists. Nevertheless, each truck must be assigned with a
truck driver at all times due to legal rules and regula-
tions. Due to the platoons, smaller distances between
the vehicles (up to 10 meters) can be realized. These
truck platoons contribute to an optimization of traffic
flow up to 9% and a reduction of fuel consumption
due to slipstream driving (Savelsberg, 2005).

The development and evaluation of the practical
use of truck platoons is the objective of the project
KONVOI, which was funded by German’s Federal
Ministry of Economics and Technology. The Project
KONVOI is an interdisciplinary research project with
partners of RWTH Aachen University, industry and
public institutions, which ended after a duration of 49
months with test runs on German highways at the end
of May 2009 (Figure 1). With the assistance of virtual
and practical driving tests by using experimental ve-
hicles and a truck driving simulator, the consequences
and effects on the human-, the organization- and the
technology-dimension have been analyzed (Henning
et al., 2007).

Figure 1: Test Run on German Motorways (March 2009).

1.2 Problem Definition

For planning and organization of such truck platoons,
as well as evaluation and simulation purposes, it is
necessary to implement an algorithm which searches
for economic truck platoons within the planned or
current driven routes of all participating trucks. In
any case of organized platoon driving, it is essential
to search for and group possible participants. In prin-
ciple, the ”common route” is one general search crite-
rion, whereas other criteria (e.g. profit, waiting-time,

properties of the participating vehicles) can differ be-
cause of the focus.

In this paper, a data-mining technique is presented
to solve the mentioned problem of searching for pos-
sible platoons which satisfy given specific criteria (in
the case of truck platoons: economy). The scenario of
driver organized truck platoons, on which KONVOI
is based, is presented in section 2. Section 3 explains
the operational and organizational structure of platoon
systems. Before introducing the so called TPSpan-
Algorithm and related work as well as the possibil-
ity to use this algorithm as a solution for the problem
of planning and organizing truck platoons in section
5, the criterion of a efficient usage of electronically
coupled trucks as well as the calculation basis for the
efficiency of truck platoons are defined in section 4.
Finally, in section 6 the experimental results of the
application of the data-mining technique is presented.

2 THE SCENARIO ”DRIVER
ORGANIZED TRUCK
PLATOONS”

The project KONVOI is based on the scenario ”Driver
Organized Truck Platoons” (Figure 2) which was de-
veloped in the project ”Operation-Scenarios for Ad-
vanced Driving Assistance Systems in Freight Trans-
portation and Their Validation” (EFAS) (Henning and
Preuschoff, 2003). In the scenario ”Driver Orga-
nized Truck Platoons”, the platoons can operate on
today’s existing motorways without extending the in-
frastructure and the driver has the permanent con-
trol of the autonomous driving procedures (Henning
and Preuschoff, 2003). The creation of a platoon de-
pends on the initiating driver who delivers the neces-
sary data about time and place of meeting, the des-
tination, as well as the required truck telemetric data
(loading weight, engine power etc.) with the help of a
Driver Information System (DIS). The high flexibility
of truck transportation is not lost, because schedul-
ing, like in rail traffic, is dispensable. After activat-
ing the ADAS, a selection of the best matching pla-
toons is automatically shown. The ADAS informs the
driver and prepares the participation to the selected
platoon. The DIS acts as a human machine interface
of the platoon system and helps the truck driver to
plan the route and guides the driver to the meeting
point (Friedrichs et al., 2008).

The driver has to initialize and respectively con-
firm all of the platoon maneuvers in order to build
and to dissolve the platoon. As soon as the final po-
sition in the platoon is reached, an automated longi-
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Figure 2: Scenario 1 - ”Driver Organized Truck Platoons”
(Henning and Preuschoff, 2003).

tudinal guidance with a target distance of 10 meters
between the trucks and a lateral guidance is possible.
On one hand, this target distance was chosen because
the short distance prevents most drivers from driving
between the platoons. On the other hand, the short
distance causes slipstream effects, which can lead to
a reduced fuel consumption. Since road markings are
needed for the lateral guidance, the platoon system is
exclusively developed for the use on motorways. Be-
cause of a limitation for most trucks at approx. 50
mph, the speed of the trucks on motorways differs
only slightly. Therefore, the truck platoons are op-
erated at a speed between 37 and 50 mph. This speed
can be managed safely at 10 meters distance by the
KONVOI-System.

3 THE PLATOON SYSTEM

In order to realize different platoon sizes, four ex-
perimental vehicles have been equipped with the
required automation-, information- and automotive-
technology (Figure 3). The main components for
the implementation of the system architecture in
the experimental vehicles are the actuators (steer-
ing and power train), the sensors (object registra-
tion in close-up and far range, recognition of lane),
the vehicle-vehicle-communication (WLAN), the au-
tomation unit (coordination of the different vehicle
states), the control unit (adaptive cruise control and
automatic guidance) and the driver information sys-
tem (human-machine interface, organization assis-
tant, GPS and 3G) (Henning et al., 2007).

The transversal guidance of the ADAS is based
on the transversal offset to the leading vehicle and the
recording of the own track position with a Comple-

mentary Metal Oxide Semiconductor (CMOS) image
processing system as well as the analysis of the data
flow from the vehicle-vehicle-communication. The
necessary steering moment for the automated guid-
ance of the trucks is realized via a steering actuator
on the base of an electric motor in the vehicle, which
is build as a dual circuit with detached energy supply.

The longitudinal guidance of the ADAS is based
on a LIDAR (Light Detection and Ranging) distance
sensor, a CMOS-Camera and a RADAR-sensor. The
distance sensors are used to determine the distance
in longitudinal direction and the lateral offset to the
leading vehicle. The vehicle-vehicle-communication
transfers necessary vehicle data from all platoon
members, which are required for the ACC to realize
the target distance of 10 meters. In all trucks, a tar-
get acceleration interface is implemented, which au-
tomatically calculates the drive-train and the manage-
ment of the different brakes in the vehicles. The ac-
celeration is either calculated autonomously for each
vehicle or deduced from the data which is transferred
via the vehicle-to-vehicle-communication.

Figure 3: Automation-, Information- and Automotive-
Technology of an Experimental Vehicle (Kunze et al.,
2009).

Every experimental vehicle is attached with cam-
eras which are able to identify the traffic lane, thus de-
termining the position of every truck within the traffic
lane. An electronically accessible steering system has
been integrated additionally. A steering actuator on
the base of an electric motor delivers the necessary
steering moment for the automated guidance of the
trucks (Friedrichs et al., 2008). With the help of the
Driver Information System, the truck driver plans his
route, selects economic platoon participants as well as
initializes and respectively confirms the platoon ma-
noeuvres in order to build and to dissolve the pla-
toon. The platoon organization is realized on a central
server with a data-mining-algorithm under considera-
tion of economic aspects, which is part of this paper.
For this task, the DIS has to send the time sched-
ule, route plan and GPS position of the truck with
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Figure 4: The Platoon System (Friedrichs, 2008).

a vehicle-infrastructure-communication via G3 to the
central server (Figure 4).

4 EFFICIENCY OF TRUCK
PLATOONS

4.1 Overview

The efficiency of truck platoons depends on several
criteria. One important criterion for the efficiency of
truck platoons is the profit which can be achieved by
driving as a platoon. This profit can be simply calcu-
lated by the proceeds of less fuel consumption which
depends on the length of the frequent sub-route (i.e.
in kilometers) and the number of participants minus
the extra personnel costs which have to be paid while
others wait for the rest of the platoon participants.

4.2 Definitions

The term route is used in everyday language as a list
of waypoints starting at a given point and leading to a
specific destination. Before we define the term route
for this paper, we want to define the distance between
two waypoints as a sector, whereas the route, and thus
the list of waypoints, is generated by a route planner
based on a digital map (i.e. a graph of a chosen in-
frastructure) (Figure 5).

4.2.1 Definition ”Section”

A section s is a non-divisible piece of a road, typically
given by the underlying digital map. KA(s) identi-
fies the start and KE(s) the end point of the section
(e.g. as GPS-Coordinates). The distance of the sec-
tion (e.g. in kilometers) is indicated by Length(s).
Furthermore, we define Meet(s) as a meeting oppor-
tunity. Meet(s) equals 1, if and only if there is a meet-

ing point (e.g. rest area) within the section s, other-
wise Meet(s) is equal to 0.

4.2.2 Definition ”Route”

A route r is a sequence of sections, denoted as r =
(s1, ...,sn), whereby for all n > 0 and 0 < i < n
KE(si) = KA(si+1). A part of a route r = (s1, ...,sn) is
a cut-out of r, i.e. for i, j > 0 and i, j ≤ n Part(r) j

i ={
(si,...,s j)

()
i≤ j
else . A route r′ = (s′1, ...,s

′
m) is called a sub-

route of a route r = (s1, ...,sn), denoted as r′ . r, if
and only if i > 0 exists, so that r′ = Part(r)i+m−1

i . A
route r = (s1, ...,sn) is leading, if for all i, j ≤ n and
i 6= j,si 6= s j applies.

4.2.3 Definition ”Platoon”

Let R = (r1, ...,rm) be a set of routes as defined
above. A platoon is a route l = (s1, ...,sn) with n > 0,
Meet(s1) = 1 and ∃w,v ∈ R, w 6= v l .w∩ l . v. The
size of a platoon l is defined as the number of possible
platoon participants, i.e. Size(l) = |{w ∈ R | l .w}|.
The length of a platoon l is defined as the dis-
tance which can be driven together as a platoon, i.e.

Length(l) =
n
∑

i=1
Length(si).

4.3 Development of the Efficiency
Criterion

For the organization of truck platoons with the aid of
the central server and the associated search for pla-
toon opportunities an efficient generation of offers
is essential for the acceptance of the platoon system
(section 3). The server provides all necessary func-
tionalities to calculate the efficiency of truck platoons.
For this purpose the following additional information
for every section of a route s are important:

• Length(s) is the length of the sections in kilome-
ters,

• STimei(s) is the estimated arrival time of the truck
i on this section,

• ATimei(s) is the estimated point of time, on which
the truck i drives onto the section and

• Type(s) is the well-defined type of street of the
section s.

Because solely sections of highways are used for
the formation of truck platoons, the type of street
Type(s) is needed for the filtering of the individual
sections. For the efficient usage of truck platoons only
three platoon-specific factors are taken into consider-
ation. These are the driven distance of a platoon, the
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Figure 5: Examples for Sections (left), Routes (middle) and a Truck Platoon (right) (Friedrichs, 2008).

utmost waiting time and the utmost quantity of vehi-
cles of a platoon. The platoon size Size(l) is defined
accordingly definition ”Platoon” in section 4.3. For
calculations the length of a platoon Length(l) and the
waiting time Timei(l) need route-specific data, which
are provided by the server.

For the calculation of the route of a truck platoon
l = (s1, . . . ,sn) applies:

Length(l) =
n

∑
i=1

Length(si) (1)

For the calculation of the waiting time for the par-
ticipation on a truck platoon l of a truck i on a section
(si) (independently of the section) applies:

Timei,s j(l) = max
1≤k≤Size(l)

{
STimek(s j)

}
−STimei(s j)

(2)
The efficiency of a truck platoon arises from the

difference of the economic benefit (reduction of fuel
consumption due to slip stream driving) and addi-
tional personnel costs (waiting time for platoon par-
ticipants) stating a minimal common route within a
platoon, maximal waiting time and a minimal rev-
enue. The calculation of efficient truck platoons is
based on this definition. A truck platoon l is efficient,
if the additional personnel costs are smaller than the
estimated revenue. Additionally a truck platoon l is
efficient, if and only if the truck platoon is efficient for
each individual platoon participant (Friedrichs, 2008).

E f f iciencyi(l) = min
1≤k≤Size(l)

{Revenuesi(l)−Costsi(l)}

(3)

4.4 Calculation Basis for the Efficiency
of Truck Platoons

4.4.1 Calculation of the Revenues

Schmitz (2004) calculates under consideration of the
entire route of a truck platoon Length(l), the quantity

of the participating vehicles and the fuel consumption
ui (in liter per 100km) the Revenuesi(l) of a truck i,
which can be realized due to the participation in a
truck platoon l. The costs for one liter fuel are des-
ignated with kKS. The reduction of the fuel consump-
tion is indicated with ∆Be,Size(l) (Schmitz, 2004).

Revenuesi(l) = ui ·
Length(l)

100
·∆Be,Size(l) · kKS (4)

The fuel consumption, which is induced by slip-
stream driving in a platoon, can be theoretically cal-
culated and practically measured. Several simulations
and measurements have shown that the theoretical re-
sults cannot be achieved in practice (Table 1).

On account of this further research work took
place. With the aid of traffic flow simulations the fuel
reduction of the leading and the following vehicles
have been analyzed. Under conservative assumptions
the fuel consumption for truck platoons is implied
with 2% for the 1st truck, 11% for the 2nd and 13%
for every other participant. Because of the reason that
the profit of driving in a platoon on 1st, 2nd or another
position differs, it was furthermore assumed that ev-
ery truck drives on average the same distance on each
position of a platoon. Under those assumptions, the
following equation 5 shows the fuel consumption of
truck platoons with the size n.

∆Be,n =
2%+11%+(n−2) ·13%

n
(5)

Table 2 shows the reduction of the fuel consump-
tion of electronically coupled truck platoons based on
equation 5.

With the equations 4 and 5 it is possible to calcu-
late the revenues of truck i achieved by driving within
the platoon l.

4.4.2 Calculation of the Costs

The costs for participating in a truck platoon are
caused by several criteria. First of all, the partici-
pants have to wait for other participants at an arranged
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Table 1: Reduction of Fuel Consumption based on Theory, Simulation and Test (Bonnet and Fritz, 2002).

THEORETICAL SIMULATION MEASUREMENT
DAIMLER DAIMLER

Fuel Consumption (1st vehicle) 2,17% (14t); 1,64% (28t) 2% (28t) 6% (14t)
Fuel Consumption (2nd vehicle) 38,06% (14t); 28,76% (28t) 19% (28t) 21% (28t)

Table 2: Reduction of Fuel Consumption due to Electroni-
cally Coupled Platoon Driving.

PLATOON FUEL
STRUCTURE REDUCTION

1st Platoon Vehicle 2%
(Leading Vehicle)

2nd Platoon Vehicle 11%
(Following Vehicle)
3rd Platoon Vehicle 13%
(Following Vehicle)

Average Fuel Reduction, 6.50%
2 Vehicles

Average Fuel Reduction, 8.67%
3 Vehicles

Average Fuel Reduction, 9.75%
4 Vehicles

Average Fuel Reduction, 10.40%
5 Vehicles

meeting point or reduce speed until they got together.
Another criterion for extra personnel costs is the pla-
toon driving itself and the associated platoon maneu-
vers (e.g. a platoon has to be dissolved at a working
area). It is also possible that a truck, which partic-
ipates in a platoon, has to drive with reduced speed
because of another, slower participant (e.g. uphill).

Due to the fact that the extra personnel costs
caused by platoon maneuvers or speed reduction be-
cause of slow participants are unascertainable without
accurate road and traffic information, therefore those
influencing criteria will be ignored. The only criteria
which take account of extra personnel costs will be
the waiting time Timei(l) for each participating truck
i and the wage rate kPK .

Costsi(l) = kPK ·Timei(l) (6)

4.4.3 Boundaries of the Efficiency of Truck
Platoons

To get a statement on the maximum of waiting time,
equation 3 has to be transformed and complemented
by equations 4 and 6. The efficient criterion of
electronically coupled truck platoons is originated in
equation 7.

ui ·
Length(l)

100
·∆Be,Size(l) ·

kKS

kPK
> Timei(l) (7)

With this efficient criterion it can be easily
proofed, if the benefit of the operation of electroni-
cally coupled truck platoons is bigger than their costs.

5 DATA MINING TECHNIQUE

5.1 Related Work

Discovering patterns in sequences is an important
knowledge discovery and data-mining research area.
There are many different interesting fields like discov-
ering rules in so called events (Mannila et al., 1997)
or finding text subsequences (Califano and Rigout-
sos, 1993) that match a regular expression. In 1995,
Agrawal and Srikant introduced the problem of min-
ing sequential patterns (Agrawal and Srikant, 1995):
”A database with customer transactions is given.
Each transaction consists of the fields; customer-id,
transaction-time and a set of items purchased in this
transaction. Quantities of items purchased in a trans-
action are not considered. The problem of mining
sequential patterns is to find all sequences that have
a certain user-specified minimal support.” This dif-
ficulty deals with the questions; ”which items are
bought in which order” or ”which item will be bought
next”. Agrawal and Srikant presented three algo-
rithms for solving the sequential pattern problem and
many other algorithms have been proposed to speed
up the mining process (e.g. (Zaki, 2001); (Pei et al.,
2004)). In general, those algorithms are based on
two different methods for mining sequential patterns:
apriori-based methods and pattern-growth methods
(Antunes and Oliveira, 2004).

The apriori-based methods are, as the name states,
based on the so called apriori condition. This con-
dition is used to generate larger candidates based on
smaller frequent sequences in the so called join-step.
Each generated candidate is then validated in the fol-
lowing so called prune-step. These two steps are
repeated until there are no more frequent sequences
found. The pattern-growth methods deduce from a
smaller frequent sequence, a longer sequence. Instead
of generating candidates, these methods directly look
for frequent sequence.

In 2003, Yan et al. introduced the problem of min-
ing closed sequential patterns which means that in-
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stead of finding all frequent sequences, only the ”most
supported” sequences are searched for (Yan et al.,
2003). They presented a new algorithm to find closed
sequential pattern, called CloSpan, which is based on
a pattern-growth method introduced in 2001 by Pei
et al. Figure 6 illustrates the main idea of the ap-
proach. The items are nodes in a lexicographical se-
quence tree. Each path of the tree is a frequent se-
quence found in the database. So called projected
databases are stored for each node of the tree. If the
projected databases of two different paths are equal
to each other, the mining for more frequent sequences
can be eventually stopped. In figure 6, the mining for
further frequent sequences can be stopped at node B
in the path B because the projected database of this
node is equal to the projected database of node B in
the path A,B.

Figure 6: Illustration of the Algorithm to Find Closed Se-
quential Pattern.

The problem of mining frequent sub-routes or
economic truck platoons cannot be solved easily by
any of those algorithms. Due to the small support of
two and the given sequences of hundreds of sections,
those algorithms collapse. In the case of platoons the
support has to be two, because two is the smallest
number of participants to form a platoon. However,
these algorithms are good approaches in finding pos-
sible solutions for solving this problem.

5.2 The Truck Platoon Sequential
Pattern Algorithm

The so called TPSpan-Algorithm (Mining Truck Pla-
toon Sequential pattern) had been already presented
in detail in 2008 (Meisen et al., 2008). In this section,
we will give a brief introduction into the TPSpan-
Algorithm which searches for possible platoons in a
route database, especially optimized to find economic
truck platoons. The algorithm is split in four phases
and illustrated in Figure 7.

In the first phase, the exclusion criteria are used to
eliminate trucks or routes which do not meet those cri-
teria. Within the second phase, the grouping criteria
are applied to secure the forming of platoons within
similar conditions. In the third phase, the data-mining

technique checks each group for possible economic
truck platoons regarding the assessment criteria. Fi-
nally, in the fourth and last phase, the economic truck
platoons are grouped by truck-id. The grouped infor-
mation is then transmitted to each truck (e.g. meeting
points, profit).

Figure 7: Illustration of the Algorithm to Find Truck Pla-
toon Sequential Pattern.

The used data-mining technique in the third phase
is based on the projected pattern-growth idea pre-
sented by Pei et al. (2001) and has been enhanced for
solving the problem of mining frequent sub-routes.
It generates a lexicographic tree as shown in Figure
6. Instead of starting with each frequent section, the
tree starts with those frequent sections which have a
meeting opportunity (Meet(s1) = 1 ). This means that
the first section has to be e.g. a rest area. Due to
this, the width of the tree is reduced and the condi-
tion for a platoon (starting with a meeting opportu-
nity) is ensured. Another important improvement is
the so called node-compress-method which is used to
reduce the validation of the assessment criteria. In-
stead of validating the criteria for every platoon, the
common distance of a platoon will be increased as
long as the number of participants does not change. It
is ensured that the algorithm will still search for the
most economic platoons: A platoon l1 = (s1, . . . ,sn)
with Size(l1) = k is always more economical than a
platoon l2 = (s1, . . . ,sn) with Size(l2) = k, whereas
Length(l1)> Length(l2).

Figure 8 shows the framework of the data mining
technique. The algorithm is working from the root
of the tree to the leaves. In each node, the algorithm
calculates possible platoons (line 4) and determines
new children (line 6). If the projected database of
the node does not support any more platoons (line 1)
the recursion terminates. The framework also shows
the already mentioned node-compress-method (line
3) which returns a true value if the compression termi-
nated with a split. If this is the case, further children
are possible, other wise the routes of the projected
database end and no more children can be determined
(line 5).
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Figure 8: Illustration of the Algorithm to Find Truck Pla-
toon Sequential Pattern.

As shown in figure 7 the algorithm also uses infor-
mation that has already been calculated to organize
planned platoons by calculating the tree incremen-
tally. Comparing the differences between the trees
enables the organization of platoons, e.g. delay of par-
ticipants at the meeting point or canceling of planned
platoons. The main goal of the incremental calcula-
tion is to reach a comparison of root-nodes. If a root-
node, i.e. a node on the first level of the tree, has
been changed, the sub-tree is recalculated and exist-
ing changes are recorded, analyzed and submitted.

5.3 Consideration of the Efficiency of
Truck Platoons within the
Data-mining Technique

To find efficient truck platoons these calculations
are executed by the TPSpan-Algorithm in row 4
Pro jRDB.calculateKonvois(). Figure 9 shows the al-
gorithm for the calculation of efficient and economic
truck platoons for a projected data base.

In the first row the algorithm proofs if the length
of the projected data base is bigger than or as big
as the minimal route of a truck platoon. The length
matches the sum of the distances of the individual
atomic routes. In the following row a maximal win-
dow is calculated, which specifies the maximum wait-
ing time for a truck to meet potential platoons.

Figure 9: Algorithm for the Calculation of efficient truck
platoons (Meisen, 2006).

The calculation of efficient truck platoons are
based on the efficient criterion of electronically cou-
pled truck platoons (former equation 7):

ui ·
Length(l)

100
·∆Be,Size(l) ·

kKS

kPK
> Timei(l) (8)

Because the estimated fuel reduction is un-
known at this point of time the maximum value
has to be assumed. With this procedure the
algorithm searches in row 4 with the function
Get2Sets(Pro jRDB, lTimeFrame) all two elementary
sets of projected routes, for which the estimated wait-
ing time is smaller than the calculated time window.
Afterwards, by means of apriori-based methods fur-
ther larger quantities are formed, whereas the param-
eter ”maximal platoon size” serves as an upper bound
(row 5 to 8).

6 EXPERIMENTAL RESULTS

For evaluation and simulation purposes synthetic data
were generated by calculating random routes using
a routing planner. To do so, two zip codes were
randomly chosen from all postal codes in Germany.
The departure time was also randomly picked within
one day. The calculated routes were saved in a
database. With this approach three different databases
with 500, 2,000 and 5,000 routes were generated. Ex-
perimental evaluation has shown that our TPSpan-
Algorithm finds profitable truck platoons within gen-
erated databases. The experiments have also shown
that the number of economic truck platoons increase
exponentially with the number of routes and that scal-
ing parameters are necessary to prune the amount of
possible truck platoons (i.e. when there are more
than 2,000 routes). Within the experimental evalua-
tions, we identified the following scaling parameters:
minimal common distance in kilometers, minimal and
maximal truck platoon size, maximal waiting time in
seconds and minimal profit in (Figures 10 to 12).

Figures 10 to 12 show individual diagrams about
the efficiency, the flexibility and the reliability of
truck platoons. The minimal and maximal truck pla-
toon size was set to two and four. The maximal wait-
ing time was 10,000 s, the minimal common distance
was 1 km and the minimal profit was 1 , if not chosen
to be the value of the x-axis. We say that a platoon
is efficient, if and only if the proceeds are above the
costs. Furthermore, we say that a platoon is flexible,
if alternatives to participate with a platoon are given.
The reliability of truck platoons focus on the chance
of finding a platoon to participate with. The experi-
ments have shown that the best values for the known
pruning parameters are a maximal waiting time of
3,000 s, a minimal common distance of 100 km and a
minimal profit of 1 . With those values for the prun-
ing parameters, efficiency, flexibility and reliability
are still assured (Friedrichs, 2008).
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Figure 10: Efficiency depending on minimal common Distance of a Platoon (left) and maximal Waiting Time (right)
(Friedrichs, 2008).

Figure 11: Flexibility depending on minimal common Distance of a Platoon (left) and maximal Waiting Time (right)
(Friedrichs, 2008).

Figure 12: Reliability depending on minimal common Distance of a Platoon (left) and maximal Waiting Time (right)
(Friedrichs, 2008).
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7 CONCLUSIONS

In this paper, we have introduced a data mining tech-
nique to plan and organize platoons. Furthermore,
we have introduced and presented experimental re-
sults for an application area ”truck platoons: trains
on road”. For this case, we have examined that it is
possible to find truck platoons and that the amount
of platoons increase exponentially with the amount of
routes (participating trucks). Due to this rise, pruning
parameters are necessary. Further experiments have
shown that it is possible to find truck platoons reli-
able, efficient and flexible, even if pruning parameters
are used. We have given suggestions for these param-
eters to achieve the mentioned factors. Further work
has to be done in the field of realization. We have
presented the dilemma of different results of reduc-
ing fuel consumption. Additional effort has to be put
into the goal closing the gap between results of fuel
reduction based on theory, simulation and tests and
thus provide a further substantial contribution to the
efficiency of truck platoons.
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Abstract: In this paper, wind tunnel results of a real time optimization of a morphing wing in wind tunnel for delaying 
the transition towards the trailing edge are presented.  A morphing rectangular finite aspect ratio wing, 
having a wind tunnel experimental airfoil reference cross-section, was considered with its upper surface 
made of a flexible composite material and instrumented with Kulite pressure sensors, and two smart 
memory alloys actuators. Several wind tunnel tests runs for various Mach numbers, angles of attack and 
Reynolds numbers were performed in the 6’×9’ wind tunnel at the Institute for Aerospace Research at the 
National Research Council Canada. Unsteady pressure signals were recorded and used as feed back in real 
time control while the morphing wing was requested to reproduce various optimized airfoils by changing 
automatically the two actuators strokes. The paper shows the optimization method implemented into the 
control software code that allows the morphing wing to adjust its shape to an optimum configuration under 
the wind tunnel airflow conditions. 

1 INTRODUCTION 

The Consortium for Research and Innovation in 
Aerospace in Quebec CRIAQ 7.1 project was a 
collaborative project between the teams from École 
de technologie superieure (ETS), École 
Polytechnique, the Institute for Aerospace Research 
- National Research Canada (IAR-NRC), 
Bombardier Aerospace, Thales Avionics. In this 
project, the laminar flow past aerodynamically 
morphing wing was improved in order to obtain 
important drag reductions.  

This collaboration called for both aerodynamic 
modeling as well as conceptual demonstration of the 
morphing principle on real models placed inside the 
wind tunnel. Drag reduction on a wing could be 
achieved by modifications of the airfoil shape which 
had an effect in the laminar to turbulent flow 
transition point position. The main objective of this 
concept was to promote large laminar regions on the 
wing surface by moving the transition point toward 
the trailing edge of the airfoil wing, thus reducing 
drag over an operating range of flow conditions 

characterized by Mach numbers, airspeeds and 
angles of attack (Zingg, 2006).  

To modify the laminar flow around a wing 
airfoil, it was necessary to change the airfoil shape; 
therefore one of the methods for airfoil changes was 
developed at Kentucky University, which consisted 
of deflecting the wing upper surface using adaptive 
actuators (Jacob and Munday, 1998, 1999, 2002). 

It was shown that the actuators activated 
oscillatory motions of a certain frequency to the 
boundary layer flow over the upper surface. These 
actuators were made of piezo-electric materials 
which changed their shapes when connected to an 
electrical current differential voltage. The wind 
tunnel tests showed that the displacement of the 
transition point to the trailing edge resulted in the 
drag decrease and in the lift increase (Jacob, 1999). 

The “chordwise air collection” method was 
designed in 1984, in fact, laminar flow control 
(LFC) over the upper surface of the wing was 
realized by the boundary layer suction, thereby 
moving the transition position at 85% of the chord  
(Allison, 1978).  
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A numerical algorithm was developed for 
optimizing the suction distribution, by maintaining 
the transition at a desired location (chord %) and 
maintaining the energy spent at a minimum 
(Hackenberg, 1995). Three steps were considered: 1. 
Boundary layer computation; 2. Transition 
prediction, and 3. Optimization of the suction 
distribution while maintaining the transition location 
at a certain desired percentage of the chord. In the 
third step, the gradient method was used.  

Optimized wings were conceived by reducing the 
kinetic energy of the perturbation and drag values 
while, the lift and pitch moment coefficients were 
maintained at desired values (Pralits, 2003). 

A controller was developed at Southampton 
University, with the aim of maintaining the desired 
turbulence level over a flat plate equipped with a 
suction porous panel. The pressure fluctuations were 
measured with microphones at the boundary layer 
over the flat plate, and the signal was conditioned 
and filtered to remove the background noise of the 
wind tunnel fan, then the turbulence level was 
estimated by computing the RMS (Root Mean 
Square) pressure signal. The controller used the 
error between the RMS values of the measured 
pressures and the desired RMS values at the spots 
where the microphones were installed, thus 
maintaining the transition on the specified area over 
the flat plate (Rioual, 1994). 

Closed-loop control of the morphing planform 
(wing-shape control) and simultaneously enforced 
prescribed closed loop aircraft dynamics (flight 
control) were modeled (Gandhi, 2007). The N-MAS 
wing designed by NextGen Aeronautics was 
considered. The flight control law actively used the 
leading edge morphing wing sweep angle as an 
actuator to assist in manoeuvres while guaranteeing 
aircraft stability. The morph between the two modes 
of Loiter and Dash was modeled by a first-order 
transfer function, and hence the morph rate was 
governed by the transfer function time constant.  

The empirical structural weights for various wing 
geometries were obtained by implementing two 
finite element-based structural optimization 
methods: 1) an aggregate and 2) a simultaneous 
analysis (Skillen, 2005). These methods were 
applied on a morphing wing with two degrees of 
freedom: the wing sweep and the root chord length. 
Two linear actuators were used: one positioned 
along and parallel to the forward spar and the other 
one positioned along and parallel to the wing root 
chord. These geometrical variations produced four 
configurations with changes in area, aspect ratio and 
sweep: the high lift configuration for the largest area 
and minimal sweep angle; the loiter configuration 

for the maximum aspect ratio and minimum sweep 
angle; the dash/cruise configuration for the 
maximum sweep and minimal area; and the 
manoeuvre configuration for the maximum area at 
the maximum sweep.   

A symmetric wing structure was created with 
two tapered graphite/epoxy composite plates and a 
steel body. Four pairs of SMA wires were attached 
to the wings’ bottom surfaces in the chord-wise 
direction. Lift and drag forces were measured at 
various angles of attack. Dynamic vibration signals 
were measured by Fiber Bragg Grating FBG sensors 
at the wing root and were used to monitor aeroelastic 
unstable flutter phenomena, at various angles of 
attack (Yang, 2006).  

A wing structure comprised of an optimized 
internal layout of cables and struts was able to 
change its shape. Cables were used as actuators, 
while struts provided rigidity to the wing. In addition 
to achieving continuous morphing by changing cable 
lengths, this structure had the advantages of being 
light weighted and having a distributed actuation. 
Topology optimization was used to optimally place 
cables and struts in a bay or in a wing section. The 
Non-dominated Sorting Genetic Algorithm II 
(NSGA II) was used for modeling the NASA HECS 
and the NextGen TSCh wings (Bharti, 2006).  

Wings roll performances were achieved by use 
of articulated conformal control surfaces. Analysis 
results were compared to experimental results 
obtained for a 16% scale model of a fighter wing 
equipped with embedded smart materials used to 
deform a control surface. The control surface design 
was found suitable for low-rate applications such as 
takeoff and landing configurations (Sanders, 2003). 
NextGen developed an in-plane morphing geometry 
concept. Flexible elastomeric skins with out-of-
plane stiffeners accommodated the wing motion 
while transmitting air pressure loads to the wing 
substructure. Wind tunnel testing of a full-scale 
wing for a 2400 lb vehicle and flight testing of a 
subscale unmanned aerial vehicle (UAV) were 
performed. The following issues were identified: the 
need to address multiple geometries and flight 
envelopes to account for morphing shape changes; 
the in-plane wing flexibility resulting from its 
mechanism restraint by linear actuators. Another 
half-span wind tunnel model was tested in the 
NASA Transonic Dynamics Tunnel for 
aeroelasticity studies (Andersen, 2007).  

The Flight Test results of a Mission Adaptive 
Compliant Wing (MAC-Wing) variable geometry 
Trailing Edge Flap with a Natural Laminar Flow 
NLF airfoil have been described. The MAC-Wing 
technology provided light-weight, low power, 
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variable geometry reshaping of the upper and lower 
flap surface with no discontinuities. The airfoil-flap 
system was optimized to maximize the laminar 
boundary layer extent over a broad lift coefficient 
range for endurance aircraft applications. The 
expanded laminar bucket capability allowed the 
endurance aircraft to extend their range, by 15% or 
more, by optimizing the lift-to-drag ratio (L/D) 
throughout the mission. The wing was tested at full-
scale dynamic pressure, Mach number, and reduced-
scale Reynolds numbers on Scaled Composites’ 
Knight Aircraft. Laminar flow regime occurred up to 
60% chord of the wing during tests. Significant fuel 
and weight savings as well as high control authority 
were verified by tests and analyses. Fifteen Dantec 
Dynamics hot film sensors measured the boundary 
layer transition position (De Breuker, 2007).  

A Defense Advances Research Projects Agency 
DARPA sponsored wind tunnel test model of a 
Lockheed Martin morphing concept was designed 
and tested. The wind tunnel model incorporated the 
key features representatives of a full scale vehicle 
model: out-of-plane morphing through a coordinated 
actuation system integrated with seamless skins and 
a composite support structure that encompassed the 
actuator system along the wing fold hinge lines, 
structural layout and materials featured in the full 
scale vehicle design, and a first-time thermo-
polymer actuator integral to a leading edge device 
for smooth contour between the inner wing and 
fuselage when fully morphed. The model was 
instrumented with strain gauges, accelerometers and 
pressure transducers; data was acquired and 
correlated with aircraft design and analysis methods 
(Love, 2007). 

The airborne modification of an aircraft wing 
airfoil shape could be realized continuously to 
maintain laminar flow over the wing surface as 
flight conditions changed. To achieve such a full 
operating concept, a closed loop control system 
concept was developed to control the flow 
fluctuations over the wing surface with the 
deformation mechanisms (actuators) (Popov, 2008). 

The wing model had a rectangular plan form of 
aspect ratio of 2 and was equipped with a flexible 
upper surface skin on which shape memory alloys 
actuators were installed (Coutu, 2009 and Georges, 
2009). Two shape memory alloys (SMA) actuators 
created the displacement of the two control points on 
the flexible skin in order to realize the optimized 
airfoil shapes (Sainmont, 2009). 

As reference airfoil, the laminar Wind Tunnel 
Experimental Airfoil WTEA was used because it 
was already optimized for laminar flow in the 

transonic regime; its aerodynamic performance was 
investigated at IAR-NRC (Khalid, 1993). The 
optimized airfoils were previously calculated by 
modifying the reference airfoil for each airflow 
condition  as combinations of angles of attack and 
Mach numbers such that the transition point position 
was found to be the nearest as possible to the airfoil 
trailing edge (Sainmont, 2009). Several optimized 
airfoils were found for the airflow cases 
combinations of Mach numbers and angles of attack. 
The optimized airfoils configurations were stored in 
the computer memory by means of a database and 
were selected as needed by the operator or computer 
in order to be realized by the morphing wing 
(Popov, 2009). But this strategy relied on the 
previously calculated aerodynamic characteristics of 
the airfoils which usually were determined by use of 
CFD codes and optimization algorithms.  

The idea presented in this paper was to 
implement the same optimization algorithm into the 
computer controller that would search the optimal 
configuration with the real system, in real time and 
for real aerodynamic airflow conditions. The basic 
idea of optimization control is to by-pass the 
necessity of a previously calculated optimized 
airfoils database, and to generate in real time the 
optimized airfoil for the exact conditions of the wind 
flow. For such a task it was necessary to develop a 
subroutine that optimized the airfoil shape in the 
same way in which the optimized airfoils database 
was generated. The method of optimization used in 
this case was a mixed method between ‘the gradient 
ascent’ or ‘hill climbing’ method and the ‘simulated 
annealing’ which is a meta-heuristic search method.  

The ‘hill climbing’ method is a local search 
optimization algorithm. It considers a random poor 
solution, which improves slowly by iterations. When 
solution cannot be further improved, it becomes the 
final solution and the algorithm ends.  In our case, 
the searching domain is defined by the actuators 
displacements as variables, while the cost function 
needed to be maximized is the transition point 
position xtr. Normally the function is defined 
analytically and the maximum is searched along the 
lines with the maximum local derivatives or 
gradients. Although ‘hill climbing’ would be very 
fast and simple to program, the solution found is not 
guaranteed to be the global maximum of the entire 
search domain (Hill climbing, from Wikipedia). 
Other local search algorithms such as ‘stochastic hill 
climbing’, ‘random walks’ and ‘simulated 
annealing’ would overcome this problem. The 
characteristic of these methods is that the algorithm 
searches random solutions within the search domain 
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in order to cover all the possible local maxima and 
to find the global maximum (Simulated annealing, 
from Wikipedia).  

The reason why a mixed method was needed, 
was because the cost function for such complex 
problem (minimize the CD, maximize the CL/CD or 
maximize the transition point position xtr for a 
morphing wing) was not defined analytically and the 
implementation of ‘gradient ascent’ method was not 
suitable. Also, due to time cost (very long time 
response of the SMA actuators due to heating but 
especially cooling time), a purely probabilistic meta-
heuristic search algorithm such as ‘stochastic hill 
climbing’, ‘random walks’ and ‘simulated 
annealing’, was not suitable too.  

The idea of the present algorithm was the 
mixture of the ‘hill climbing’ method with the 
‘random walks’ or ‘simulated annealing’ and the 
search within the defined domain nine points, one 
being the center of a circle while the other eight 
being situated on the circle with a predefined radius. 
When the maximum is found within the nine points, 
the algorithm reset the next searching step by 
iterating with eight points situated on smaller circles 
until the global maximum is found.  This mixed 
method was found to be the fastest i.e. it considered 
the least number of points evaluated for converging 
to the transition point position xtr maximum. 

2 EXPERIMENTAL SETUP 
DESCRIPTION 

2.1 Mechanical and Electrical Control 
System 

The concept of this morphing wing consisted in a 
rectangular wing model (chord c = 0.5 m and span b 
= 2.1 m) incorporating two parts. One fixed part was 
built in aluminum by the IAR-NRC team which 
sustained the resistance forces acting during wind 
tunnel tests. The other part consisted in a flexible 
skin installed on a metallic structure on the wing 
upper surface and was designed and manufactured at 
Ecole de Technologie Superieure (Fig. 1). The 
flexible skin was required to change its shape 
through two action points in order to realize the 
optimized airfoil for the airflow conditions in which 
tests were performed.  

The actuators were composed of two oblique 
cams sliding rods span-wise positioned that 
converted the horizontal movement along the span in 
vertical motion perpendicular to the chord (Fig. 2).  

 
Figure 1: Cross section of the morphing wing model. 

The position of each actuator was given by the 
mechanical equilibrium between the Ni-Ti alloy 
SMA wires that pulled the sliding rod in one 
direction and the gas springs that pulled the sliding 
rod in the reverse direction. The gas springs role was 
to counteract the pulling effect of aerodynamic 
forces acting in wind tunnel over the flexible skin 
when the SMA’s were inactive. Each sliding rod was 
actuated by means of three parallel SMA wires 
connected to a current controllable power supply 
which was the equivalent of six wires acting 
together. The pulling action of the gas spring 
retracted the flexible skin in the undeformed-
reference airfoil position, while the pulling action of 
the SMA wires deployed the actuators in the load 
mode i.e. morphed airfoil in the optimized airfoil 
position (see Fig. 2). The gas springs used for these 
tests were charged with an initial load of 225 lbf 
(1000 N) and had a characteristic rigidity of 16.8 lbf 
/ in (2.96 N / mm). 

 

 
Figure 2: Schematics of the flexible skin mechanical 
actuation. 

The mechanical SMA actuators system was 
controlled electrically through an “open loop” 
control system. The architecture of the wing model 
open loop control system, SMA actuators and 
controller is shown in Figure 3. The two SMA 
actuators had six wires each, which were supplied 
with power by the two AMREL SPS power supplies, 
controlled through analog signals by the NI-DAQ 
USB 6229 data acquisition card. The NI-DAQ was 
connected to a laptop through an USB connection. A 
control program was implemented in Simulink 
which provided to the power supplies the needed 
SMA current values through an analog signal as 
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shown in Figure 3. The control signal of 2 V 
corresponded to an SMA supplied current of 33 A. 
The Simulink control program used as feedback 
three temperature signals coming from three 
thermocouples installed on each wire of the SMA 
actuator, and a position signal from a linear variable 
differential transducer (LVDT) connected to the 
oblique cam sliding rod of each actuator. The 
temperature signals served in the overheat protection 
system that disconnected the current supply to the 
SMA in case of wire temperature passed over the set 
limit of 120°C. The position signals served as 
feedback for the actuator desired position control. 
The oblique cam sliding rod had a horizontal versus 
vertical ratio 3:1; hence the maximum horizontal 
displacement of the sliding rod by 24 mm was 
converted into a maximum vertical displacement of 
the actuator and implicit of the flexible skin by 8 
mm.  
 

 
Figure 3: Architecture of the morphing wing model 
control system. 

A user interface was implemented in 
Matlab/Simulink which allowed the user to choose 
the optimized airfoils shape from database stored on 
the computer hard disk and provided to the 
controller the vertical needed displacements in order 
to obtain the desired optimized airfoil shape. The 
controller activated the power supplies with the 
needed SMA current values through an analog signal 
as shown in Figure 3. In practice, the SMA wires 
were heated at an approximate temperature of 90°C 
with a current of 10 A. When the actuator reached 
the desired position the current was shut off and the 
SMA was cycled in endless heating/cooling cycles 
through the controller switching command on/off of 
the current in order to maintain the current position 
until another desired position or the entire system 
shut off was required. 

In support of the discrete pressure 
instrumentation, infrared thermography (IR) 
visualization was performed to detect the transition 
location on the morphing wing upper surface and 
validate the pressure sensor analysis. The transition 
detection method using IR was based on the 
differences in laminar and turbulent convective heat 
transfer coefficient and was exacerbated by the 
artificial increase of model-air flow temperature 

differences. In the resulting images, the sharp 
temperature gradient separating high temperature 
(white intensity in image) and low temperature (dark 
intensity) regions was an indication of the transition 
location. The infrared camera used was an Agema 
SC3000 camera, equipped with a 240×320 pixels 
Quantum Well Infrared Photodetector (QWIP 
detector), operating in the infrared wavelength 
region of 8-9 µm and cooled to 70°K to reduce 
thermal noise. The camera provided a resolution of 
0.02ºC and a maximum frame rate of 60 Hz. It was 
equipped with the default lens (FOV = 20°×15°), 
and was installed 1.5 m away from the model with 
an optical axis oriented in the horizontal plane at 
about 30° with respect to the wing surface mid-
chord normal. Optical access was provided through 
an opening on the side wall of the test section 
opposite to the upper surface. More details about the 
methodology and processing are available in ref. 
(Mébarki, 2009). 

2.2 Aerodynamic Detection System and 
Graphical User Interface 

The morphing wing goal was the improvement of 
the laminar flow over the upper surface of the wing. 
In order to ensure that the improvement was real, we 
built a detection system that gave information about 
the flow characteristics. An array of twelve Kulite 
pressure sensors was installed on the flexible skin. 

The pressure data acquisition was performed 
using a NI-DAQ USB 6210 card with 16 analog 
inputs, at a total sampling rate of 250 kilo samples/s. 
The input channels were connected directly to the 
IAR-NRC analog data acquisition system which was 
connected to the twelve Kulite sensors. The IAR-
NRC served as an amplifier and conditioner of the 
signal at a sampling rate of 15 kilo samples/s. One 
extra channel was used for the wind tunnel dynamic 
pressure acquisition to calculate the pressure 
coefficients Cp’s from the pressure values measured 
by the twelve pressure sensors. The signal was 
acquisitioned at sampling rate of 10 kilo samples/s 
in frames of 1024 points for each channel which 
allowed a boundary layer pressure fluctuations fast 
Fourier transform (FFT) spectral decomposition up 
to 5 kHz for all channels, at a rate of 9.77 samples/s 
using Matlab/Simulink software. The plot results 
were visualized in real time on the computer screen 
in dedicated windows (see Figure 4) at a rate of 1 
sample/sec. Figure 4 shows an example of graphical 
user interface in which all the aerodynamic and 
morphing shape information were centralized 
together with the control buttons of the controlling 
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software. The window shows information about the 
Mach number, the angle of attack, the airfoil shape 
of the morphing wing, and the two actuators vertical 
displacements needed to obtain the desired airfoil 
shape. In the two plots, are shown the pressure 
coefficients distribution Cp’s of the twelve Kulite 
sensors, and the noise of the signal (RMS) of each 
pressure signal. Figure 4.a shows the wing un-
morphed position, while the Figure 4.b shows the 
wing under its morphed position. The results 
obtained are qualitatively very similar to those 
obtained in previous studies (Nitcshe, 1989 and 
Mangalam, 2004). 

 
Figure 4.a: Un-morphed configuration. 

The transition between laminar and turbulent 
flow was detected by means of each pressure 
signal’s root mean square (RMS). The lower RMS 
plot given in Figure 4 shows the normalized quantity 
of the pressure signal noise from each Kulite sensor 
(star points curve). In the example shown in Figure 
4, the RMS plot in the un-morphed configuration 
(Figure 4.a) the transition is shown in the fourth 
sensor due to the fact that it had the maximum RMS 
value. 

In Figure 4.a, on the GUI was shown an un-
morphed airfoil by use of a black color. The 
actuators reference positions correspond to dY1 = 0 
mm and dY2 = 0 mm, the Cp distribution calculated 
by XFoil for the reference airfoil (black curve), and 

the Cp theoretical values of the sensors shown as 
black circles on the Cp distribution curve. 

 

 
Figure 4.b: Morphed configuration. Graphical User 
Interface (GUI) with the control buttons of the software. 

In the lower plot of Figure 4.a was shown the N 
factor used by XFoil to predict transition for the 
reference airfoil (black curve). The critical value Ncr 
= 7.34 was used in the simulation to match the 
turbulence level T = 0.14% measured in the wind 
tunnel using Mack’s correlation (1), and the plotted 
values on the figure are normalized (N/Ncr) (Mack, 
1977). 

 

8.43 2.4 log( )crN T= − − ⋅  (1)

In the case of an un-morphed configuration, the 
predicted transition position was found to be the 6th 
position of the sixteen available sensors positions. In 
the beginning of wind-tunnel tests, a number of 
sixteen sensors were installed, but due to their 
removal and re-installation during the next two wind 
tunnel tests, four of them were found defective, 
therefore a number of twelve sensors remained to be 
used during the last third wind tunnel tests so only 
twelve Kulite sensors were used for plotting the Cp 
distribution and RMS distribution (star plots). 

Results predicted for the morphed airfoil were 
shown in circles. The morphed airfoil coordinates 
were shown as blue curves in the upper part of 
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Figure 4.b, the Cp distribution was calculated by 
XFoil for the optimized airfoil (circles curve), and 
the Cp theoretical values of the sensors were shown 
as blue circles on the Cp distribution curve. In the 
lower plot of Figure 4.b, the N factor used by XFoil 
to predict transition was shown for the optimized 
airfoil (circles curve). In this case of morphed 
configuration, the predicted position of transition 
was the 14th position of the sixteen available sensors 
positions. 

These lower circles (un-morphed) and upper 
circles (morphed) curves served as theoretical 
validations of the measured value curves reflecting 
the aerodynamic parameters (Cp and RMS) provided 
by Kulite sensors in real time with a sampling rate of 
1 S/sec. In Figure 4.b is shown the actuated airfoil in 
the morphed position (dY1 = 4.92 mm and dY2 = 
7.24 mm). The transition position was given by the 
sensor location where the maximum RMS was 
found, which in this case is the 10th Kulite sensor 
out of 12 sensors. The instant visualization allows us 
to find the exact position predicted by XFoil. 

2.3 Simulation and Experimental 
Results Obtained in the Wind 
Tunnel 

The simulation of the system used as programming 
platform the Matlab/Simulink software. The 
simulation used the optimization subroutine exactly 
the same as in bench tests and wind tunnel tests, 
except that in computer simulation and bench test 
the aerodynamic pressures that acted upon the skin 
and which stimulated the sensors were simulated by 
use of XFoil software. As mathematical model of the 
flexible skin was used a B-spline with four flexion 
points. Two points were fixed where the skin is 
glued on the wing rigid structure and two points 
were mobile and were placed in the actuators 
coordinates on the wing structure. The B-spline 
shape that define the airfoil’s flexible skin did not 
have the same coordinates as the flexible skin but 
was a good approximation for the purpose of 
designing an optimization subroutine in closed loop 
with a CFD code. Laser scanning during bench tests 
showed that the differences between the scanned 
airfoils and the theoretical airfoils were less than 0.5 
mm (less than 6.25% of the maximum actuators 
deflection of 8 mm) (Popov, 2009). The 
optimization initialized the algorithm with the values 
dY1 = 4 mm and dY2 = 4 mm. Afterwards the 
algorithm evaluated the transition point position in 
eight points of coordinates (dY1, dY2) situated on a 
circle centered in the initial point with a radius of 4 

mm within the search domain defined by the bi-
dimensional space of actuators strokes {dY1 = [0, 
8], dY2 = [0, 8]}. For each evaluation point, the xtr 
value was evaluated by use of XFoil and stored in 
the memory. After the first round of evaluations the 
optimizer decided which evaluating point had the 
maximum value of xtr, which will became the initial 
point for the next round of evaluations.  The logic 
schematic of the optimization subroutine is shown in 
Figure 5.  

 
Figure 5: Optimization logic schematic. 

 
Figure 6: Optimization in simulation using XFoil code for 
the airflow condition M = 0.25 and α = 0.5º. 

 
Figure 7: Optimization in simulation using XFoil code for 
the airflow condition M = 0.25 and α = 0.5º. 
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Figures 6, 7 and 10 show the result of WTEA 
airfoil optimization after four evaluation rounds, first 
evaluation with a radius of 4 mm, second evaluation 
with a radius of 2 mm, third evaluation with a radius 
of 1 mm and fourth and last evaluation with a radius 
of 0.5 mm. As seen in Figure 7 the last round of 
evaluation was almost unnecessary because the 
maximum xtr was found inside a plateau of 
maximums with very small differences between 
them. Before doing the optimization it was 
performed a mapping of the search domain, i.e. for 
each combination of dY1 and dY2 in the interval [0 
mm, 8 mm] with a step of 1 mm it was found the xtr 
and was built the surface xtr = f (dY1, dY2) for the 
purpose of visualizing the form of the ‘hill’ and to 
validate the algorithm in the simulation. Figure 8 
and 9 show the same optimization routine that run 
during the wind tunnel tests in the same airflow 
conditions as the ones simulated except that there 
was no map of the searched function. The result was 
slightly different because the airfoil shape of the real 
flexible skin under wind tunnel conditions was 
different than the airfoil shapes defined by use of B-
splines. Still the result was similar, in terms of 
actuator strokes dY1 and dY2 as well as the position 
of transition. Similarly there could be observed in 
Figure 9 a plateau of evaluation points that had the 
transition occurrence on the 11th sensor. 

Figure 10 shows the result of the airfoil shape 
optimization, Cp distribution and xtr transition point 
position on the upper surface of the airfoil obtained 
through simulation using XFoil and B-splines model 
for the flexible skin. The values obtained for wind 
flow conditions of Mach = 0.25 and a = 0.5 are dY1 
= 3.3 mm and dY2 = 7.2 mm. Also in Figure 7 is 
shown the N factor distribution which was the 
parameter used by XFoil to calculate the transition 
point position. When N factor reached the Ncr critical 
value the transition was triggered. This parameter 
was used in wind tunnel to validate the transition 
position found through the RMS measuring of the 
Kulite pressure sensors. 

Figure 11 shows the optimized airfoil shape, Cp 
distribution and xtr transition point position on the 
upper surface of the airfoil in wind tunnel test (star 
plots) compared to the optimal airfoil plots (upper 
circles) and reference airfoil plots (lower circles) 
obtained through simulation. Also in the lower 
subplot of Figure 11 the N factor used by XFoil to 
detect the transition position was compared to the 
RMS of the Kulite sensors. Both the N factor and 
RMS were normalized and the purpose of the plots 
was to have a visual indicator of the transition 
position.  The  software  considered   the   transition 

 
Figure 8: Optimization in real time during wind tunnel 
tests for the airflow condition M = 0.25 and α = 0.5º. 

 
Figure 9: Optimization in real time during wind tunnel 
tests for the airflow conditions M = 0.25 and α = 0.5º. 

 
Figure 10: Optimization simulation result for M = 0.25 
and α = 0.5°. 
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position in the coordinates of the sensor with the 
highest noise (RMS) as confirmed by previous 
studies (Rioual, 1994). The values obtained in wind 
tunnel for wind flow conditions of Mach = 0.25 and 
a = 0.5 are xtr /c = 0.635 (xtr =317.5 mm) for the 
actuator displacement values dY1 = 2.6 mm and 
dY2 = 5.1 mm. 

 
Figure 11: Optimization result during wind tunnel test for 
M = 0.25 and α = 0.5°. 

Figure 12 shows the time history of the 
optimization process in wind tunnel. Due to the long 
response of the SMA actuators – the time of cooling 
from maximum displacement to zero was approx 2 
min – the entire process of optimum search 
converged to the optimum values in approx 20 min. 
Also, there can be observed that the requested 
displacements of the actuators at the maximum 
displacement of 8 mm were not realized, due to the 
fatigue of the SMA’s accumulated in previous testes. 
The maximum deflection was in fact 7 mm for the 
first actuator and 6.5 mm for second actuator. 

Figure 13 shows typical infrared results obtained 
at M = 0.25, α = 0.5° for various configurations. 
Only the composite portion of the wing at x/c≤0.7 
was shown. The white spots on the wing are the 
electronically heated Kulite pressure transducers. 
The two lines of SMA actuators, colder than the 
model surface, were also visible at quarter chord and 
near mid-chord. The locations of the transition in the 
images have been highlighted using a white dashed 
line: it corresponded to the location of a large 
surface temperature gradient, the laminar region 
being about 2-3°C hotter than the turbulent region. 

The  reference  airfoil  configuration  (Figure 13) 

 
Figure 12: Optimization time history during wind tunnel 
test for M = 0.25 and α = 0.5°. 

 
Figure 13: Infrared results obtained at M = 0.25 and α = 
0.5° in reference position. 

 
Figure 14: Infrared results obtained at M = 0.25 and α = 
0.5° after optimization. 

showed a transition location at x/c = 26%. The 
optimization (Figure 14) allowed a laminar 
boundary layer run to x/c = 58%, which represented 
a significant improvement over the reference case 
(Figure 13). Some turbulent wedges caused by 
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leading edge contamination, due to dust particles in 
the flow, were visible in Figure 10-a. In addition to 
providing an on line verification of the Kulite 
dynamic pressure signals, the infrared measurement 
was particularly useful to detect those early artificial 
turbulent regions.  

3 CONCLUSIONS 

The results of the tests performed in wind tunnel 
using a morphing wing were shown. The 
optimization method did not use any CFD code but 
used the same optimization algorithm in real time. 
This optimization converged in approximately 10 
minutes due to the slow response of the SMA 
actuators especially in the cooling phase of the 
cycle. It was observed that the airfoil realized by this 
method slightly differs from the optimization using 
CFD codes. This result was due to the fact that the 
cost function of the optimization (transition position) 
had discrete values (the sensors positions) and the 
maximum of the function was a plateau of different 
dY1 and dY2 values. The optimizer stopped at a 
certain value in function of the number and 
magnitudes of the searching steps. It was observed 
that the last searching step (searching of the 
maximum in eight points situated on a circle with 
ray of 0.5 mm – see Figure 9) was not necessary due 
to the cost function plateau of maximums. 
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APPENDIX 

b = span of wing model (m) 
c = chord of wing airfoil (m) 
CD = drag coefficient 
CL = lift coefficient 
Cp = pressure coefficient 
M = Mach number 
N  =  natural logarithm of rapport between   

 amplified perturbation and initial 
 perturbation in laminar flow 

Re = Reynolds number 
xtr = transition position (m) 
α = angle of attack of the wing (º) 
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Abstract: This paper presents the results of a research that uses a simulation approach to compare the effectiveness 
and efficiency of two path planning algorithms. Genetic Algorithm (GA) and Ant Colony Optimization 
(ACO) Algorithm for Robot Path Planning (RPP) were tested in a global static environment. Both 
algorithms were applied within a global map that provides feasible nodes from start point to goal. 
Performances between both algorithms were compared and evaluated in terms of computational efficiency 
by measuring the speed and number of iterations, accuracy of solution, solution variation and convergence 
behavior. 

1 INTRODUCTION 

Path planning (PP) research covers a wide area of 
robotics research that includes PP in static 
(Charles.W.Warren, 1993) (Xin, 2005) and dynamic 
environments (Mei, 2006) (Stentz, 1994). By 
assuming a robot has knowledge of the environment 
before it moves, the application of a model based 
approach to solve RPP problem in a global static 
environment was used in this research.  

Examples of traditional approaches proposed by 
previous researchers to solve RPP problems are 
artificial potential field (Khatib, 1985), neural 
network (Xin, 2005), distance wave transform 
(Zelinsky, Oct 1993), heuristic algorithm known as 
A* algorithm (Charles.W.Warren, 1993) (Hart et al., 
1968), and D* algorithm (Yahja, 2000). It has been 
proven in various researches that these algorithms 
were able to find global path successfully and that 
the various methods has its own strengths and 
limitations over others in certain aspect of path 
planning.  

Recently, due to the evolution of PP algorithms 
(PPAs), researchers are viewing RPP problem as an 
optimization problem (Sariff, June 2006). This 
newer method focuses on finding an optimal path 
from start to destination point while satisfying the 
optimization criteria for the robot path, such as a 
short path with small computation time. In order to 

solve the PP problem, the applications of artificial 
technologies (Netnevitsky, 2002) itself have been 
expanded by utilizing approaches such as 
Evolutionary Computation; Genetic Algorithm 
(N.Sivanandam, 2008) (Nagib, 2004) (Tu, 2003) 
(Ramakrishnan, 2001) and Swarm Intelligence; Ant 
Colony Optimization (Dorigo, 2004) (Dorigo and 
Gambardella, 1997) (Gengqian et al., 2005) in RPP 
research areas. Compared to the traditional 
approaches, this method provides robust and 
effective search techniques for optimization 
purposes which were widely used to solve the RPP 
problem.  

Since its appearance in 1975 (Goldberg, 1994), 
GA has been used in solving many RPP 
optimization problems. GA is a search technique 
inspired by biology where it works based on the 
principle of the fittest of the chromosomes. With its 
ability to work with parallel search techniques, the 
use of GA contributed to the success of many RPP 
research. For example, (Nagib, 2004) proposed the 
use of GA to find robot path based on a map of free 
space nodes. (Sugihara, 1997) and (Ramakrishnan, 
2001) also proposed the used of GA with different 
encoding techniques to ensure GA can find optimal 
path without depending on the feasible nodes given 
in the map. (Hu, 2004) modified classical GA by 
incorporating the domain knowledge into specialized 
operator to improve GA performances when it works 
in environments that consists of obstacles. Previous 
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research indicates that GA can be used to solve RPP 
in different applications and that the GA process to 
find the optimal path is affected by the 
representation of the solution, fitness function 
evaluation and genetic operators selection. 

ACO, compared to GA is a newer optimization 
method. Introduced by (Dorigo, 2004) in 
approximately 1992, the application of this 
algorithm in RPP research increased rapidly as it is a 
powerful tool for solving hard combinatorial 
optimizations problem. ACO was inspired by 
analogy of behavior of real ants, when looking for 
foods. (Zheng, 2007) proposed the use of ACO to 
find robot path based on map of MAKLINK graph. 
(Mei, 2006) combined ACO with Artificial Potential 
Field to produced the path planning in dynamic 
environment. (Gengqian et al., 2005) have proven 
that ACO can find optimal path in their grid map by 
proposing its own probability equation. However, a 
literature study shows that the application of ACO to 
solve RPP problems has not been explored in detail.  

The purpose of the research presented herewith 
is to examine the performances of ACO and GA in a 
given map (Sariff, 2009). The performances of both 
algorithm will be evaluated and compared in terms 
of computational efficiency, accuracy of solution, 
solution variation and convergence behavior. The 
goal is to enhance knowledge of optimization 
algorithms in RPP research area.  In this paper, the 
mapping and path planning algorithms construction 
is first discussed. Then results and discussions 
provided. Finally, a conclusion that compares and 
summarizes the performances of ACO and GA is 
presented. 

2 RESEARCH METHODOLOGY 

Figure 1 illustrates the method applied within this 
research. The robot environment must initially be 
mapped using an appropriate global map (described 
in section 2.1 below). This map will create an output 
of nodes represented by xy coordinates. Then, GA 
and ACO will start to initialize the population of 
path using its own approaches from start to goal by 
using all the provided nodes including the start, goal 
and all intermediate nodes. 

Environment 

Map 
Apply GA & 

ACO algorithm 

Optimal path 

Figure 1: Proposed Method. 

During the initialization, the integer number 
represented by each node will be used. However, 
during the evaluation, the real x-y coordinates will 
be used. At the end of the process, the optimal path 
will be found. 

2.1 Environment Modeling 

In this research, a 2D grid map with size 10x10 cm 
was used where the free space nodes (white cell) 
represents the area the robot can traverse including 
the robot size. The obstacles area (black cell) 
represents the boundary of obstacles with the safety 
region and the yellow grid represents the feasible 
free space nodes that can be traversed by the robot 
as shown in Figure 2. The feasible free space nodes 
have been located and routed randomly within this 
grid map by assuming the nodes are the free space 
nodes extract from the mapping algorithm itself. By 
using this map, the algorithm will start finding a 
solution by initializing the population of feasible 
path to goal based on the feasible nodes or 
unfeasible nodes (need to be added) available as 
shown in Figure 3. 

 

 

Figure 2: Global feasible map with 26 free space feasible 
nodes. 

Start                                                       Goal 

Feasible and unfeasible nodes 

Figure 3: A sample of population consists of feasible 
nodes of Figure 2. 

2.2 Genetic Algorithm Design for RPP 

The outline of GA is given in Figure 4. The initial 
solutions of the RPP problem will initialize in 
population randomly. In the first case, the population 
will initialize based on the feasible nodes provided 
in the global map only. With the complete 

    1.2.6.14.15 
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population, the fitness is evaluated by using the 
formula below:  

Fitness node=√ (x2-x1)2 + (y2-y1) 2 (1)
 

Total Fitness=     ∑ Fitness node    ;Feasible
(2)

                             100                  ;Unfeasible 

 

Encode the robot feasible 

Generate population of path randomly based 
on robot feasible nodes available from start 

Rank population according to fitness

Select best parents with high fitness 

Duplicate best parents and 

Crossover each pair of population

Mutate each population 

First population is generated (Pop x)

New population (Pop x”) 

Calculate distances 

Rank population according to fitness

Select best parents with high fitness value

Solution Converge 
No 

Yes 

START 

END

Fitness evaluation 

 

Figure 4: Outline of GA for RPP of a mobile robot. 

After the fitness of each population has been 
evaluated, it will be ranked using an elitism 
approach. The shorter path will be represented with 
a high fitness value and will be selected to be carried 
forward to the next generation while the long path 
represented with a low fitness value will be 
eliminated and removed from the population. The 
good parents which is carried forward to the next 
generation will produce the diversity of population 
that consists of a good child from the genetic 
operators process. Then this process is repeated until 

all of the GA population found the same optimal 
path with no difference of the fitness value where 
the distance is equal to 0. It is at this moment, that 
the solution converges. The type of GA and 
important parameters specifications related with GA 
used in this experimental research is defined in 
Table1 below: 

 

Table 1: GA Parameter Specifications. 

GA properties Properties 
Type of GA Classical GA 
Chromosomes type Fixed length chromosomes 
Population Size 50 
Chromosomes length 15 
Selection type Elitism 
Crossover type Two point crossover 
Mutation type Flip bit 
Crossover rate 0.75 of the population size 
Mutation rate 0.75 of the  population size 
Convergence Criteria Max-min of 20 pop≤0.001 
Maximum Iteration 40 

 

2.3 Ant Colony Optimization Design 
for RPP 

 

ACO algorithm used in this experiment is the Ant 
System (AS) algorithm as proposed by (Dorigo, 
2004). However, a new heuristic equation of state 
transition rules is proposed for the RPP purposes. 
The evaluation fitness and ACO parameter setting 
was created based on the requirements of this 
research. 

The design of AS for RPP was divided into three 
important rules which are state transition rules, local 
update rules and global update rules. At the 
beginning, ants will determine the next node to be 
visited by using the state transition rules based on 
heuristic and pheromone laid down by the ants as 
shown in derivation below:  

 

Probability ij=heuristic* pheromone (3)
 

=[(1/distance between vector start to subpath and 
start to perpendicular subpath with reference goal)β * 
(trail/Σ trail)α]  
*β=heuristic coefficient,α=pheromone trail coefficient 
 

An accurate value of distance by heuristic 
equation and the higher amount of pheromone of the 
visited node will be obtained by the ants that have 
higher probability to choose that nodes. Within these 
rules, ants can balance between the exploration and 
exploitation from the relatives coefficient provided, 
known as alpha and beta. During the construction of 
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the path, the pheromone will be reduced locally by 
the given evaporation rate by using the formula of 
update local rules below:  

Τij (new trail) ←(1-ρ)* τij (old trail), (4)

* ρ=evaporation rate  
 

After all the ants complete the path to goal, then 
the process of global updating is applied where ants 
will deposits its pheromone based on the path 
distance.  

tij ← tij + Σ Δ tijk (5)

Δ tij
k

 = amount pheromone of ant m deposits on the 
path it has visited. It’s defined as below: 
 

∆ tij
k=     Q/Ck ;if arc (i,j) belongs to path Pk 

(6)
                0     ;otherwise                            

where Q is number of nodes and Ck  is the length of 
path  Pk  built by the ants. 

The amount of pheromone will continuously be 
updated until it attracts more ants from the next 
generation to follow the shorter path. Finally, the 
optimal robot path is found by using behavior of 
ants’ concept as shown in Figure 5 below. 

Convergence condition 

END

Initialize parameter 

Yes

START 

Generate start point and goal point 

Apply state transition rules 

Move to the next node 

All ants reach the goal 

Evaluate fitness 

Apply Global Updating Rule 

No

Yes

Apply Local Updating Rule 

 

Figure 5: Outline of ACO for RPP of a mobile robot. 

The parameter specifications of ACO utilized in 
this experiment is shown in Table 2. 

 

Table 2: ACO Parameter Specifications. 

ACO Properties Properties 
Population of ants  50 (same as GA) 
Length of ants junction 15 (same as GA) 
Pheromone coefficient, β 5 
Heuristic coefficient, α 5 

Evaporation rate, ρ 0.5 
Convergence condition Max-min of 20 pop≤0.001 

(same as GA) 
Maximum Iteration 40 (same as GA) 

2.4 Experiment 

The method described is then translated and coded 
into MATLAB source code by using an appropriate 
function available within MATLAB 7.0.4. The 
simulation was carried out using a computer with 
Intel (R) Celeron (R) M processor 1.5 GHz with 
504MB of RAM. Various Simulation results were 
then recorded based on the evaluation criteria 
required for experiment outcomes such as optimal 
path, path cost, time, number of iterations, etc. 

3 RESULTS & DISCUSSIONS 

3.1 Comparison of GA and  
ACO Computational Efficiency 

The computational efficiency of both algorithms was 
measured by observing the computation time and 
number of iteration found by algorithms in 5 test 
runs. The optimal path found by both algorithms is a 
path with connection of feasible nodes 
1.2.6.14.15.26 as shown in Figure 6 below with the 
path cost that is equal to 13.648 cm. The average 
time and iteration value is illustrated in Tables 3 and 
4 below while Figures 7 and 8 below have been 
proposed to differentiate the values between both 
algorithms in each run time. 

Based on results tabulated in Tables 3 and 4 
below, the average time required by ACO to find the 
optimal path (in 5 test runs) is smaller compared to 
GA which shows that ACO can perform faster than 
GA. The computation time found by ACO in each 
run time is mostly less than 100 seconds while GA 
run times are in general more than 100 seconds with 
the highest run of more than 300 seconds. One of the 
factors that influence the increment of time and 
iteration is the population being initialized. The way 
ACO initializes the population by using a state 
transition rules is more efficient compared to GA 
that is based on random approaches. With the 
efficient derivation of state transition rules, ants 

No
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capable to determine the next node to be visited near 
the optimal node which will produce the population 
of ants that traverse near the optimal path to goal. 
During this process, ants will choose the nodes with 
high probability value (near the optimal node) and 
abandon the nodes with low probability value (far 
from optimal node). The effect of this process is that 
the number of optimal path from one generation to 
the next generation will increased rapidly and will 
simultaneously drive ACO to converge faster than 
GA. 
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Figure 6: Optimal path found by GA in 1st test run. 

However, with the GA, there is no rules to 
determine the optimal node as GA uses the random 
based approach. This will cause the number of 
optimal path in each generation increase in 
constantly because population of optimal path is 
keep changing depends on the random process itself. 
Therefore as results, GA needs more time and 
iteration compared to ACO in order to face with the 
difficulties of this random approach.  

In addition, the way both algorithms carry 
forward the optimal path from one generation to the 
next generations will also influence the time and 
iteration the algorithms require to converge. ACO 
will carry forward the updated pheromone values 
each time it return back to the start point after it 
reach the goal point. The pheromone value carried 
by the ants is depending on the selected path traverse 
by the ants itself where this value will guide the next 
ants to choose the path for the next generations. 
Effect from the efficient local and global updating 
process, ACO shows the rapid increment of optimal 
path population in each generation which will drive 
ACO to converge faster compared to GA.  

Vice versa with ACO, GA will select the good 
population (good parent) which have the highest 
fitness to be carry forward to the next generation. 
After that, this population will be duplicated and it 
will go through some of the process known as 
crossover and mutation to produce the next child. 
However, because the process to cross and mutate 

will also determine randomly so the chances to get a 
good child from a good parent also become difficult 
and inconstant. Therefore, the increment of optimal 
path population in each generation is also not rapidly 
increase like ACO where it need more time and 
more generations to find the optimal path to goal. 
This has been proven in results illustrated in Tables 
3 and 4 below where the average time and iteration 
in five test run times for ACO is smaller compared 
to GA. 

Table 3: Computation Time & Iteration of GA. 

Number 
of run 

Optimal path Distance 
(cm) 

Time(sec) Iterat
ion 

1 1.2.6.14.15.26 13.648 111.838 10 
2 1.2.6.14.15.26 13.648 147.958 7
3 1.2.6.14.15.26 13.648 114.362 8 
4 1.2.6.14.15.26 13.648 310.464 7 
 5 1.2.6.14.15.26 13.648 101.278 8 

Avg Total  13.648 157.18 8  

Table 4: Computation Time & Iteration of ACO. 

Number 
of run 

Optimal path Distance 
(cm) 

Time(sec) Iterat
ion 

1 1.2.6.14.15.26 13.648 104.606 4 
2 1.2.6.14.15.26 13.648 44.4 4 
3 1.2.6.14.15.26 13.648 73.552 6 
4 1.2.6.14.15.26 13.648 43.635 4
5 1.2.6.14.15.26 13.648 49.297 4

Avg Total  13.648 63.098 4.4  

 

Figure 7: GA and ACO computation time. 

 

Figure 8: GA and ACO iteration. 

3.2 Comparison of GA and 
ACO Accuracy of Solutions 

The accuracy of the solution provided by both 
algorithms in finding the optimized path can be 
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measured from the quality of the path found in each 
test run times. The path is optimal if the path is 
complete, feasible (not obstruct by obstacles, from 
start to finish point), shorter and require small 
computation time. For this comparison purposes, the 
path based on results is tabulated in Table 5 below. 

As depicted, in 5 test runs, ACO could generate 
100% of optimal path in 5 test runs while only 60% 
of optimal path was generate by GA in 5 test runs. 
This shows that ACO can work effectively because 
the optimal path found each time the solution 
converge. However it was different with GA where 
affect from the random process, it will somehow 
cause GA to converge although it still in premature 
solution. Thus will cause the path being produced is 
not optimal, not feasible and not complete to goal as 
example shown in the 2nd and 3rd  test run in Table 5 
below. Although the path cost is less compare to 
other run time, it was still not considered as an 
optimal path because the path is not feasible and not 
complete to goal. As a result, there are only 3 test 
runs among 5 test runs that GA can obtained optimal 
path which is equal to 13.648 cm distance. 

Table 5: Optimal Path Found by GA & ACO. 

 GA ACO 
No Optimal path Distance Optimal path Distance 
1 1.2.6.14.15.26 13.648 1.2.6.14.15.26 13.648 
2 1.3.5.11.12.13.26 13.5431 1.2.6.14.15.26 13.648 
3 1.2.7.16.17.26 13.5431 1.2.6.14.15.26 13.648 
4 1.2.6.14.15.26 13.648 1.2.6.14.15.26 13.648 
5 1.2.6.14.15.26 13.648 1.2.6.14.15.26 13.648 

3.3 Comparison of GA and 
ACO Solution Variation 

The fitness of the path population will be evaluated 
after the population being initialized at initial stage 
of both algorithm processes. This fitness value 
represents accumulate data of distance obtained in 
each generations and can be used to determine the 
solution variation of both algorithms. This achieved 
by measuring the different between the maximum 
and minimum distance in each generation or by 
calculating the mean and standard deviation of the 
path distance in the generations itself. Table 6 and 7 
tabulated below illustrates the reading of the 
maximum distance, minimum distance, differences 
between max and min distance, mean and standard 
deviation of the distance in 5th test runs. The reading 
of the distance is referring to the fitness value of the 
1st population obtained at the 1st

 generation of the 
algorithm process. 

Based on the results found, average distances 
between maximum and minimum value of ACO is 

smaller compared to GA which is in ratio 1:9 or 
equal to 3 and 45. This is because ACO consists of 
accurate and robust initialization approach that 
capable to drive ants in the next generation to choose 
path which is near the optimal path while abandon 
the path which is far from the optimal path. This 
process then will affect the range of distance to be 
optimized by ACO in each generation is smaller 
compared to GA. Therefore, ACO can converge 
faster and the number of iteration also will be 
reduced. Table 7 above illustrate the range of 
distance found by ACO in the 1st generation which is 
differs from GA. 

Table 6: Fitness Value of GA Populations. 

Num
ber 
of 

run 

Max 
distance

Min 
distance

Difference
s (Δ max-

min) 

Mean,
µ 

Sd, 
δ 

Itera-
tion 

1 58.03 13.65 44.382 22.99 0.22 10 

2 60.45 13.65 46.799 23.06 0.31 7 

3 58.36 13.65 44.712 22.92 0.26 8 

4 60.45 13.65 46.799 23.09 0.31 7 

5 58.34 13.65 44.692 22.89 0.26 8 

Avg 59.126 13.65 45.477 22.99 0.27 8 

Table 7: Fitness Value of Ants Populations. 
 

Num
ber 
of 

run 

Max 
distance 

Min 
distance

Differences
(Δ max-

min) 

Mean
, µ 

Sd, δ Itera-
tion 

1 18 13.65 4.352 13.781 0.00008 4 
2 17.42 13.65 3.766 13.733 0.00004 4 
3 17.42 13.65 3.766 13.835 0.00012 6 
4 18 13.65 4.352 13.883 0.00028 4 
5 14.49 13.65 0.837 13.723 0.00003 4 

Avg 17.066 13.65 3.415 13.79 0.00011 22 
 

For GA, there is no rules has been used to 
initialize the population where it based on random 
approaches. Effect from this process, the population 
in the initial generations will consists of optimal and 
non optimal path that will generate variety values of 
distance. This will cause the range of distance to be 
optimized by GA is bigger than ACO. Moreover, 
although GA will carry forward the optimal path to 
the next generation during the selection process, the 
possibility to obtain the population consists of non 
optimal child will repeated again. This is because the 
point to cross and mutate the chromosomes also will 
determine randomly and thus cause to the increment 
of the optimized data. As a result, it shows that the 
random initialization process of GA from one 
generation to other generation had cause GA to 
optimize the wide range of distance. Thus will also 
cause to the increment of time and iteration GA ta- 
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kes to find optimal solution.  
The calculation of mean and standard deviation 

of the path distance of the 1st iteration in each test 
runs has been used to verify the range of distance 
optimized by both algorithms. Based on the results 
found in Tables 6 and 7 above, the value of the mean 
and standard deviation of ACO is smaller compared 
to GA. With the value of standard deviation of ACO 
which is approximate to 0, it can be proven that 
population of AC0 are mostly consists of optimal 
path population because the data to be optimized is 
in a small range and near to 0 compared to GA. As a 
result, ACO will work efficiently and meet the 
convergence earlier compared to GA.  

3.4 Comparison of GA and 
ACO Convergence Behavior 

The efficiency of both algorithms to find optimal 
path during convergence time can be measured by 
observing the increment number of optimal path to 
goal in each generations as results tabulated in Table 
8 and 9 below. In this experiment, the solution 
converge when the differences between maximum 
and minimum fitness of 20 of the 1st

 population is 
equal or less than 0.0001 (≤0.0001). This means that 
the algorithm will continuously repeat its process 
until the solution meets the requirement of the 
convergence that will drive the algorithm to stop its 
process. 

Based on the results found, GA capable to find 
optimal path and converge around 215.361 sec in 7th 
iteration while ACO around 104.606 sec in 4th 
iteration. In GA, the increment of the optimal path 
population is slow and steady. 3 optimal paths found 
at initial stage of the random process which then 
followed by 4,5,7,13,17 and finally reach more than 
20 population at the moment the solution converge 
at the 7th iteration. It was different with ACO where 
the number of optimal path population is increasing 
rapidly due to efficient rules provided. Start with 8 
populations at the first place then continues with 11, 
13 and finally 20 population in 4th times of iteration. 
From here, it has been proven that the number of 
optimal path increment from one generation to other 
generation also can be used to differentiate 
performances between both algorithms. ACO is the 
robust and efficient techniques compare to GA 
where it will not only increase optimal path rapidly 
but it capable to trigger itself to find the path faster 
with only a small number of iteration. The sufficient 
amount of population required for ACO to converge 
is the range of data to be minimized is in a big range 
as easy to found compared to GA. 

Besides that, the change of the range of distance 

in every generation also shows the efficiency of both 
algorithms reach the convergence solution. In ACO, 
the data to be optimized is decreased constantly and 
rapidly proportional to the increment of the number 
of population in each generation. This has been 
proven with the value of maximum distance, mean 
and standard deviation that will continuously 
decreasing until the solution converge at 4th 
generation as shown in Table 8 above. At the last 
generation where the solution converges, the value 
of mean is equal to the value of optimal path 
distance while the standard deviation is equal to 0 
which shows that the solution converges efficiently. 
During this moment, ants will follow the same path 
and the path distance traverse by ants also become 
similar and the solution will reach convergence 
easily in a small computation time and a small 
number of iteration. 

Table 8: GA converge at 7th generation. 

Iterat
ion 

Mean, 
µ 

Sd, δ  Max Min  Number of 
optimal 

population 
1 15.843 0.096 18 13.65 3 
2 25.749 3.661 54.477 13.65 4 
3 29.147 6.005 57.69 13.65 5 
4 26.469 4.109 60.447 13.65 7
5 24.699 3.053 57.189 13.65 13 
6 24.328 2.852 56.617 13.65 17 
7 17.226 0.32 52.503 13.65 27(converge) 

Avg 23.352 20.096 50.989 13.65 7  
 
 

Table 9: ACO converge at 4th generation. 

Iterat
ion 

Mean, 
µ 

Sd, δ  Max Min Numberof 
optimal 

population 

1 13.956 0.002 18 13.65 8 

2 13.805 0.0005 14.49 13.65 11 

3 13.713 0.00008 13.90 13.65 13 

4 13.648 0 13.65 13.65 20(converge) 

Avg 13.781 0.0006 15.01 13.65 13  

It was different with GA where the data of 
distance in each generation will keep changing and 
not constantly decreased like ACO. This is because 
the way this algorithm remains and increases the 
optimal path population in each generation was 
based on the random approaches. Effect from this 
random process, the population may consists of 
population of optimal or non-optimal population that 
consists variety amount of distance that will 
simultaneously contribute to inconstant distance 
value in each generations. With this inconstant 
value, the range data to be optimized in each 
generation cannot be predicted where sometimes it 
will converge in a small computation time and 
iteration if the range of data is small while 
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sometimes it need a long time and more iteration to 
converge if the range of data to be minimized is in a 
big range as results shown in Table 9 above. 

4 CONCLUSIONS 

The research indicates that GA and ACO were able 
to find an optimal path in feasible global static 
environments. The results show that for the selected 
environments, ACO has the capability to work more 
efficiently and more accurately than GA. This is 
because the computation time and iteration takes to 
find the optimal path is smaller. In addition, the 
optimal path found in each time run shows the 
accuracy of ACO. Furthermore, the range of data to 
be optimized is also smaller compared to GA which 
will also drive ACO behaviour to converge efficient 
and effectively. However, the advantages and 
limitations of both algorithms can be further 
explored to expand the applications of both 
optimization algorithms in RPP research area. 
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Abstract: This paper proposes an adaptive control algorithm to govern the solution of the Beverton-Holt equation 
under parametrical uncertainties and the potentially presence of additive disturbances. The control strategy 
is based on a multi-estimation scheme with a supervisor choosing on-line the active estimation model used 
to parameterize the controller. The tracking of a reference sequence with local modifications of the carrying 
capacity sequence around its nominal values is achieved with such a control strategy. 

1 INTRODUCTION 

Models based on the Beverton-Holt Equation (BHE) 
are very common in Ecology for the study of the 
evolution of species in their habitats, (Barrowman et 
al., 2003). Such models rely on more general 
discrete recursive equations proposed in (Stevic, 
2010, Elsayed and Iricanin, 2009, Iricanin and 
Stevic, 2009a, 2009b). The BHE is a nonlinear 
equation given by (Beverton and Holt, 1957): 

( )
k k k

k 1
k k kx

{K x
x

K 1+

μ
=

+ μ −
, }0k :∈ = ∪N N 0

0

 (1)

where N is the set of natural numbers,  the 
initial species population size,  and 

0x >

k 1xkx +  the 
population sizes at time instants kT (spawning stock) 
and (k+1)T (recruitment), respectively, with T being 
the sampling period, and { }: 0∪k 0

+ +μ ∈ =R R  and 

 the population intrinsic growth rate and 
the environment carrying capacity at the time instant 
kT, respectively, with 

kK ∈ +R

+R  being the set of positive 
real numbers. The intrinsic growth rate sequence 

 is determined by life cycle and demographic 
properties like species growth rate, survivorship rate 
and so on. The carrying capacity sequence {

{ }k 0

∞μ

}k 0
K ∞  is 

a characteristic of the habitat depending on resources 
availability, temperature, humidity and so on. 

Typically, k 1μ >  and so {  as }k 0

∞μ { }k 0
K ∞

 are 
cyclic sequences as a consequence of periodic 
fluctuations are common in biological problems. The 
carrying capacity sequence is susceptible of being 
locally modified by means of small changes of 
temperature, humidity and so on around nominal 
values. This fact can be used to control the species 
population size in a closed or semi-closed habitat 
(De la Sen and Alonso-Quesada, 2008, De la Sen 
and Alonso-Quesada, 2009). Such control strategies 
take advance of the linearity of the Beverton-Holt 
inverse equation (BHIE) (Stevic, 2006) so that 
conventional techniques developed for linear control 
systems may be used in order to govern the BHIE 
solution and then also the BHE one. In such works, 
the controllers are designed for matching a 
prescribed reference model by the BHE model 
possibly affected by the presence of additive 
disturbances. The reference models are another BHE 
with suitable intrinsic growth rate and carrying 
capacity sequences. The paper (De la Sen and 
Alonso-Quesada, 2008) considers the perfect 
knowledge of the sequences defining the standard 
BHE while the research in (De la Sen and Alonso-
Quesada, 2009) extends the discussion to the 
adaptive case since the intrinsic growth rate and 
carrying capacity sequences are partially or fully 
unknown. In both cases the environment carrying 
capacity may be locally modified around its 
reference values to achieve the prescribed behaviour. 
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The matching objective by local modifications of 
the carrying capacity sequence is only available and 
practical if the BHE to be controlled as well as the 
BHE used as the reference model are locally 
deviated from each other. However, such a condition 
may not be guaranteed, at least in an adaptive 
control context where some system parameters are 
unknown. In this sense, the main contribution of the 
present paper lies in the design of an adaptive 
control scheme with a set of potential reference 
models, instead of a unique one, to be matched in 
order to circumvent such a drawback. For such a 
purpose, the reference models included in the set are 
suitably chosen such that at least one of them is 
sufficiently closed to the unknown BHE at any 
sampling time. This quality may be guaranteed with 
the inclusion of a large number of reference models 
in the control scheme and a well distribution of them 
within the BHE parameters space. An estimation 
algorithm is associated to each reference model. 
Such estimators work in parallel and a supervisor 
activates on-line the estimation algorithm providing 
the closest estimated model to the unknown BHE at 
each sampling instant. The closeness is measured by 
means of the estimation error associated to each 
algorithm. The supervisor function implies the 
switching among the estimated models provided by 
the estimators included in the adaptive control 
scheme. Then, a minimum residence time is 
maintained in operation the active estimated model 
in order to achieve a good tracking behaviour and 
the stability of the control system (De la Sen and 
Alonso-Quesada, 2006, Narendra and Balakrishnan, 
1997). In this way, the adaptive control scheme 
works with a time-varying reference model, what is 
compatible in a species population system subject to 
periodic fluctuations. 

2 PROBLEM STATEMENT 

The change of variable  in (1) leads directly 
to the BHIE (Stevic, 2006): 

1
k ks x−=

k 1 k k k ks a s b u+ = + ,  1
0 0s x−= > 0 (2)

where , 1
k ka −= μ k kb 1 a= −  and  1

k ku K−= 0k∀ ∈N . 
Note that the inverse carrying capacity can act as a 
control action. If an additive disturbance sequence 

{ }0
k 0

∞
η  exists, one gets a more general version of (2): 

( )k 1 k k k k ks a s u u+ = − + + 0η  (3) 

The disturbance may include the effects in the 
solution of parametrical uncertainties, for instance, 
in the intrinsic growth rate, or effects, like 
migrations or local migrations which are not taken 
into account in the standard BHE. The following 
assumptions are considered related to the BHE: 
Assumptions 1. 
(i) k1 μ+ ε ≤ μ < ∞  and K kKε ≤ < ∞   and 

some 
0k∀ ∈N

K,  +
με ε ∈R . 

(ii) 0
k kη ≤ η < ∞  0k∀ ∈N  with { }k 0

∞η  known. *** 

Remark 1. 
(i) The BHIE is stable and controllable since both 

k
1a 1

1 μ

≤ <
+ ε

 and kb 0
1

μ

μ

ε
≥ >

+ ε
  are 

derived from Assumption 1(i). 

0k∀ ∈N

(ii) All solutions of the BHE and BHIE are 
uniformly bounded and positive provided that 

 if both Assumptions 1 hold (De la Sen and 
Alonso-Quesada, 2009).                                 *** 

0x 0>

Since the control action is the inverse of the 
environment carrying capacity it is not admitted a 
large deviation from its nominal values for tracking 
purposes in a practical situation. That means that the 
reference model to be matched by the current BHE 
has to be sufficiently closed to it. Such a reference 
model might be another BHE as follows: 

( )
* * *

* k k k
k 1 * * *

kx 0k∀ ∈N
k k

K x
x

K 1+

μ
=

+ μ −
  (4)

which defines the suitable solution through the 
appropriate reference values of the intrinsic growth 
rate and the environment carrying capacity 
sequences, { }*

k 0

∞
μ  and { }*

k 0
K

∞
 with  

. Its corresponding reference BHIE is: 

*
k 1μ > 0k∀ ∈N

* * * *
k 1 k k k ks a s b+ = + r  (5)

with reference input , and parameter 

sequences 

( ) 1*
k kr K

−
=

( ) 1* *
k ka

−
= μ  and  . (b 1= − ) 1* *

k kμ
−

0k∀ ∈N

}*KAssume that the carrying capacity { k 0

∞
 and 

the intrinsic growth rate { }*
k 0

∞
μ  sequences of a 

reference BHE are given together with the sequences 
{ }k 0

∞δ  and { }k 0

∞λ , with δ ∈  and [ )0,  1k *k
10,  λ ∈⎢

k

⎡ ⎞
⎟μ⎣ ⎠
 

0k∀ ∈N . The following definition and proposition 
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are concerned with the available BHE models for 
tracking, with a sufficiently small tracking error, a 
given BHE reference solution by local modifications 
of the environment carrying capacity (De la Sen and 
Alonso-Quesada, 2009). 

Definition 1. A class  of BHEs 

exists parameterized by some sequences {
( )* *

BHE k k k kK , , ,μ δ λ

K }k 0

∞  and 

 such that { }k 0

∞μ * *k

k k

1
,  K

⎡ ⎤δ
⎢ ⎥λ

k
k k

1
K K

1 1
− δ +

∈
+ λ −⎣

k
⎦

 and 

( ) ( )* *
k kk k

* *
k k k k

1 1
,  

1 1
⎡ ⎤+ λ μ −λ μ
⎢ ⎥

+ λ μ −λ μ⎢ ⎥⎣ ⎦
kμ ∈  .          *** 0k∀ ∈N

Proposition 1. If (i) the upper-bound sequence 
{ }k 0

∞η  for the absolute value of the additive 

disturbance { }0
k 0

∞
η  of the BHIE associated to a BHE 

belonging to the class  is such 

that 

( )* *
BHE k k k kK , , ,μ δ λ

( )
( )

*
k k

k k

δ μ

+ δ μk * *
k

1

1 K

−
η ≤  0k∀ ∈N

(*
0 0s s 1≥ −

 and (ii) the initial 

condition  fulfils  for some 

monotonically increasing sequence {
0s )0 0γ >

}k 0

∞γ  with 

,   and such that kγ ∈ +R k 1γ < 0k∀ ∈N

0k N
Max
∈

2

k 0

2
1 2

⎧ ⎫⎡ ⎤⎛ ⎞⎪ ⎪ ≤ γ⎜ ⎟⎨ ⎬⎜ ⎟⎢ ⎥⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭k

δ +
1 ⎢
+ δ ε

1
ε −

⎥ <
+

μ

μ

, then: 

(i) The control law: 

( )k k k k k k *
k k k

k k

2  t r f s      if     s
u 1 K

        r            otherwise

⎧ + −ω ≤⎪= + δ⎨
⎪ −ω⎩

 (6)

with the parameter sequences given by: 

*
k

k
k

1 at
1 a
−

=
−

;  ; k kf 1 t= − k
k

k1 a
η

ω =
−

 (7)

guarantees * *k k
k k k

⎤
⎥ 0k∀ ∈N

k k

1 1
,  K

1 1
⎡ − δ + δ

∈ ⎢ + λ − λ⎣ ⎦
K K  , 

(ii)  , where {( )*
k k ks s 1≥ − γ 0k∀ ∈N }k 0

s ∞  is the 

solution of the BHIE and { }*
ks

0

∞
 the solution of the 

inverse of the reference BHE of the class 
 and ( )* *

E k k k kK , , ,μ δ λBH

(iii) the BHE solution {  is upper-bounded by 

the sequence 

}k 0
x ∞

*
k

k 0

x
1

∞
⎧ ⎫
⎨ ⎬
⎩ ⎭− γ

, where { }*
k 0

x
∞

 is the 

solution of the reference BHE of such a class.     *** 
 
Remark 2. Proposition 1 implies that given any 
BHE belonging to an arbitrary class 

, local modifications of the 
carrying capacity around the reference sequence 

( * *
BHE k k k kK , , ,μ δ λ )

{ }*
k 0

K
∞

 can be used to achieve the control objective. 

Namely, a sufficiently small tracking error between 
the solutions of the given BHE and that of the 
reference one of such a class can be obtained.      *** 

3 ADAPTIVE CONTROL 

An estimation scheme is incorporated to solve the 
control problem in the case that the intrinsic growth 
rate sequence { }k 0

∞μ  of the BHE (or the sequence 

{ }k 0a ∞
 of the BHIE) is unknown. In the context of 

adaptive control, the BHIE (3) can be written as: 

( )k 1 k k k ks a s u u+ = − + +η  (8)

for some unknown constant  with {1a −= μ }k 0

∞η  
given by: 

( )( ) 0
k k k k: a a s u kη = − − +η  (9)

In this way, the nominal parameter a of the 
BHIE is constant and {  incorporates the 
deviations of the intrinsic growth rate with respect 
to the unknown constant  and, possibly, other 

unstructured disturbance contributions in {

}k 0

∞η

μ

}0
k 0

∞
η . If 

k 0η ≡ , the resulting particular case of (8) is called 
the nominal BHIE. 

The estimation algorithm provides an estimated 
BHIE given by: 

( )k 1 k k k kˆ ˆs a s u u+ = − +  (10)

where  denotes the estimate of a at the k-th 
sample. Moreover, an estimation error given by: 

kâ

( )k 1 k 1 k 1 k k k kˆe : s s a s u+ + += − = − − +η�  (11)
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is associated to the estimation algorithm where 
 is the parametrical error. Finally, the 

tracking error between the solution of the BHIE to 
be controlled an that of the reference model (5) is: 

k kˆa : a a= −�

* *
k 1 k 1 k 1 k 1 k 1 k 1ˆ: s s e s s+ + + + +ε = − = + − +

)

 (12)

The tracking error depends on the estimation 
error and the deviation of the estimated model from 
the reference one. Then, the use of a multi-
estimation scheme and a supervisor choosing the 
estimation algorithm providing the smallest 
estimation error, instead of the use of a unique 
estimation algorithm, will improve the tracking 
objective. Furthermore, the deviation between the 
estimated model and the reference one can be 
sufficiently small if (i) each estimation algorithm is 
associated to a different BHE reference model 
defining a class  and (ii) each 
one includes a parameter projection for 
guaranteeing the closeness of both corresponding 
estimated and reference models. In this way, if the 
multi-estimation scheme is composed by a large 
number of reference model/estimation algorithm 
pairs and the reference models are well distributed 
within the definition domain of { , then at least 
one of the estimated models will be sufficiently close 
to the unknown BHE to be controlled for all time. 
As a consequence, such an unknown BHE solution 
will be able to track that of the reference model 
associated to the estimation algorithm activated by 
the supervisor by means of locally modification of 
the environment carrying capacity around its 
nominal values. Both reasons motivate the use of a 
multi-estimation scheme with several estimation 
algorithms working in parallel in the adaptive 
control scheme. Furthermore, such a scheme makes 
that the reference model to be tracked is online 
changed by the supervisor, what is of interest for 
ecologic system subject to periodic fluctuations. 

( * *
BHE k k k kK , , ,μ δ λ^

}k 0
a ∞

3.1 Multi-estimation Scheme 

A set { }eS : 1,  2, , n= … e  of estimation algorithms 
working in parallel is considered. Each one is 
associated to a different class ( )* *

BHE k k k kK , , ,μ δ λ^ . 
All of them use a least-squares algorithm with a 
parameters projection and a dead-zone. The 
projection is used to obtain an estimation model 
belonging to the corresponding class and the dead-
zone for dealing with the presence of potentially 

disturbances affecting to the nominal BHIE. Each 
algorithm is defined by: 

( )
( )

(i) (i)
k k k k 1(i) (i)

k 1 k 2(i)
k k k

s u e
ˆa a

1 s u
+

+

σ −
= +

+β −
 (13.a)

 

{ }

( ) ( )

( ) ( )

(i) (i)
k 1 k 1

(i) *(i) (i) *(i)
(i)k 1 k k 1 k
k 1(i) *(i) (i) *(i)

k 1 k k 1 k
(i) *(i) (i) *(i)

(i)k 1 k k 1 k
k 1(i) *(i) (i) *(i)

k 1 k k 1 k
(i)
k 1

â Pr oj a
1 1

   if    a
1 1
1 1

=    if    a
1 1

        a             

+ +

+ +
+

+ +

+ +
+

+ +

+

=

− λ μ −λ μ
<

−λ μ −λ μ

+ λ μ + λ μ
>

+ λ μ + λ μ

 otherwise

⎧
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪⎩

 
(13.b)

with 
( ) ( ) ( )

(i) *(i) (i) *(i)
(i) 0 0 0 0
0 (i) *(i) (i) *(i)

0 0 0 0

1 1
â ,  0

1 1

⎡ ⎤− λ μ + λ μ
⎢ ⎥∈ ⊆

−λ μ + λ μ⎢ ⎥⎣ ⎦
,  1  

where (i) (i)
k k kˆe s s= − , 0k∀ ∈N  and , is the 

estimation error of the i-th algorithm at the sampling 
instant kT. The real sequence {

ei S∀ ∈

}(i)
kβ 0

∞  is such that 

(i)
k 0β >  0k∀ ∈N  and { }(i)

k 0

∞
σ  a relative dead-zone 

defined as: 

( )

(i) (i)
k 1 k

(i) (i) (i) (i)
k k 1 (i) (i)

k 1 k(i)

             0               if e

2 1
if e

+

+

⎧ ≤ ς η
⎪⎪σ = ⎨ β ς − − ς
⎪ > ς η

ς⎪⎩

 (13.c)

for some prefixed real constants  and (i) 1ς >

( )(i) (i)
1 0, 1ς ∈ ς −  where { }k 0

∞η  is a known upper-

bound for { }k 0

∞
η  [see Assumption 1(ii)]. 

Such an algorithm meets the following 
properties (De la Sen and Alonso-Quesada, 2009). 
Lemma 1. 
(i) The sequence { }(i)

k 0
â

∞
 is bounded and converges 

asymptotically to a finite (i)â∞ , 

(ii)  The sequences 
( )

1/ 2
(i)

(i)k
k 12(i)

k k k
0

e
1 s u

∞

+

⎧ ⎫⎛ ⎞σ⎪ ⎪⎜ ⎟⎨ ⎬⎜ ⎟+β −⎪ ⎪⎝ ⎠⎩ ⎭

 

and 
( )

1/ 2
(i)
k

k2(i)
k k k

0
1 s u

∞
⎧ ⎫⎛ ⎞σ⎪ ⎪⎜ ⎟ η⎨ ⎬⎜ ⎟+β −⎪ ⎪⎝ ⎠⎩ ⎭

 are bounded and 

both tend asymptotically to zero.            *** 
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3.2 Supervisory System 

This element chooses on-line one of the estimation 
algorithms which compose the multi-estimation 
scheme, namely, that closest to the unknown BHE. 
For such a purpose, a cost function given by: 

( )
k 2(i) k j (i)

k j
j 0

F e−

=

= ρ∑  (14)

with the forgetting factor , is 
evaluated by the supervisor  and 

( )0,1ρ∈ ∩ +R

0k∀ ∈N ei S∀ ∈  
and the estimation algorithm minimizing such a 
function is activated. Furthermore, the supervisor 
maintains activated such an algorithm at least a 
minimum number  of sampling periods before 
switching to a different one. This residence time 
prevents against the instability of the control system 
caused by an eventual great amount of switches 
concentrated in a short time interval. Then, the 
switching law is given by: 

minN

{ k 1 min
k

 c    if     k k ' Nc          otherwise
− − <= A  (15)

where  is the sampling instant at which the last 
switching occurred before the current time instant 

 and 

k 'T

kT { }(i) ( j)
e k k e:A Min i S   F F  i, j S= ∈ ≤ ∀ ∈ . 

3.3 Adaptive Control Law 

An adaptive control law with the same structure as 
(6)-(7) by replacing the true parameter  by its 
estimate  and by deleting the correcting signal 
for disturbances  is used to generate the suitable 
value for the carrying capacity sequence at each 
sampling time. The super-index ( ) denotes the 
estimation algorithm which is maintained active by 
the supervisor at the current sampling instant kT. 
The control term relative to the disturbances is 
omitted since such disturbances are treated by the 
inclusion of the dead-zone in each estimation 
algorithm. Such a control law is: 

ka
k(c )

kâ

kω

kc

( ) ( )
( )

k

k

k k k k k (c ) *(c )
k kk

-1*(c )
k

2t r s s    if   s
1 Ku

    K        otherwise

⎧ − + ≤⎪ + δ= ⎨
⎪
⎩

k  
(16)

where { }k*(c )
k 0

K
∞

 is the carrying capacity sequence of 

the active reference model at the current sampling 

instant and the sample-dependent controller 
parameter is given by: 

k

k

*(c )

k (c )
k

1 at
ˆ1 a

−
=

−
 (17)

i.e., the control is parameterized from the active 
estimated model at the current sampling instant. 

3.4 Stability Analysis 

The following additional assumption has to be 
considered for proving the closed-loop stability. 
Assumption 2. There exist known finite 
nonnegative real constants  and  such that 1ϑ 2ϑ

{ }k 1 2 j0 j k
Max s
≤ ≤

η ≤ ϑ + ϑ .                                         *** 

Remark 3. This assumption implies a slow growing 
of the unknown disturbances with respect to the 
solution of the BHIE. This is a reasonable 
assumption used in adaptive control theory since a 
complete lack of knowledge of disturbances makes 
impossible the stabilization in the general case (De 
la Sen and Alonso-Quesada, 2006, Feng, 1999). 

The control system stability is based on the 
following features: (i) the adaptive control law (16) 
with any of the estimation algorithms maintained 
active by the supervisor for all time stabilizes the 
control system while achieving a sufficiently small 
tracking error if the unknown BHE is closed to the 
reference BHE model corresponding to such an 
estimation algorithm for all time by means of locally 
modifications of the environment carrying capacity 
(De la Sen and Alonso-Quesada, 2009), and (ii) the 
switching law in the supervisory system guarantees a 
minimum residence time in the active estimation 
algorithm, which is crucial to avoid instability 
caused by an eventual high concentration of 
switches in a short time interval (Narendra and 
Balakrishnan, 1997). In summary, the switching law 
allows to change the reference model to be tracked 
by the current BHE to ensure the closeness between 
such a BHE and the active reference one. 

4 NUMERICAL EXAMPLE 

A BHE (1) defined by an unknown intrinsic growth 
rate sequence { }k 0

∞μ , which is given by: 
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k

 1.65     if         360·j k<360·j+29
 1.6       if    360·j+30 k<360·j+59
 1.65     if    360·j+60 k<360·j+89
 1.75     if    360·j+90 k<360·j+119
 1.85     if   360·j+120 k<360·j+149
 1.95     if   36

≤
≤
≤
≤
≤

μ = 0·j+150 k<360·j+179
  2        if   360·j+180 k<360·j+209
 1.95     if   360·j+210 k<360·j+239
 1.85     if   360·j+240 k<360·j+269
 1.8      if   360·j+270 k<360·j+299
 1.75    if   360·j+300 k<360·j+329
 

≤
≤
≤
≤
≤
≤

1.7      if   360·j+330 k<360·j+359

⎧
⎪
⎪
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪

≤⎪⎩

 (18)

and a known nominal environment carrying 
capacity sequence { }nom

k 0
K

∞
, given by: 

nom
k

 185       if         360·j k<360·j+29
 180       if    360·j+30 k<360·j+59
 185       if    360·j+60 k<360·j+89
 200      if    360·j+90 k<360·j+119
 205      if   360·j+120 k<360·j+149
 210      ifK

≤
≤
≤
≤
≤

=    360·j+150 k<360·j+179
 220      if   360·j+180 k<360·j+209
 215      if   360·j+210 k<360·j+239
 210      if   360·j+240 k<360·j+269
 200      if   360·j+270 k<360·j+299
 190      if   360·j+300 k<360·j

≤
≤
≤
≤
≤
≤ +329

 185      if   360·j+330 k<360·j+359

⎧
⎪
⎪
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪

≤⎪⎩
 

(19)

0k, j∀ ∈N , with  as sampling period, is 
considered. i.e., both are piecewise constant 
periodic sequences with period equal to 1 year. 
Note that each line of (18)-(19) corresponds to 
values of the sequences during a month 
approximately. The nominal carrying capacity 
sequence is susceptible of locally modifications in 
order to achieve the control objective. Such a 
control objective is that the BHE solution 

T 1 day=

{ }k 0x ∞  
tracks a suitably chosen close reference sequence 
{ }k*(c )

k 0
x

∞  with a sufficiently small tracking error. The 

reference sequence is chosen on-line by a 
supervisor among four potential sequences { }*(i)

k 0
x

∞
, 

for { }ei S∈ =

(

: 1,  2, 3, 4 , each one issued by the 
BHE reference model defining a different class 

)(i) *(i)
BHE kK ,^ *(i)

k ,μ δ(i) (i)
k k,λ . Such reference models 

have been chosen so that at least one of them be 
sufficiently close to the unknown BHE at each 
sampling time. The four classes used in the example 

are defined by the same carrying capacity 

{ } { }*(i) nom
k k0 0

K K
∞ ∞
= , { }(i)

k 0

∞
δ

(i)
k

 and {  sequences 

with  and   and 

}(i)
k 0

∞
λ

526 k(i)
k 0.0421δ =

ei S

0.0λ = 0∀ ∈N

∀ ∈  and different sequences { }*(i)
kμ

*(3)
kμ =

0

∞

2.05

 for the 

reference intrinsic growth rates, namely, 
, ,  and 
 

*(1)
k 1.55μ = *(

k
*(4)
k 1.75μ = k

2) 1.95μ =

0∀ ∈N . 
The unknown BHE to be controlled is 

associated to the BHIE given by (8)-(9) with an 
unknown parameter a 0.6= , which would 
correspond to a constant intrinsic growth rate 

1.6667μ = . Such a parameter has to be estimated to 
parameterize the adaptive control law (16) by using 
(14), (15) and (17). For such a purpose, four 
estimation algorithms working in parallel are 
included in the multi-estimation scheme, each one 
associated with each potential reference sequence 
{ }*(i)

k 0
x

∞  with eSi∈ . Each algorithm is defined by 

(13) with the same sequence { }(i)
k 0

∞
β , namely 

 (i) 10
k 10β = k 0∀ ∈N
(i) 1.011ς =

ei S

, and the same parameters 
 and  for all of them, i.e. (i)

1 0.01ς =

∀ ∈ . Moreover, the constants 52 101
−ϑ = ×  and 

6
2 10−ϑ =

(1)
0â 0.6=

(4)
0â 0.55=

 are used to build the upper-bound of the 
contribution of the unmodeled dynamics. The 
estimation algorithms are, respectively, initialized 
with , ,  and 

. Note that each estimated model is 
initialized within its corresponding class and they 
cannot leave from them due to the projection 
included in each estimation algorithm. 

6 (2)
0â = 0.49 (3)

0â = 0.46

0xThe initial population of the species is 300=  

and that of the reference sequence  with 0*(c )
0x 30= 0

0c 1=  being the initialization for the switching law 
of the supervisor. The results obtained with the 
adaptive control system with the multi-estimation 
scheme are displayed in the following figures. 

Figures 1 and 2 show the time evolution of the 
population size, active reference model solution and 
tracking error sequences in a year approximately. An 
acceptable tracking of the active reference by the 
supervisor can be observed from such figures. 
Figure 3 shows that local modifications of the 
inverse of the environment carrying capacity are 
sufficient to achieve such a tracking performance. 
Note that the control sequence is within the domain 
delimited by the lower and upper bounds associated 
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Figure 1: Evolution of the population size and the 
reference sequence activated by the supervisor. 

 
Figure 2: Evolution of the tracking error. 

 

 
Figure 3: Evolution of the control sequence (inverse of the 
environment carrying capacity). 

 
Figure 4: Estimation algorithm/reference model pair 
activated by the supervisor. 

 
Figure 5: Evolution of the estimated of the active 
algorithm. 

to local modifications around nominal values of the 
carrying capacity. Figure 4 displays the estimation 
algorithm which is online activated by the supervisor 
during the simulation. The active algorithm is 
changed by the supervisor several times during a 
year, which is reasonable due to the periodic 
fluctuations in the species intrinsic growth rate. 
Figure 5 displays the time evolution of the estimated 
of the unknown parameter corresponding to the 
active estimation algorithm. 

Finally, the performance indexes given by 

 ( )
k 2(i) *(i)

i j
j 0

J (k) x x
=

= −∑ j 0k∀ ∈N

)j
2

j

 and , if an 

adaptive control algorithm with a unique estimation 
algorithm (without supervisor) is used, or given by 

 if the multi-estimation 

scheme is used, are considered in order to compare 
the tracking performance of the developed multi-
estimation scheme with the tracking results obtained 
with any of the single estimations algorithms 
working alone. Both indexes are measures of the 
tracking error accumulated during the simulation. 
Figure 6 below displays the performance indexes 
corresponding to the four simulations with the single 

ei S∀ ∈

( j
k

(c ) *(c )
m j

j 0
J (k) x x

=

= −∑
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Abstract: This paper addresses the strong stabilization problem for continuous-time linear systems with an unknown
input delay using a dynamic output feedback. New criteria for output feedback stabilizability are proposed
for the closed-loop system in terms of matrix inequalities with the separation of controller gain and not only
Lyapunov matrix but also system matrices. Based on the new characterization, an iterative algorithm is given
to design the strong output feedback controllers with the aid of an slack matrix introduced. The effectiveness
and merits of the proposed approach are shown through a numerical example.

1 INTRODUCTION

It is well known that even a simple linear system with
a single delay imposes difficulties and restrictions on
the design of a stabilization controller. The stabi-
lization problem for linear systems with an unknown
delay in the input signal is still a difficult one as
seen in (Chen and Zheng, 2006), (Respondek, 2008)
and (Tadmor, 2000) (and the references therein). For
this type of systems, few stabilization methods have
been developed either with state feedback controllers
or output feedback controllers, especially in strong
stabilization analysis.

Strong stabilization, which is to design a stable
stabilizing feedback controller for the given plant, is
of great importance in the physical implementation of
the control since unstable controllers may lead to un-
predictable results in case of sensor faults and plant
uncertainties/nonlinearities. The strong stabiliza-
tion problem for linear delay-free systems has been
studied in various frameworks (See (Cao and Lam,
2000), (Feintuch, 2008), (Vidyasagar, 1985)). For lin-
ear time-invariant systems, necessary and sufficient
conditions shown in (Youla et al., 1974) for the exis-
tence of a stable stabilizing controller says that a ratio-
nal plant is strongly stabilizable if and only if its num-
ber of unstable poles (counted according with their
McMillan degrees) between every pair of right-half

plane blocking zeros is even. Approaches utilizing
H2/LQG optimal control theory have been suggested
subsequently to modify the cost function and Kalman
filtering Riccati equation in order to guarantee the sta-
bility of the optimal controller. Campos-Delgado and
Zhou (Campos-Delgado and Zhou, 2001) converted
the stable H∞ design problem into a 2-block standard
H∞ problem via the parametrization of all subopti-
mal H∞ controllers, and reduced higher order con-
troller designed in (Zeren, 1997) by a two-step reduc-
tion algorithm. Yoon and Kimura (Yoon and Kimura,
2006) presented a topological result on the robustness
of nonstrong stabilizability and obtained two classes
of nonstrongly stabilizable systems. However, little
attention has been paid toward this issue for input-
delayed systems since the stability constraints on the
controllers are very hard to reflect on the cost func-
tions and more difficult to implement than those with-
out the strong stabilization requirement.

Related to the above remarks, a natural question
to ask is how to design a dynamic output feedback
(DOF) controller to strongly stabilize a system with
an unknown input delay. This paper discusses in de-
tail the output feedback stabilization problem for lin-
ear input-delayed systems using a new approach in
the state space. A new stability condition of static
output feedback (SOF) stabilization in terms of ma-
trix inequalities is proposed first in Section 3. Advan-
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tages of such a characterization is twofold. First, the
decoupling of the input and the gain-output matrix en-
ables us to parameterize the controller matrix by a free
matrix parameter. Second, the separation of the Lya-
punov matrix and the controller matrix avoids impos-
ing any constraint on the Lyapunov matrix when the
controller matrix is parameterized. With the aid of the
free-weighting matrix introduced and the separation
of the Lyapunov matrix and the controller matrix, in
Sections 4 and 5, delay-independent DOF strong sta-
bilization of a general dynamic controller is realized
though an iterative algorithm. The effectiveness and
merits of the proposed approach are shown in Section
6 through numerical examples in the end of the paper.

2 NOTATION AND
PRELIMINARIES

Notation: Throughout this paper, for real symmetric
matrices X and Y , the notation X ≥ Y (respectively,
X > Y ) means that the matrix X −Y is positive semi-
definite (respectively, positive definite). 0 in a matrix
inequality is a null matrix with an appropriate dimen-
sion. The superscript “T ” represents the transpose of
the matrix and the asterisk “∗” in a matrix stands the
term which is induced by symmetry. col{·} denotes
a matrix column with blocks given by the matrices in
{·}. A block diagonal matrix with diagonal blocks A1,
A2, . . ., Ar will be denoted by diag{A1,A2, . . . ,Ar}.
Matrices, if their dimensions are not explicitly stated,
are assumed to have compatible dimensions for alge-
braic operations.

Consider the following linear time-invariant sys-
tem with delayed and non-delayed inputs,

(Σ) : ẋ(t) = Ax(t)+B0u(t)+B1u(t−d)
y(t) = Cx(t)

where x(t) ∈ Rn is the state with the initial function
φ(t) when t ∈ [−d,0], and y(t) is the measurement
output. Here, A, B0, B1, C are the system state, the
control input and the measured output matrices, re-
spectively, and d > 0 is an unknown constant input
delay.

The following lemma is needed in the paper.

Lemma 1 (Finsler’s Lemma). Consider real matrices
F and Ω such that Ω = ΩT and F has full row rank.
F⊥ is the orthogonal complement of F which is (pos-
sibly non-unique) defined as the matrix with maximum
column rank satisfying FF⊥ = 0 and F⊥T F⊥ > 0.
Then the following statements are equivalent:

1. There exists a vector ξ(t) ∈ Rn such that
ξT (t)Ωξ(t) < 0 and Fξ(t) = 0;

2. There exists a scalar µ∈R such that Ω+µFT F <
0;

3. The following condition holds: F⊥T ΩF⊥ < 0.

3 SOF STABILITY ANALYSIS

An SOF controller under consideration is of the form,

(C1) : u(t) = Ky(t)

where K is the controller gain to be designed. When
SOF controller (C1) is applied to (Σ), the closed-loop
system is

(Σc1) : ẋ(t) = (A+B0KC)x(t)+B1KCx(t−d)

The following delay-independent criterion utilizes a
free matrix P2 > 0 to describe the stabilizability of
system (Σ) associated with controller (C1) in a special
form.
Theorem 1. The closed-loop system (Σc1) is asymp-
totically stable, if there exist matrices P1 > 0, P2 > 0,
S > 0, and K such that

ϒ1 =
[

PT A+AT P+S1 PT B1
BT

1 P S2

]
< 0 (1)

where A =
[

A B0
KC −I

]
, B1 =

[
0 B1
0 0

]
, S1 =[

S 0
0 0

]
, S2 =

[
−S−CT KT P2KC CT KT P2

P2KC −P2

]
,

and P =
[

P1 0
−P2KC P2

]
.

Proof: System (Σc1) is asymptotically stable (Gu
et al., 2003) if there exist matrices P1 > 0 such that

ϒ2 ,

 S +P1(A+B0KC)
+(A+B0KC)T P1

P1B1KC

∗ −S

< 0 (2)

In the following, we establish the equivalence of (1)
and (2).

(Sufficiency) By pre- and post multiplying (1) by[
ST

1 0
0 ST

1

]
and

[
S1 0
0 S1

]
with S1 =

[
I

KC

]
, re-

spectively, we have[
ST

1 PT AS1 +ST
1 AT PS1 +ST

1 S1S1 ST
1 PT B1S1

∗ ST
1 S2S1

]
< 0

(3)
and in that[

I
KC

]T [
P1 −CT KT P2
0 P2

][
A B0

KC −I

][
I

KC

]
=
[

P1 0
][ A+B0KC

0

]
= P1(A+B0KC)[

I
KC

]T [ S 0
0 0

][
I

KC

]
= S
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[
I

KC

]T [
P1 −CT KT P2
0 P2

][
0 B1
0 0

][
I

KC

]
= P1B1KC[

I
KC

]T [ −S−CT KT P2KC CT KT P2
P2KC −P2

][
I

KC

]
=−S

Thus inequality (3) is in fact (2).
(Necessity) Assume that (2) holds. There must be

a sufficiently large matrix P2 > 0, such that

−
[

BT
0

BT
1

][
P1 0

]
ϒ
−1
2

[
P1
0

][
B0 B1

]
−

[
2P2 0
∗ P2

]
< 0

Then straightforward manipulation and Schur com-
plement equivalence yields that

T T
1

 ϒ2

[
P1B0

0

] [
P1B1

0

]
∗ −2P2 0
∗ ∗ −P2

T1

=
[

S̄T
1 0
∗ S̄T

1

]
ϒ1

[
S̄1 0
∗ S̄1

]
< 0

where T1 =

 I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 I

 and S̄1 =
[

I 0
KC I

]
are nonsingular matrices. This completes the proof.
�

Remark 1. Theorem 1 provides an equivalent form
to design a static output feedback controller for the
input-delayed systems. The advantage of Theorem
1 lies in not only the separation of B0, B1 and KC,
but also in the separation of Lyapunov matrix P1 and
the controller matrix K. This feature enables us to
parametrize K by a tuning matrix P2 > 0, independent
of the Lyapunov matrix used for checking stability or
performances directly. Therefore, less conservative
results will be obtained, comparing with previous ap-
proaches, since no additional constraints induced to
deal with the nonconvex terms of the Lyapunov matrix
and the controller matrix when it is parametrized.

Remark 2. Intuitively, if d is known, the stabiliza-
tion problem of systems ẋ(t) = Ax(t) + Bu(t) and
y(t) = Cx(t) can be treated by a delayed output feed-
back controller u(t) = K [y(t)+Zy(t−d)], where Z is
a tuning matrix satisfying KZ = ZK, in the sense that
the system ẋ(t) = Ax(t)+ Bu(t)+ BZu(t− d) can be
stabilized by an SOF controller u(t) = Ky(t).

4 DOF STRONG STABILIZATION

Consider a general form of dynamic controller as fol-
lows:

(C′) : ϑ̇(t) = KAϑ(t)+KBy(t)
u(t) = Kcϑ(t)+KDy(t)

The input-delayed system (Σ) with controller (C′)
gives the following closed-loop system (Σc′ ):[

ẋ(t)
ϑ̇(t)

]
= (Â+ B̂0K̂Ĉ)

[
x(t)
ϑ(t)

]
+ B̂1K̂Ĉ

[
x(t−d)
ϑ(t−d)

]

where Â =
[

A 0
0 0

]
,

B̂0 =
[

0 B0
I 0

]
, B̂1 =

[
0 B1
0 0

]
, Ĉ =

[
0 I
C 0

]
and K̂ =

[
KA KB
KC KD

]
is the controller gain matrix to

be determined. Only the system data are involved in
the above shorthands, and Â + B̂0K̂Ĉ and B̂1K̂Ĉ are
affine in the controller gain K̂.

The problem of strong stabilization is regarded as
searching one or more common positive definite ma-
trices to guarantee the stability of both the closed-loop
system (Σc′ ) and its stabilizing controller (C′). For
(C′), it is asymptotically stable if and only if there ex-
ists a matrix Sc > 0 such that ScKA + KT

A Sc < 0. A
delay-independent criterion utilizing the free matrix
P2 > 0 to describe the strong stabilizability of system
(Σ) associated with controller (C′) is given as follows.

Theorem 2. Controller (C′) strongly stabilizes (Σ)
if there exist matrices P1 > 0, S > 0, P2 =
diag{P21,P22}> 0, L, N satisfying

Φ(N),


P1Â+ ÂT P1
+S +2M

P1B̂0 +2ĈT LT

∗ −2P2
∗ ∗
∗ ∗

0 P1B̂1
0 0

−S +M ĈT LT

∗ −P2

< 0 (4)

[
0 I

]
(L+LT )

[
0
I

]
< 0 (5)

where M = −NT LĈ− ĈT LT N + NT P2N. Under the
above conditions, the gain matrix of a stabilizing con-
troller (C′) can be parametrized as K̂ = P−1

2 L.

Proof: Expanding inequality (1), with A, B0, B1, C,
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K replaced by Â, B̂0, B̂1, Ĉ, K̂, yields that
P1Â+ ÂT P1 +S
−2ĈT K̂T P2K̂Ĉ

P1B̂0 +2ĈT K̂T P2

∗ −2P2
∗ ∗
∗ ∗

0 P1B̂1
0 0

−S−ĈT K̂T P2K̂Ĉ ĈT K̂T P2
∗ −P2

< 0 (6)

Here, it suffices to prove that the feasibility of (6) is
equivalent to that of (4) in terms of their respective
variables.

(Sufficiency) Assume (4) holds. It follows that
P2 > 0, and let that K̂ = P−1

2 L is well defined, and
L = P2K̂. Substituting it into (4) and noting, for any
real matrix N with appropriate dimension,

(N− K̂Ĉ)T P2(N− K̂Ĉ)≥ 0

we have (6) holds with property that all the terms
−ĈT K̂T P2K̂Ĉ in the diagonal.

−ĈT K̂T P2K̂Ĉ ≤ NT P2N−NT LĈ−ĈT LT N = M

(Necessity) Assume (6) holds. Then, by setting
N = K̂Ĉ, we obtain

−ĈT K̂T P2K̂Ĉ
= −ĈT K̂T P2K̂Ĉ +(N− K̂Ĉ)T P2(N− K̂Ĉ)
= −NT P2K̂Ĉ−ĈT K̂T P2N +NT P2N

Substituting it into (6), and denoting L = P2K̂, (4) is
obtained.

Due to P2 = diag{P21,P22} > 0, from L = P2K̂ =[
P21KD P21KC
P22KB P22KA

]
, the inequality (5) is used to en-

sure the matrix KA stable, meaning the stability of the
controller (C′). This completes the proof. �

Remark 3. It is worth pointing out that the
parametrization of the controller matrices by our ap-
proach is fairly flexible. Indeed, the parametrization
of the strongly stabilizing controller (C′) mainly de-
pends on the free parameter P2, which can be set to
be any positive definite matrix without loss of gener-
ality. Thus more synthesis problems such as simul-
taneous stabilization, structural controller synthesis
can be treated readily in the same framework.

5 PARAMETRIZATION DESIGN
OF CONTROLLER

We are now in a position to design controller gains via
an effective algorithm. When N is fixed, (4) becomes

a strict LMI problem, which can be verified easily by
conventional LMI solver. The remaining problem is
how to select the matrix N. It can be seen from the
proof of Theorem 2 that the left hand side of (4), Φ(N)
achieves its minimum when N = P−1

2 LĈ, which can
be used to construct an iteration rule. We summarize
briefly our analysis on N in the following proposition.

When P1 > 0, P2 > 0, S, L are fixed, the following
relationship holds for any real matrix N,

Φ(P−1
2 LĈ)≤Φ(N)

It follows that the scalar ε satisfying Φ(N) < εI
achieves its global minimum only if N = P−1

2 LĈ =
K̂Ĉ. Therefore, the following iteration algorithm is
constructed to solve the condition of Theorem 2.

Algorithm OFSS (Output Feedback Strong Stabi-
lization):
• Step 1. Set m = 1, and ε∗0 > 0, c > 0 be three

prescribed initial values. Select an initial matrix
N1 such that the closed-loop system (Σc′ ), where
K̂Ĉ is substituted by N1, is stable.

• Step 2. For the fixed Nm, solve the following
convex optimization problem with respect to Lm,
P1m > 0, P2m > 0, Sm > 0:

min εm
s.t. Φ(Nm) < εmI

εm >−c
(7)

where Φ(Nm) is the function Φ(N) defined in(4).
Denote ε∗m as the minimized value of εm satisfying
(7). If ε∗m≤ 0, the system (Σ) is stabilizable via the
DOF controller (C′). The gain matrix K̂ of (C′)
can be obtained as K̂ = P−1

2m Lm, STOP, else, go to
next step.

• Step 3. If |ε∗m−ε∗m−1| ≤ δ, a prescribed tolerance,
then go to Step 4, else update Nm+1 as

Nm+1 = (P2m)−1LmĈ

and set m = m+1, then go to Step 2.

• Step 4. The system may not be strongly stabi-
lizable via the controller (C′). STOP. (Or choose
another initial value N1, then run the algorithm
again.)

Remark 4. It follows from that the sequence {ε∗m}
is monotonic decreasing with respect to m and has a
lower bound c. Therefore, the stopping of the iteration
is guaranteed.

Remark 5. The initial value of N1 can be consid-
ered as a state feedback stabilizing controller ma-
trix, which can be found by existing stabilization ap-
proaches. Like many other iteration algorithms, the
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sequence of iterations depends on the selection of ini-
tial values, and appropriate selection will improve the
solvability. Here, we attempt to get a relaxing state
feedback controller N1 which just satisfy Â + B̂0 or
Â+(B̂0 + B̂1)N stable, as the initial value N1 for sys-
tem (Σc′ ). There has much conservatism since it is
only a delay-independent approximative solution. If
failed, Zhang et.al in (Zhang et al., 2005) gave a fur-
ther method to obtain a new state- and input-delay-
dependent state feedback controller to ensure the sta-
bility of the closed-loop system. The numerical ex-
amples in the following section will illustrate that Al-
gorithm OFSS is relaxed to rely on the initial matrix
N1.

Remark 6. The approach proposed in the paper is in
fact not a conservative one. The direct iterative pro-
cedure (D-K iteration) may generate a feasible solu-
tion. However, the success rate may be low. As is
well known, even for LTI systems without delay, the
DOF controller design is a non-convex problem, and
is likely to be NP-hard. To cope with a nonconvex
problem via convex approach, there are generally two
recipes. One is the so called relaxation, and the other
is the local optimization. The relaxation approach is
easy to implement, but may introduce conservatism
in some cases. LMI approaches can be regarded as
one kind of relaxation. For the local optimization,
one wants to seek a point that is only locally optimal,
which means that it minimizes the objective function
among feasible points that are near it. Therefore, the
initial values are critical to such optimization prob-
lems, and good initial values may generate a globally
optimal solution. Most exact approaches to DOF syn-
thesis, including CCL, ILMI, alternating projection,
D-K iteration, nonsmooth optimization for instance,
involve local optimization. However, few approaches
have systematic procedures to even determine an ini-
tial value. Obviously, finding an initial stabilizing
state-feedback gain is more desirable than guessing
a stabilizing DOF one. In this sense, the selection of
initial values in this paper is more desirable than a
direct iterative procedure (D-K iteration). In fact, as
we have shown in the proposition, a globally optimal
solution of conditions (4) and (5) is obtained only if N
is a stabilizing state-feedback gain, which means that
our iteration begins with a set of necessary N for the
matrix inequalities conditions (4) and (5) to be feasi-
ble rather than random guesses.

6 NUMERICAL EXAMPLE

This section presents a numerical example to demon-
strate the validity of the proposed method in this pa-

per to design a DOF strong stabilization controller.
Consider a linear input-delayed system (Σ) with the
parameters as follows:

A =
[

0.9926 0.1443
0 −0.3698

]
, B0 =

[
−1

0

]
, B1 =

[
0
1

]
The input delay d is constant and it has a particular

form with C = I. Now we apply the proposed ap-
proach to find DOF controllers to stabilize this sys-
tem. An initial matrix N1 is chosen for DOF controller
(C′) which is obtained directly by solving state stabi-
lization conditions for a system pair (Â, B̂0) defined in
(Σc′ ), ÂX + B̂0Y +(ÂX + B̂0Y )T < 0 and X > 0, with
setting N1 = Y X−1. Two cases are considered as fol-
lows with ε∗0 = 10:
• a. Full order DOF controller

N1 =

 0.0013 0.0066 −0.4916 0.0038
0.0091 0.0068 0.0052 −0.4918
1.4990 0.1517 0.0015 0.0017


is chosen as the initial matrix in Algorithm OFSS.
After 1 iteration, a desired strong DOF controller
(C′) is obtained as

ϑ̇(t) =
[
−0.8119 0.0034

0.0046 −0.8125

]
ϑ(t)

+
[
−0.0068 0.0112

0.0089 0.0112

]
y(t)

u(t) =
[
−0.0021 0.0003

]
ϑ(t)

+
[

1.4883 0.1834
]

y(t)

The eigenvalues of the controller matrix KA are
−0.8082 and −0.8162.

• b. Lower order DOF controller
N1 = [0.0057 0.0086 −
0.4982;1.5019 0.1460 0.0024] is chosen as initial
matrix, and a desired strong DOF controller (C′)
is obtained after 1 iteration,{

ϑ̇(t) =−0.8030ϑ(t)+
[

0.0012 0.0145
]

y(t)

u(t) =−0.0012ϑ(t)+
[

1.4763 0.1784
]

y(t)

Furthermore, consider the same model with a dif-
ferent output matrix C = [0.9556 0.1132]. With the
same method to calculate initial matrix N1 as the
above model, two kinds of DOF stabilizing con-
trollers are given by applying Algorithm OFSS again
with 1 iteration.

• a. Full order DOF controller

N1 =

 0.0019 0.0010 −0.4929 0.0086
0.0010 0.0020 0.0089 −0.4932
1.4995 0.1504 0.0060 0.0078
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ϑ̇(t) =

[
−0.7880 0.0416

0.0389 −0.7743

]
ϑ(t)

+
[

0.0257
0.0379

]
y(t)

u(t) =
[

0.0010 0.0024
]

ϑ(t)+1.5792y(t)

The eigenvalues of the controller matrix KA are
−0.8220 and −0.7403.

• b. Lower order DOF controller

N1 =
[

0.0054 0.0020 −0.4944
1.4926 0.1487 0.0039

]
{

ϑ̇(t) =−0.7926ϑ(t)+0.0289y(t)
u(t) = 0.0054ϑ(t)+1.5683y(t)

It is known from the above computational cases
that the algorithm converges to the feasible solutions
quickly for the arbitrarily chosen of initial matrix N1
very much while designing any order strong DOF
controllers.

7 CONCLUSIONS

This paper has developed the strong output feedback
control problem for an input-delayed system from a
new perspective. Input-delay-independent stabiliza-
tion criteria for output feedback controllers are de-
rived from a new equivalent characterization on stabi-
lizability of the system in terms of matrix inequalities
by introducing a slack positive definite matrix, and
an iterative algorithm is developed to solve these con-
ditions. Although common to other approaches, the
proposed approach is not guaranteed to find a solu-
tion even it exists, it is quite effective since there is no
need to introduce additional constraints to linearize
the product term of Lyapunov matrix and controller
gain when parametrized.
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Abstract: This paper concerns a home automation system of energy management. Such a system aims at keeping under
control the energy consumption in housing. The expected energy consumption is scheduled over one day.
Each hour a total amount of energy is available that is a resource constraint for the expected energy plan. The
expected consumption is totally derived from users behavior which are quite different from one housing to
another, and rather difficult to predict. This paper proposes aLearning Systemto predict the user’s requests of
energy. The proposed method relies on Bayesian networks.

1 INTRODUCTION

A Home Automation Systembasically consists of
household appliances connected by both energy and
communication networks. Smart Home and more
generally Smart Building are spreading out. They
aims at first increasing comfort and security, second
enabling remote access to information about the ap-
pliances and the buildings and third managing the ap-
pliances. The system addressed in this paper is con-
cerned with energy management in Smart Home. It
aims at planning the best energy assignment satisfy-
ing the availability energy constraints and the users’
requests (Palensky et al., 1997), (HA et al., 2006).
In this paper, energy is restricted to the electric con-
sumption. (HA et al., 2006), (Abras et al., 2007)
present a three-layers household energy control sys-
tem: anticipative layer, reactive layer and device
layer. The anticipative layer depicted in (Ha, 2005)
and (Abras et al., 2008) is mainly concerned with the
energy plan. The anticipative plan relies on predic-
tions of environmental parameters (weather forecast,
solar radiation, ...) and energy consumption.

In order to keep under control the total amount
of consumed energy every hour, and then avoid peak
consumptions and minimize the energy cost, the
Home Automation Systemhas to schedule as much as
possible the energy consumptions in the most appro-
priate time periods. For example, the washing ma-
chine could be planned before or after the oven in
a low energy cost period as far as such a plan sat-
isfies the predicted user’s request. The efficiency of

the anticipated plan is as good as the prediction of the
user’s request. Indeed if the actual user’s behavior is
far from the predicted one, then the reactive layer has
to stop an appliance in order to satisfy the available
energy constraint for example, and schedule this ap-
pliance later without any energy cost optimization.

This paper focuses on the prediction of the user’s
behavior. ALearning Systemis proposed to predict
the inhabitant’s requests for each hour of a 24 hours
anticipative time period. The system is based on the
use of Bayesian Network to predict the user’s behav-
ior. Bayesian Networks (BNs) are a field of Machine
Learning, capable of representing and manipulating
arbitrary probability distributions over arbitrary ran-
dom variables (Russell and Norvig, 2003), (Naı̈m
et al., 2004). They are especially well suited for mod-
eling uncertain knowledge in expert systems (Hecker-
man, 1995). The paper is organized as follows: first,
related works concerning the use of household appli-
ances are presented. The next section shows the way
how a Bayesian Network can be used. The proposed
approach to predict the user’s behavior in housing is
explained in section 2. A real database concerning
100 houses in France is used to build standard pro-
files from which theLearning Systemdeduces the pre-
dicted user’s behavior. Finally, some results and per-
spectives are discussed.

1.1 Related Works

Various works have been done to study the impact
of the user’s behavior on the energy consumption in

147



the housings. (Wood and Newborough, 2003), (Wood
and Newborough, 2007) study the interaction be-
tween the user and the appliances. The appliances
are classified into four categories according to their
level of automation and the number of settings. For
the appliances with low level of automation the user
needs to be in the proximity of the appliances to be
set. They achieved up to 10∼20% reduction in energy
consumption of households by changing the user’s
behavior. Other studies are interested in modeling
and simulating the activities of the user (Zimmer-
man, 2007). The activities of one and several peo-
ple are integrated into simulators of buildings perfor-
mances to get more use dependent results. This ap-
proach models all users as individual agents with dif-
ferent behaviors. Different functions and functional
units such as work places are modelled also. The
main results of this work is that the activities of in-
dividuals and groups in office environments can be
modelled on the basis of communicating agents. (Ha
et al., 2006) studies and analyzes the user’s behavior
in housing to make embodiment of user’s interface in
Ubiquitous environment. Behavior patterns are ana-
lyzed by classifying data into 5W(who, what, where,
when and why) and 1H (How). All these works fo-
cuses on the design of displays in order to change the
user’s behavior.

1.2 Bayesian Networks

A Bayesian Network (BN) is a graphical model
for probabilistic relationships among a set of vari-
ables (Pearl, 1986). BNs model causal relation-
ships. They are represented as directed acyclic
graphs, where each node represents a different ran-
dom variable. A directed edge from the node X(cause
node)to the node Y(effect node)indicates that X has
a direct influence on Y. This influence is quantified by
the conditional probabilityP(Y|X), stored at node Y.
The nodes in a network can be of two types:evidence
nodewhen its value is observed, andquery nodewhen
its value has to be predicted. A Conditional Prob-
ability Table (CPT) is assigned to each node in the
network. Such probabilities may be set by an ex-
pert or using a registered data. BNs are based on the
conditional independence; each node is conditionally
independent of its non-descendants given its parents.
When a node has no parent, its CPT specifies the prior
probability. There are two types of learning: 1)the
structure learningin which the best graph represent-
ing the problem is searched; 2)the parametric learn-
ing in which the structure of the network is known
and the conditional probability is estimated at each
node. Once the Bayesian Network is constructed, it

Figure 1: Bayesian Network for Coma problem.

can be used to compute the probability distribution
for a query variable, given a set of evidence variables.
This operation is calledinference. For example, one
can identify the causes by calculating the most prob-
able cause given some information (Figure 1), or pre-
dict the effects of a cause by calculating the most fre-
quent value of a node given some observations. Ex-
act and approximate approaches of inference can be
used (Russell and Norvig, 2003), (Naı̈m et al., 2004).

Bayesian Networks are used in a large range of ap-
plications: telecommunications (Ezawa and Schuer-
mann, 1995), display management for time-critical
decisions (Horvitz and Barry, 1995), industry (Hart
and Graham, 1997), health (Becker et al., 1998), com-
munication (Barco et al., 2002), etc.

2 PROBLEM STATEMENT

The objective of the work presented in this paper is to
propose aLearning Systemable to deliver to theHome
Automation Systemthe useful information about the
energy consumption in a given housing. This useful
information is the prediction of the user’s requests. A
preliminary step consists in identifying a set of stan-
dard profiles of the users’ requests. Then theLearn-
ing Systemhas two tasks: 1) First, identify the most
appropriate standard profile for a given user in or-
der to exhibit the corresponding prediction of the en-
ergy consumption at each hour; 2) Second, built the
learnt model of the energy consumption. The stan-
dard profiles are defined for each appliance and asso-
ciated service to the inhabitants. They are built us-
ing a database. A questionnaire is used to identify
the most appropriate standard profile for a given user.
The questions concern the appliances in housing, the
frequency of their use, etc.

The proposed method is depicted in the figure2.
After the standard starting profile has been chosen
for each service it is integrated in a Bayesian Net-
work which will predict the actual user’s requests.
The actual energy consumption of the user is sent
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Figure 2: Structure of the Learning System.

to theLearning Systemalso. This observation con-
cerns the actual consumption of the appliances, the
date, the hour, the consumed energy and the duration.
After some time of observation, theLearning System
can build the new profile dedicated to the actual re-
quests of the user. In this paper, the process to iden-
tify the standard profiles and the Bayesian model of
theLearning Systemare described.

3 BUILDING THE STANDARD
PROFILES

3.1 Energy Database

The projectResidential Monitoring to Decrease En-
ergy Use and Carbon Emissions in Europe (REMOD-
ECE)1 provides an energy database. This is a Euro-
pean database on residential consumption, including
Central and Eastern European Countries, as well as
new European Countries (Bulgaria and Romania).

This database stores the characteristics of the res-
idential electric consumption by country. TheIRISE
project is a part ofREMODECE. It has been chosen
for our study to identify the standard profiles pr(0).
It deals only with houses in France. One database
is available for every house; in such a database, the
information is recorded every 10 minutes during one
year for each appliance in the house . The consumed
energy at every time period by every appliance is
given in this database. However, these data have to
be processed before using.

It is possible to know the number of people who
live in each house. The presence of the user is impor-
tant for the energy consumption but it is not explicitly
known in the database.

1http://www.isr.uc.pt/∼remodece/

Figure 3: The database after treatment for the Electric-oven.

Figure 4: The consumed energy in a weekday in January
and in December.

3.2 Data Preprocessing

From theIRISEdata, a user’s request concerns one or
more services likecooking in oven, clothe washing,
water heating, etc. A standard profile is a structured
information derived from these raw data for every ser-
vice. TheHome Automation Systemanticipates the
energy consumption from the following information
about the user’s requests:

• When is the service requested?

• How much energy does the service consume?

• What is the duration of the service?

This information is available in the database ex-
cept for the duration. The figure 3 shows the prepro-
cessed data for one appliance. Each row is the set of
interesting information for one hour in the year: du-
ration, energy, day, month, the number of times that
the appliance has been started during the hour is also
extracted from the raw data.

Analyzing the data one can notice 1) first the ac-
tual diversity of the use of each appliance in a given
house and 2) second how difficult it is to characterize
this use. The figure 4 shows the mean consumption
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of theElectric-oven, theMicro-waveand theWashing
machinein a weekday in January and in a weekday in
December. The consumed energy is not identical at
the same hour in the two months. Nevertheless, some
similarities exist. A standard profile gives the prob-
ability that the appliance will be started at each hour
and the associated expected energy consumption for
different types of days statistically representative.

Given only one day, for example Monday, the ob-
tained information is very accurate. But the learning
of such an information would be long, because an ob-
servation and the derived statistical process could be
involved every seven days for one given day in the
week. On the other hand, the average value obtained
over all the year without any differentiation among the
days would not be interesting because the derived pre-
diction would be an average very far from each actual
request.

3.3 Statistical Picture

A profile is a statistical picture of a service in a hous-
ing. This statistical study is performed over a time
period that is the largest period allowing to compute
significant probabilities. A time period may be the
day, the month or the day in a month. For each ser-
vice, for a chosen time period, the profile consists of:

• The conditional probability that the service starts
every hour;

• The average duration every hour;

• The average consumed energy every hour;

The value of the conditional probability, the dura-
tion or the energy for a service are calculated from the
preprocessing data.

It can also be useful to calculate the probability
that the appliance starts at each hour over all the year
without taking into account any time period. This
kind of information can be used to briefly depict the
profiles and then identify the most appropriate profile
to a given user.

Parts of the profile of theElectric-ovenservice
taken in example are depicted in the figures 5- 9.
These profiles concern the house2000997from the
IRISEdatabase.

The figure 5 represents the probability that the
Electric-ovenstarts at each hour for each month over
one year, from October to September. For example,
the probability that theElectric-ovenstarts at 6 pm
in October is 0.41 (figure 6). The figure 7 shows the
probability that theElectric-ovenstarts at 6 pm for
each weekday. For example, the probability on Sun-
day at 6 pm is 0.2. The probability that theElectric-
ovenstarts at 6 pm in October on Sunday is 0.60 (fig-

Figure 5: The probability of the Electric-oven in the house
2000997 on months.

Figure 6: The probability of the Electric-oven in the house
2000997 at 6pm on months.

Figure 7: The probability of the Electric-oven in the house
2000997 at 6pm on days.

Figure 8: The probability of the Electric-oven in the house
2000997 on Sunday over all the months.

Figure 9: The Energy of the Electric-oven in the house
2000997 on Sunday over all the months.
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ure 8). The average energy of theElectric-ovenat 6
pm in October on Sunday is 751Wh (figure 9). Such
profiles can be exhibit for the service duration as well.

4 LEARNING BAYESIAN
SYSTEM

The Bayesian Network is used to predict the user’s
requests. The Conditional Probability Distribution at
each node of the BN is computed from both the stan-
dard starting profile and the actual observations of en-
ergy consumption in the housing. There are two types
of nodes in this network: 1) the probabilistic nodes in
which a Conditional Probability Table is associated;
2) the deterministic nodes which values are specified
exactly by the values of its parents, with no uncer-
tainty (Russell and Norvig, 2003). For the determin-
istic nodes, the probability distributions are no longer
needed to be specified, but instead only certain states.
In this work, all the energetic services in the house
like the cooking serviceor thewashing service, etc
are represented in the Bayesian Network. There are
three causal nodes in theLearning System:

• Hour with 24 values from 0 to 23

• Month with 12 values from January to December

• Day with 7 values from Saturday to Friday

All these nodes are probabilistic.
Three nodes are associated to each service in the
housing:

• Starting of the service with tow values{yes, no}

• Energy which is a deterministic node

• Duration which is a deterministic node

To simplify the presentation of the network, only the
Electric-ovenis dealt with during two days (Saturday
and Sunday) in October. The hour values are reduced
to 3 which are{11am, 12am, 1pm}. This network is
given in the figure 10.

The Conditional Probability Distribution corre-
sponding to theStarting Electric-ovennode is part
of the profile of theElectric-oven. Given the hour,
the month and the day, theHome Automation System
uses this network to obtain the probability of starting,
the average energy and the average duration of the
services. For example, if the hour is Sunday 12am,
the Bayesian Network provides the probability 0.4 of
starting for theElectric-oven.

Figure 10: A part of the Bayesian Network.

4.1 Segmentation between Days and
Months

In order to exhibit the standard profiles from the
database with the best accuracy, the discriminating
parameters such as days and months have to be found.
For this purpose, a dissimilarity index and a clustering
algorithm are defined.

4.1.1 Dissimilarity Index

The probability that a service starts at each hour given
the day (figure 7) or the month (figure 5) is used to
identify if the days or the months discriminate the ser-
vice. Comparison between the months all over the
year is performed, as well as between the days all
over the year. The proposed Dissimilarity index is
based on theManhattan distancegiven in the equa-
tion 1. It is used to calculate the difference between
two months or two days over 24 hours.

Di f f (X,Y) =
23

∑
i=0

|xi −yi| (1)

Where X=xi is the probability that the service starts in
a month (or day)A a each hour i; Y=yi is the proba-
bility that the service starts in another month (or day)
B . The labeli represents the hour. Then, the Dissim-
ilarity index is defined as follows:

DI(X,Y) =
Di f f (X,Y)

∑i(xi+yi)
2

(2)

∑i(xi+yi)
2 is a normative coefficient from which the

Dissimilarity index measures the relative dispersion
of the starting probability over the months (or days).

Therefore, when the value ofDI(X,Y) is small, X
and Y are close together. IfDI(X,Y) is large, then
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Table 1: Example of the Dissimilarity Index.

Days1 Days2 Diff ∑i(xi+yi)
2 DI Decision

Sat Sun 0,79 0,93 0,86 YES
Sat Mon 0,5 0,72 0,69 NO
Sat Tues 0,64 0,81 0,79 NO
Sat Wed 0,83 0,95 0,88 YES
Sat Thur 0,54 0,78 0,69 NO
Sat Fri 0,3 0,75 0,39 NO
Sun Mon 0,71 0,87 0,82 YES
Sun Tues 0,85 0,96 0,88 YES
Sun Wed 0,9 1,1 0,82 YES
Sun Thur 0,91 0,93 0,97 YES
Sun Fri y 0,85 0,9 0,94 YES
Mon Tues 0,37 0,76 0,48 NO
Mon Wed 0,6 0,89 0,67 NO
Mon Thur 0,39 0,73 0,53 NO
Mon Fri 0,56 0,7 0,79 NO
Tues Wed 0,38 0,98 0,39 NO
Tues Thur 0,21 0,82 0,26 NO
Tues Fri 0,46 0,79 0,59 NO
Wedy Thur 0,52 0,95 0,55 NO
Wed Fri 0,69 0,92 0,75 NO
Thur Fri 0,36 0,76 0,48 NO

X and Y are quite different. A threshold is arbitrary
fixed to 0.8.
An example is given in the table 12. In this example
the difference between two days in the house 2000997
for the Electric-ovenover all the year is calculated.
The difference between two days is significant if the
ratio betweenDi f f (X,Y) and ∑i(xi+yi)

2 is bigger than
the given threshold.

4.1.2 Clustering Algorithm

The Dissimilarity index given in the equation 2 helps
the Learning Systemto decide if two days or two
months can be merged for a given service. Then the
standard profile associated with this service is re-
duced in size and by the same time it will require less
observations to be adjusted to the actual user. This
type of treatment is calledClustering. Clusteringcan
be considered as the most important unsupervised
learning problem. It isa process of partitioning
a set of data (or objects) in a set of meaningful
sub-classes, calledcluster (Zaane, 1999). A cluster
is therefore a collection ofsimilar objects that are
dissimilar to the objects belonging to other clusters.
There are some clustering algorithms likeK-means,
k-Medoid, hierarchical algorithm, etc. In this paper,
a clustering algorithm is proposed as follows based
on the Dissimilarity index. The objects can be the

2Sat: Saturday, Sun: Sunday, Mon: Monday, Tues:
Tuesday, Fri: Friday, Wed: Wednesday, Thur: Thursday.

months or the days.

Segment( input E: Set of elements, DI: Dissimilar-
ity indexes; OutputC: set of clusters Ce )

1. Find the closest two elements(ex,ey) ;

DI(ex,ey) =Min{DI(ei ,ej),

ei ∈ E,ej ∈ E, i 6= j}}

Add toCe if:

DI(ex,ey) < 0.8,then Ce = {ex,ey}

2. If Ce is empty then go to the step 7 else go to the
step 3

3. Calculate the setE1 = E-Ce

4. For each elementez of E1
if DI(ez,ex) < 0.8 andDI(ez,ey) < 0.8 then
addez to Ce

5. Add the clusterCe to C

6. Segment(E - Ce , DI, C)

7. For each elementer of E: Adder to C

8. Return C

This algorithm takes a set of elements which may be
the starting probabilities at each hour over days or the
months. It takes also the Dissimilarity index between
each two elements (table 1). The first step of this al-
gorithm consists in finding the closest two elements
(ex,ey) which have the smallest Dissimilarity index.
Then, for every remaining element from E, the algo-
rithm finds all the other elements which are closer to
ex andey than the given threshold. The obtained set
Ce represents the first cluster. This algorithm is recur-
sive. It is iteratively called to find all the clusters. It
ends when the remaining Discrimination indexes are
all greater than the given threshold.

For example, the clusters obtained by applying
this algorithm on the table 1 are:C1= {Sat, Mon,
Tues, Wed, Thurs, Fri} andC2={Sun}. That means
that the use of theElectric-ovenis different from the
other days onSunday .

5 CONCLUSIONS AND
PERSPECTIVES

This paper focuses on the prediction of the user’s be-
havior in housing and his derived energy consump-
tion. It is a very important predictive problem in a
Home Automation System. The objective is to con-
struct aLearning Systemable to predict the user’s
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behavior in housing with regards to his energy con-
sumption. The proposed system builds a set of pro-
files from theIRISEdatabases for each appliance. A
profile is defined by the probability that the associated
service starts, the average consumed energy and the
average duration. Also, each profile is characterized
by the set of days and the set of months during which
the consumption is specific. A questionnaire is pro-
posed to the user concerning the use of its appliances.
The comparison between the response of the user and
the set of standard profiles allows to provide start-
ing standard profiles to theHome Automation System.
These values are introduced into a Bayesian Network
to be adjusted with the actual consumption of the user.
Future works will be dedicated to perform the seg-
mentation to theIRISEdata in order to identify the
standard profiles. Then a questionnaire will be de-
fined and the way how to process the comparison be-
tween the response and the standard profiles will be
addressed.
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Abstract: Robotics quickly evolved in the recent years. This development widened the intervention fields of robots.
Robots interact with humans in order to serve them. Improving the quality of this interaction requires to
endow robots with spatial representation and/or reasoning system. Many works have been dedicated to this
purpose. Most of them take into account metric, symbolic spatial relationships. However, they do not consider
fuzzy relations given by linguistic variables in humans language in human-robot interaction. These relations
are not understood by robots. Our objective is to combine human representation (symbolic, fuzzy) of space
with the robot’s one to develop a mixed reasoning. More precisely, we propose an ontology to manage both
spatial relations (topological, metric), fuzziness in spatial representation. This ontology allows a hierarchical
organization of space which is naturally manageable by humans and easily understandable by robots. Our
ontology will be incorporated into a planner by extending the planning language PDDL.

1 INTRODUCTION

Robotics quickly evolved in the last decade and there
is an increasing demand for intelligent systems like
robots that can help in daily life. This development
widened the intervention fields of robots such as a
public area where robots interact with humans in or-
der to serve them. To improve the quality of this in-
teraction, robots should behave as much as possible
like humans. This requires to endow robots with rep-
resentations and/or systems of reasoning directly in-
spired by humans. We focus on human-robot interac-
tion (HRI) based on spatial organization of observed
structures, in order to plan robots actions.

Planner

Spaceontology

Problem :
   initial state
   goals

   Spatial
information

Plan

Figure 1: Spatial Planner.

Our goal is to develop a planner allowing to
solve problems taking into account spatial informa-
tion. This planner, called Spatial Planner (Fig. 1),
consists of two sub-systems. The first sub-system,
SpaceOntology allows a spatial representation and
reasoning model. As input, it takes a set of impre-

cise and incomplete spatial information. However,
as output, it provides a structured knowledge about
the environment to explored in planning. The second
sub-system, Planner, defines the set of actions to be
executed by the robot in order to achieve its mission.

In this paper, we focus on SpaceOntology that
models spatial representation and reasoning for better
mediation between humans and robots. This ontology
concerns:

• Hierarchical representation of space. The space
is structured to be manageable by humans and
robots.

• Numerical/Symbolic representation of space.
From the human’s point of view, the space is gen-
erally considered in a symbolic way (in, disjoint,
north, close, . . . ). From the robot’s point of view,
the space is considered in numerical way (angles,
distances, . . . ).

SpaceOntology gives a description of the environ-
ment (hierarchical organization, spatial relations) un-
derstandable by both humans and robots.

This paper is organized as follows. In section 2,
we place our work with regard to the state of art of the
spatial representation and ontologies. In section 3, we
present our framework to model spatial representation
and reasoning. In section 4, we present SpaceOntol-
ogy. In section 5, we present how we use ontology to
develop a mixed reasoning (from human to robot and
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from robot to human). In conclusion, we present our
future works.

2 RELATED WORK

2.1 Spatial Relations

The spatial relations have been developed in many do-
mains (image processing (Bloch and Ralescu, 2003),
GIS (Casati et al., 1998), . . . ). They can be di-
vided into topological, directional and distance rela-
tions (Kuipers and Levitt, 1988). In this paper, we
consider all these relations.

In robotics, quantitative representations of spatial
relations are commonly applied. Purely quantitative
representations have limitations particularly when im-
precise knowledge use spatial relations expressed in
linguistic terms, particular in HRI. Imprecision has to
be taken into account in such problems. It is often
inherent to human language. It may be caused by im-
precision about the objects to recognize due to the ab-
sence of crisp contours or by the imprecise semantics
of some relationships (eg. quite far, . . . ), or else by a
kind of task we would like fulfill in HRI. For exam-
ple, we may want a robot go towards a person while
remaining at security distance of it.

Our objective is to combine all symbolic represen-
tation with robotic numeric representation to develop
a mixed reasoning.

2.2 Ontologies and Spatial Dimension

Different techniques of spatial representation and rea-
soning have been proposed. Most are based on con-
straints, logical and algebraic approaches (Balbiani
et al., 1999). However, these approaches can not man-
age quantitative, qualitative and imprecise knowledge
at the same time. In HRI, we need to combine this
knowledge. For this reason, we must use an unified
framework to cover large classes of problems and po-
tential applications, and able to give rise to instanti-
ation adapted to each particular application. Ontolo-
gies (Gruber et al., 1995) appear as an appropriate tool
toward this aim.

Spatial ontologies can be found in some fields
such as GIS (Casati et al., 1998), Virtual Reality (Da-
siopoulou et al., 2005), Robotics (Dominey et al.,
2004), . . . All these ontologies are focused on the rep-
resentation of spatial concepts according to the ap-
plication domains. A major weakness of usual onto-
logical technologies is their inability to represent and
to reason with imprecision. An interesting work pre-
sented in (Hudelot et al., 2008) overcome this limit.

3 OUR FRAMEWORK

In our work, we set up an ontology to manage both
spatial relations, fuzziness in spatial representation.
Moreover, our ontology allows an organization of
space naturally manageable by human and easily un-
derstandable by the robot: hierarchical representation
of space.

3.1 Hierarchical Organization of Space

Hierarchical organization of space reduces the
amount of information considered for coping with a
complex, high-detailed world: concepts are grouped
into more general ones and these are considered new
concepts that can be abstracted again. The result is
a hierarchy of abstractions (or specialization) or a hi-
erarchy of concepts that ends when all information is
modeled by a single universal concept (or we reach
a desired level of specialization). Thus, we consider
this hierarchy to describe the considered space.

Our organization is made from the highest abstrac-
tion level to lowest (most detailed one) unlike the or-
ganization described in (Fernández-Madrigal et al.,
2004). The highest level represents the environment
with the maximum amount of detail available. The
lowest level represents the environment by a single
concept. Hierarchical representation of space allows
us to represent this space in a structure easily man-
ageable by human and robot. In addition, it provides
better performance than flat representation in naviga-
tion or path planning.

3.1.1 Spatial Entity

All concepts in spatial representation are called Spa-
tial Entities. A spatial entity is localizable in a given
space by one of its attributes or by geometric trans-
formation. From a geometric point of view, a spatial
entity ε is defined by a rectangle rectε corresponding
to its axis-aligned bounding rectangles.

From hierarchical organization of space, derives
two categories of spatial entities. Space represents a
global space. This entity is the highest abstraction and
the lowest level in the hierarchy organization. Region
represents any spatial entity belonging to different hi-
erarchical levels (intermediate and final). A region is
a sub-space included in the given space. A region is
itself considered as a space that can be decomposed
into different sub-regions.

3.2 Spatial Relations

A spatial relation requires a reference frame. For ex-
ample, the relation bench is in front of coffee machine.
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The semantic of the relation is not the same depend-
ing on whether the reference system is the coffee ma-
chine itself or an external observer. In order to have
an unique meaning and to remove the ambiguity, three
concepts have to be specified : the target object, the
reference object and the reference system (Hudelot,
2005). In our work, we consider both Intrinsic and
Egocentric reference frame.

3.2.1 Topological Relationships

We consider the ALBR relations defined in ABLR
(Above Below West Right) (Laborie et al., 2006).
This algebra balances between expressiveness and the
number of relations (reasoning/complexity). ABLR
reduces the number of relations while preserving the
directionality property of the representation defined
in (Allen, 1983). A topological relation is an ABLR
relation. This relation is a couple 〈rX ,rY 〉, where;

rX ∈ {Le f t(L),OverlapsLe f t(OL),Contains(Cx),
Inside(Ix),OverlapsRightOR,Right(R)}

and
rY ∈ {Above(A),OverlapsAbove(OA),Contains(Cy),

Inside(Iy),Overl pasBelow(OB),Below(B)}.

3.2.2 Metrical Relationships

Metrical relations concern distance and orientation re-
lations (Bloch, 2005). We consider a 2D representa-
tion of the space given by (O,

−→
i ,
−→
j ). The origin O

is a reference system that can be intrinsic or egocen-
tric. In the following, a rectangle denotd ε represents
a spatial entity. Its symmetry center will be known as
the spatial entity name. Px(ε) (resp. Py(ε)) denotes
the projection of ε on (

−→
i ) axis (resp. (

−→
j ) axis).

In HRI under spatial constraints, fuzzy informa-
tion is a key point as said in section 2. In this work,
vagueness and ambiguity concern the vagueness of
the relationship itself. Indeed, we don’t need to eval-
uate if a spatial entity is in north of a referent spatial
entity since spatial entities are crisp. The application
of fuzzy approach mainly concerns the distance rela-
tionship. The aim is to find a way to represent the
symbolic direction and distance relationship (based
on linguistic variables) by a numerical direction and
distance and vice versa.

Directional Relationships. We describe directional
relations through cardinal direction : West of, North
of, East of and South of. We associate for every se-
mantic direction semantic West of, East of, North of
and South of following respective functions WestR,
EastR, NorthR (R is a referent object) and SouthR.
WestR(ε) denotes ε is left of R given by WestR(ε) =
{Px(ε)−Px(R) 6 0}. EastR(ε) denotes ε is right of R

given by EastR(ε) = {Px(ε)−Px(R) > 0}. NorthR(ε)
denotes ε is in north of R given by NorthR(ε) =
{Py(ε)−Py(R) > 0}. SouthR(ε) denotes ε is in south
of R given by SouthR(ε) = {Py(ε)−Py(R) 6 0}.

The representation of the 8 cardinal relationships
is possible by combining these four functions. Con-
sider the example of the directional relation the bench
b is north and east of coffee machine cm. This
corresponds to the combination of Northcm(b) and
Eastcm(b):

Northcm(b)⊕Eastcm(b) =
{

Px(b)−Px(cm) > 0
Py(b)−Py(cm) > 0 (1)

This representation allows us to express other direc-
tional relations (at the same level, between, . . . ).

Distance Relationships. We consider four linguis-
tic variables to describe distance relations: close to,
close to enough, far from enough, far from. We note
d(ε,r) in R+ the euclidean distance between the point
of symmetry of two rectangles representing two re-
gions (r referent object and ε target object). The aim
is to find a way to represent the four linguistic vari-
ables already defined to evaluate distance by a nu-
meric value to evaluate it. To do so, we consider two
degrees, defined in (Schockaert, 2008), N(α,β)(p,q)
( 2) and F(α,β)(p,q) ( 3). The degree N represents
two points p and q are near each other and the de-
gree F represents how p is far from q (α,β > 0). We
have defined a hierarchical space organization. This
has an impact on the distance evaluation. Indeed, the
distance of 2m in a city is considered as near, how-
ever, 2m in an office is considered as far. From these
information, we define for each hierarchical level an
α and a β depending on the scale of this level.

N(α,β)(p,q) =


1 if d(p,q)≤ α

0 if d(p,q)≥ α+β

α+β−d(p,q)
β

otherwise β 6= 0
(2)

F(α,β)(p,q) =


1 if d(p,q) > α+β

0 if d(p,q)≤ α

d(p,q)−α

β
otherwise β 6= 0

(3)

 
0

1

d(p,q)

N  , p ,q F  , p ,q

Figure 2: Graphical representation of relationship between
N(α,β)(p,q) and F(α,β)(p,q).

From equations 2 and 3 and organization given in
figure 2, it is easy to deduce that: (1) if d ∈ [0,α] then
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d is considered as close, (2) if d ∈]α,α + β

2 ] then d
is considered as close enough, (3) if d ∈]α + β

2 ,α +
β] then d is considered as far enough, (4) if d ∈]α +
β,+∞[ then d is considered as far.

4 IMPLEMENTATION

As a formal language, we opted for OWL DL formal-
ism (McGuinness et al., 2004; Baader et al., 2003).
This formalism benefits from the compactness and
expressiveness of DL. Indeed, an important charac-
teristic of DL is their reasoning capabilities of in-
ferring implicit knowledge from the explicitly repre-
sented knowledge. In this section, we describe how
we present and reason about spatial knowledge.

4.1 Spatial Entities as Concepts

One of important concepts of SpaceOntology is the
concept Space (Spacev T) (T for Thing1). This con-
cept represents a global environment (i.e a country, a
city, . . . ). Also, we define a concept Regions. This
concept is a subclass of concept Space (Regionsv
Space). Thus, we can consider the hierarchical defi-
nition of space. Indeed, a region itself is a space in the
next hierarchical level. Furthermore, the hierarchical
relationship between concepts Space and Regions is
given by subsumption. We offer the following links
consistsOf and isPartOf. The link consistsOf can ex-
press that space consists of one or more regions. The
link isPartOf can express one region may belong to
one or more spaces. These relationships are symmet-
rical and transitive.

Space v T u ∃ consistsOf.Regions u > 1
consistsOf

Regions v Space u ∃ isPartOf.Space u > 1
consistsOf

Space

building

Regions

region1 region11

1

2

3

4

Figure 3: Links between concepts and their instantiation.

From these links and their properties, we can com-
pose relationships between these two concepts. For
instance, the composite (2) relationship in figure 3, is

1Thing is an OWL class that represents the set contain-
ing all individuals. Because of this all classes are subclasses
of OWL:Thing.

derived from the transitive links isPartOf (4) between
region11 with region1 and region1 with building.
Through this relationship we can deduce that region11
is part of the building.

4.2 Spatial Relations as Concepts

A spatial relation is not considered in our ontology
as a property between two regions but as a concept
on its own; SpatialRelations(SpatialRelationsv
T). This concept represents a set of all spatial rela-
tions between two regions. A SpatialRelations sub-
sumes TopologicalRelations and MetricRelations
which itself subsumes DirectionalRelations and Dis-
tanceRelations which itself subsumes DistanceAc-
cordingToActions and DistanceAccordingToHier-
archicalLevel.

4.2.1 HasRelation Concept

To define a spatial relationship between two regions
describing a given configuration, we need to link
these regions with a spatial relationship.

SpatialRelations

DirectionalRelations

Left_Of

HasRelation

relation1

Space

Regions

Coffe machine

office
concernsSpatialRelation hasReferent

hasTarget

Figure 4: Links between concepts and their instantiation.

As already defined, a spatial relationship is given
by the concept SpatialRelations. We define the link
HasRelation as a concept which refers to the set of
spatial relations for which target and reference entities
are defined. This concept is useful to describe spatial
configurations.

HasRelation v T u ∃
concernsSpatialRelation.SpatialRelations u = 1
concernsSpatialRelation u ∃
hasReferent.Regions u > 1 hasReferent u ∃
hasTarget.Regions u = 1 hasTarget

Consider as an example that human asks the
robot to enter into ”the office left of the coffee ma-
chine”. In SpaceOntology, this expression is for-
malized as follows. First, identify this expression
by relation1. We note relation1:HasRelation2.
We consider that relation1 is an instantiation of
the concept HasRelation. Lefto f is an instantia-
tion of the concept DirectionalRelations according
to a defined reference system for spatial relations
(Lefto f :DirectionalRelations). The office and

2These symbols are defined in description logics syntax
and interpretation
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the coffee machine are instantiations of the concept
Regions (office:Regions and coffee:Regions).

5 OPERATING SPACEONTOLOGY

In this section, we present the exploitation of our on-
tology and the methods for reasoning. As already
mentioned, we developed an ontology to provide a ba-
sis spatial data to be used after in planning problems
to improve HRI. Exploitation of ontology is neces-
sary for path planning between two positions. In this
paper, we present how and by which methods from
ontology we can extract the paths between two posi-
tions even if the information is incomplete. Work on
path planing is the subject of future work.

5.1 Example

Consider an HRI problem in a building. A human
asks the robot to fetch a bottle near the coffee ma-
chine located in the hallway of the third floor. Then,
to bring back the bottle to the human who is on the
first floor (initial robot position’s). Specifically, robot
should compute the path between its position and bot-
tle position’s, catching the bottle and after to give it to
human. To explain the reasoning, we consider in the
following only the first part of the task, namely; fetch-
ing the bottle.

5.2 Reasoning

In SpaceOntology, we insisted on two key notions:
hierarchy of space and spatial relationships. Thus, we
rely on these notions for reasoning.

Consider the example given in section 5.1. By
giving a map with all the corridors and all access,
defining a path by considering the size of the map be-
comes quickly expensive. Hierarchical organization
of space simplifies the path computation. Indeed, it
helps to decompose the problem into 3 sub-problems:
(1) from initial position reach an access point to the
third floor, (2) from this access point plan to reach the
third floor and (3) from arrival position on the third
floor, plan to reach the coffee machine.

Reasoning for the first and last steps requires more
detailed information than the second step. For this
step, we must ignore the details given in two other
steps. However, considering floors like black boxes
does not guarantee the path quality. Consider that
quality is related to speed. Passing through certain
corridors with big distances can be faster than through
the ones with short distances but with many obstacles.

Thus, hierarchical organization of a space, involves
reasoning at each level.

Thus, we can construct a path between any two
given locations in an accurate (i.e in room number 3)
or approximate ( i.e somewhere on the first floor). In
this paper, we do not present an algorithm for find-
ing paths, but rather we present a structure generated
from the ontology providing a set of possible paths
between two positions by considering the space hier-
archy. For the target object, in our case the bottle, we
define the concept of target zone. Considering the hi-
erarchy of the environment, we define the target zone
as T l

Z(o), where l is the hierarchy level and o the ob-
ject or region targeted. Thus, we can deduce from
SpaceOntology a hierarchy for the target zone. This
allows us to determine the most abstract target zone
(T 0

Z (o) = building) and the more detailed one (T 3
Z (o)=

region of coffee machine).
Another key knowledge in this work are spatial re-

lationships. They allow, given an environment, to de-
scribe its spatial configuration (obstacle position’s).
For instance, we can describe that the corridor H is
adjacent to the door doorB of the office B. Here, an
example from SpaceOntology.owl allowing to illus-
trate the example.

<HasRelationWithIntersection rdf:ID="relation3">
<intersectionresult>
<Regions rdf:ID="doorB"/>

</intersectionresult>
<hasTarget>

<Regions rdf:ID="corriderH"/>
</hasTarget>
<hasReferent>

<Regions rdf:ID="officeB"/>
</hasReferent>
<concernsSpatialRelation>

<TopologicalRelations rdf:ID="leftinside">
<isahRelation rdf:resource="#Horiz_L"/>
<isavRelation rdf:resource="#Ver_Iy"/>

</TopologicalRelations>
</concernsSpatialRelation>

</HasRelationWithIntersection>

As already mentioned, our strategy of searching a
path is to find a path divided into different portions.
Each part belongs to a single hierarchical level. To
do this, we need a structure for this type of dedicated
research. This structure is generated from SpaceOn-
tology. Thus, we define the Crossing Network Graph.

5.2.1 Crossing Network Graph

A Crossing Network Graph(ΓG) is a directed graph.
A node in this graph represents a network of passage.
The nodes are organised hierarchically. The arcs rep-
resent relationships between nodes as described in
SpaceOntology.
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A Crossing Network(Γ) is a graph whose nodes
are Crossing Network. Edges represent spatial ad-
jacency relations between two nodes described in
SpaceOntology giving a contact point between these
nodes, known as gateways. A gateway (i.e door, pass-
ing lane, . . . ) allows transitions between adjacent
spaces and between spaces adjacent in different hier-
archical levels. Edges are labeled by a couple (pass,
dist), where pass gives the gateway connecting these
regions (or networks) and dist is the distance sep-
arating these regions (or networks) passing through
this gateway. There are two types of crossing net-
works: (1) Low-level crossing Networks are crossing
networks whose nodes are crossing networks. It used
such a network mainly as we have not reached the
level of specialization wanted (or fixed). (2) High-
level crossing Networks are crossing networks whose
nodes are the regions. It used when level of special-
ization desired (or fixed) is reached.

The construction of Crossing Network Graph is
done from the abstract level to fixed detailed level.
First, we consider the target zone of the most abstract
level. In the same way, we consider the initial zone
of the most abstract level in the ontology. We select
the most abstract target zone and initial zone targeted
areas as these two zones are included in the same re-
gion. For instance, we consider the third floor (target
zone) and the first floor (initial). It requires setting
different gateways allowed to exit the initial zone and
enter to the target zone. From the spatial relationships
of adjacency defined SpaceOntology, we can find with
backward mechanism all possible paths to reach the
initial region.

6 CONCLUSIONS

This paper presents a spatial representation using an
ontology allowing us to represent and reason on spa-
tial objects represented from different point of views
(human and robot). Future work will concern to in-
tegrate it in planning by extending the planning lan-
guage PDDL. This is an innovative concept. In this
paper, several aspects are still cause for thought as the
assessment of a relationship without a fixed target or
the implementation of an algorithm to generate a path
according to some optimality criteria. These points
will be the subject of future work.
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Abstract: The successful application of Reinforcement Learning (RL)techniques to robot control is limited by the fact
that, in most robotic tasks, the state and action spaces are continuous, multidimensional, and in essence, too
large for conventional RL algorithms to work. The well knowncurse of dimensionality makes infeasible using
a tabular representation of the value function, which is theclassical approach that provides convergence guar-
antees. When a function approximation technique is used to generalize among similar states, the convergence
of the algorithm is compromised, since updates unavoidablyaffect an extended region of the domain, that is,
some situations are modified in a way that has not been really experienced, and the update may degrade the ap-
proximation. We propose a RL algorithm that uses a probability density estimation in the joint space of states,
actions andQ-values as a means of function approximation. This allows usto devise an updating approach
that, taking into account the local sampling density, avoids an excessive modification of the approximation far
from the observed sample.

1 INTRODUCTION

Any robotic application requires a precise control of
the robot effectors. In many situations, the design of
the control system and the necessary tuning of its pa-
rameters becomes a hard task, and there is a great in-
terest in providing the robot with the ability to learn
by itself how to control its effectors through experi-
ence. The most usual approach to achieve this is Re-
inforcement Learning (RL) (Sutton and Barto, 1998),
in which the robot must find an optimal action policy
by trial and error using a signal, called reinforcement,
that tells how good was the result obtained after each
executed action.

Reinforcement Learning algorithms, like value it-
eration or policy iteration, are known to converge in
the case of finite state-action spaces, where a tabu-
lar representation of the value function or the utility
functionQ can be used. However, in a typical robot
control problem, the state and action spaces are con-
tinuous or too large, so that it is necessary to use
some form of function approximation. In this case
convergence is no longer granted in general, and this
is attributed to the fact that the update on the func-
tion approximation that takes place after each expe-
rience is not local to the precise observed point in

the state-action space, but influences the values in
other regions, possibly undoing the learning done so
far (Riedmiller, 2005a). This problem is magnified
when the sampling of the domain is too biased, caus-
ing some regions to be updated much more oftenly
than others.

Recently, much work has been done in RL with
function approximation. For example, (Ernst et al.,
2005) proposed thefitted Q Iteration algorithm, based
on previous work of (Ormoneit and Sen, 2002)
on kernel-based RL, and using randomized trees
for function approximation. Similarly, (Riedmiller,
2005a) proposed the Neural FittedQ Iteration (NFQ)
algorithm, which uses a multi-layer perceptron for
function representation. In a different approach, (Ras-
mussen and Kuss, 2004) used Gaussian Processes
(GP) to model the system dynamics, and a further GP
to represent the Value function. The same approach
is followed by (Rottmann and Burgard, 2009), while
(Engel et al., 2005) used a GP to directly represent
the Q-function in a model-free setting. All these algo-
rithms fall into the class of the so-calledfitted value
iteration algorithms (Gordon, 1995), which, in order
to approximate the desired function, take a finite num-
ber of training samples and try to fit the function to
them in a batch, iterative process. The usual approach
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to obtain the training samples, when the knowledge
of the system dynamics is available, consists in sam-
pling uniformly all the state-action space to build a
training set that covers all possible situations suffi-
ciently well. Clearly, this procedure is not possible
when dealing with a real system with unknown dy-
namics, in what case samples can only be observed
while interacting with the real system. In the sim-
plest cases, it is possible to roughly cover the whole
state space by chaining a number of random actions,
as in (Ernst et al., 2005). However, when the prob-
lem grows in complexity, the probability of executing
a random sequence that drives the system to the inter-
esting regions of the workspace may be too low to be
achieved in practical time. In such cases it is neces-
sary to exploit the knowledge already obtained with
previous interactions (Riedmiller, 2005a; Ernst et al.,
2005).

It has to be noted that the need of exploiting what
has been learned so far introduces a tendency to ex-
perience the most promising states much more of-
tenly than others, and this systematically produces a
very biased sampling that aggravates the perturbing
effect caused by non-local updating pointed out be-
fore. In (Riedmiller, 2005a), this problem is avoided
by assuring that all datapoints are used for update the
same number of times. This is made possible by re-
membering a dense enough set of transitions and per-
forming full updates in batch mode. In fact this is a
common trait of all fitted value iteration algorithms.
From a computational point of view, this approach
is very computationally intensive, since all datapoints
are used a large number of times until convergence is
reached. A more efficient approach would result if,
instead of retraining with old data in batch, an incre-
mental updating could be achieved in which the per-
turbing effect of new samples on old estimations was
attenuated.

In the present work, we address the problem of the
biased sampling with incremental updating. In our
approach, we take into account how often each region
of the domain has been visited, updating more locally
those regions that are more densely sampled. To do
this, we need an estimation of the sampling density,
for what we use a Gaussian Mixture Model (GMM)
representing a probability density of samples in the
joint space of states, actions, andQ-values. At the
same time, this density estimation can be used as a
means of function approximation for theQ-function.
Density estimations are receiving increasing interest
in the field of machine learning (Bishop, 2006), since
they keep all the information contained in the data,
that is, they provide estimations not only for the ex-
pected function value, but also for its uncertainty.

Despite density estimations are more demanding
than simple function approximation (due to the fact
that they embody more information), their use for
function approximation has been advocated by differ-
ent authors (Figueiredo, 2000; Ghahramani and Jor-
dan, 1994), noting that simple and well understood
tools like the Expectation-Maximization (EM) algo-
rithm (Dempster et al., 1977) can be used to obtain
accurate estimations of the density function.

The rest of the paper is organized as follows: Sec-
tion 2 briefly resumes the basics of RL. Section 3 in-
troduces the concepts of GMM for multivariate den-
sity estimation, and the EM algorithm in its batch ver-
sion. In Section 4 we define the on-line EM algorithm
for the GMM. In Section 5, we present our approach
to deal with biased sampling. In Section 6 we develop
our RL algorithm using density estimation of theQ-
value function, involving action evaluation and action
selection. Section 7 describes the test control applica-
tion to show the feasibility of the approach. We con-
clude in Section 8 with a discussion of the proposed
approach.

2 THE REINFORCEMENT
LEARNING PARADIGM

In the RL paradigm, an agent must improve its per-
formance by selecting actions that maximize the ac-
cumulation of rewards provided by the environment
(Sutton and Barto, 1998). At each time step, the agent
observes the current statest and chooses an actionat
according to its policya = π(s). The environment
changes to statest+1 in response to this action, and
produces an instantaneous rewardr(st ,at). The agent
must experiment by interacting with the environment
in order to find the optimal action policy from the out-
come of its past experiences. One of the most pop-
ular algorithms used in RL isQ-Learning (Watkins
and Dayan, 1992), which uses an action-value func-
tion Q(s,a) to estimate the maximum expected future
cumulative reward that can be obtained by executing
actiona in situationsand acting optimally thereafter.
Q-learning uses a sampled version of the Bellman op-
timality equations (Bellman and Dreyfus, 1962) to es-
timate instantaneousq values,

q(st ,at) = r(st ,at)+ γmax
a

Q(st+1,a) (1)

where max
a

Q(st+1,a) is the estimated maximum cu-

mulative reward corresponding to the next observed
situationst+1, andγ is a discount factor, with values in
[0,1] that regulates the importance of future rewards
with respect to immediate ones. At a given stage of
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the learning, the temporary policy can be derived from
the estimatedQ-function as,

π(s) = argmax
a

Q(s,a) (2)

In actor/critic architectures, a policy function
(called the actor) is learned and explicitly stored, so
that actions are directly decided by the actor and do
not need to be computed from the maximization in
(2). Despite this computational advantage, the learn-
ing of an actor may slow down convergence, since
then the learning of theQ-function must be done on-
policy instead of off-policy, and both functions, actor
and critic, must adapt to each other to reach conver-
gence. In our implementation we avoid the use of an
actor, and thus we must face the problem of maximiz-
ing theQ(s,a) function in (2).

The basic formulation ofQ-learning assumes dis-
crete state-action spaces and theQ-function is stored
in a tabular representation. For continuous domains
a function approximation is required to represent the
Q-function and generalize among similar situations.
In next sections we present our proposal for function
approximation using density estimations.

3 DENSITY ESTIMATION WITH
A GAUSSIAN MIXTURE
MODEL

A Gaussian Mixture Model (Bishop, 2006) is a
weighted sum of multivariate Gaussian probability
density functions, and is used to represent general
probability density distributions in multidimensional
spaces. It is assumed that the samples of the distri-
bution to be represented have been generated through
the following process: first, one Gaussian is randomly
selected witha priori given probabilities, and then,
a sample is randomly generated with the probabil-
ity distribution of the selected Gaussian. According
to this, the probability density function of generating
samplex is:

p(x;Θ) =
K

∑
i=1

αiG(x;µi ,Σi) (3)

where K is the number of Gaussians of the mix-
ture; αi , usually denoted as the mixing parameter, is
the prior probability,P(i), of Gaussiani to generate
a sample;G(x;µi ,Σi) is a multidimensional normal
Gaussian function with mean vectorµi and covariance
matrixΣi ; andΘ = {{α1,µ1,Σ1}, ...,{αK ,µK ,ΣK}} is
the whole set of parameters of the mixture. By al-
lowing the adaption of the numberK of Gaussians

in the mixture, any smooth density distribution can
be approximated arbitrarily close (Figueiredo, 2000).
The parameters of the model can be estimated using a
maximum-likelihood estimator (MLE). Given a set of
samplesX = {xt ; t = 1, . . . ,N}, the likelihood func-
tion is given by

L[X;Θ] =
N

∏
t=1

p(xt ;Θ). (4)

The maximum-likelihood estimation of the model pa-
rameters is theΘ that maximizes the likelihood (4)
for the data setX. Direct computation of the MLE
requires complete information about which mixture
component generated which instance. Since this in-
formation is missing, the EM algorithm, described in
the next section, is often used.

3.1 The Expectation-maximization
Algorithm

The Expectation-Maximization (EM) algorithm
(Dempster et al., 1977) is a general tool that permits
to estimate the parameters that maximize the likeli-
hood function (4) for a board class of problems when
there are some missing data. The EM method first
produces an estimation of the expected values of the
missing data using initial values of the parameters to
be estimated (E step), and then computes the MLE
of the parameters given the expected values of the
missing data (M step). This process is repeated
iteratively until a convergence criterion is fulfilled.

In this section we briefly describe how EM is ap-
plied to the specific case of a GMM. The process
starts with an initialization of the mean vectors and
covariance matrices of the Gaussians. The E step con-
sists in obtaining the probabilityP(i|xt) for each com-
ponenti of generating instancext , that we denote by
wt,i ,

wt,i = P(i|xt)=
P(i)p(xt |i)

K
∑
j=1

P( j)p(xt | j)
=

αiG(xt ;µi ,Σi)
K
∑
j=1

α j G(xt ;µj ,Σ j)

(5)
where t = 1, ..,N and i = 1, ..,K. The maximiza-
tion step consists in computing the MLE using the
estimatedwt,i . It can be shown (Duda et al., 2001)
that, for the case of a GMM, the mixing parameters,
means, and covariances are given by

αi =
1
N

N

∑
t=1

wt,i (6)

µi =

N
∑

t=1
wt,ixt

N
∑

t=1
wt,i

(7)
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Σi =

N
∑

t=1
wt,i(xt −µi)(xt −µi)

T

N
∑

t=1
wt,i

(8)

4 ON-LINE EM

Estimating a probability density distribution by
means of the EM algorithm involves the iteration of
E and M steps on the complete set of available data,
that is, the mode of operation of EM is in batch. How-
ever, inQ-learning, sample data are not all available
at once: they arrive sequentially and must be used
online to improve the policy that will allow an effi-
cient exploration-exploitation strategy. This prevents
the use of the batch EM algorithm, and requires an
on-line, incremental version of it. Several incremen-
tal EM algorithms have been proposed for the Gaus-
sian Mixture Model applied to clustering or classifica-
tion of stationary data (Song and Wang, 2005; Arand-
jelovic and Cipolla, 2005).

The approach proposed in (Song and Wang, 2005)
in not strictly an on-line EM algorithm. It applies
the conventional batch EM algorithm onto separate
data streams corresponding to successive episodes.
For each new stream, a new GMM model is trained
in batch mode and then merged with the previous
model. The number of components for each new
GMM is defined using the Bayesian Information Cri-
terion, and the merging process involves similarity
comparisons between Gaussians. This method in-
volves many computationally expensive processes at
each episode and tends to generate more components
than actually needed. The applicability of this method
to RL seems limited, not only for its computational
cost, but also because, due to the non-stationarity
of the Q-estimation, old data should not be taken as
equally valid during all the process.

The work of (Arandjelovic and Cipolla, 2005)
performs incremental updating of the density model
using no historical data and assuming that consecu-
tive data vary smoothly. The method maintains two
GMMs: the current GMM estimation, and a previous
GMM of the same complexity after which no model
updating (i.e. no change in the number of Gaussians)
has been done. By comparing the current GMM with
the historical one, it is determined if new Gaussians
are generated or if some Gaussians are merged to-
gether. Two observed shortcomings of the algorithm
are that the system fails when new data is well ex-
plained by the historical GMM, and when consecutive
data violate the condition of smooth variation.

In (Sato and Ishii, 2000), an on-line EM algorithm

is presented for the Normalized Gaussian Network
(NGnet), a model closely related to the GMM. This
algorithm is based on the works of (Nowlan, 1991;
Neal and Hinton, 1998). In (Nowlan, 1991) a method
for the incremental adaptation of the model param-
eters using a forgetting factor and cumulative statis-
tics is proposed, while in (Neal and Hinton, 1998)
the method in (Nowlan, 1991) is evaluated and con-
trasted with an incremental version which performs
steps of EM over a fixed set of samples in an incre-
mental way. The method proposed in (Sato and Ishii,
2000) uses foundations of both works to elaborate an
on-line learning algorithm to train a NGnet for regres-
sion, where weighted averages of the model parame-
ters are calculated using a learning rate that implic-
itly incorporates a forgetting factor to deal with non-
stationarities. Inspired by this work, we developed
an on-line EM algorithm for the GMM. Our approach
uses cumulative statistics whose updating involves a
forgetting factor explicitly.

4.1 On-line EM for the GMM

In the on-line EM approach, an E step and an M step
are performed after the observation of each individual
sample. The E step does not differ from the batch ver-
sion (equation (5)), except that it is only computed for
the new sample. For the M step, the parameters of all
mixture components are updated with the new sam-
ple. For this, we define the following time-discounted
weighted sums

Wt,i = [[1]]t,i (9)

Xt,i = [[x]]t,i (10)

(XX)t,i =
[[

(x−µi)(x−µi)
T
]]

t,i (11)

where we use the notation:

[[ f ]]t,i =
t

∑
τ=1

(

t

∏
s=τ+1

λs

)

fτ,iwτ,i (12)

whereλt , which ranges in [0,1], is a time dependent
discount factor introduced for forgetting the effect of
old, possibly outdated values. Observe that for low
values ofλt , the influence of old data decreases pro-
gressively, so that they are forgotten along time. This
forgetting effect of old data is attenuated whenλt ap-
proaches 1: in this case, old and new data have the
same influence in the sum. As learning proceeds and
data values become more stable, forgetting them is no
more required andλt can be made to progressively
approach 1 to reach convergence.

The discounted sumWt,i can be interpreted as the
accumulated number of samples (composed of frac-
tionswt,i ) attributed to uniti along time, with forget-
ting. Similarly, Xt,i corresponds to the accumulated
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sum with forgetting of sample vectorsx attributed to
unit i, which is used to derive the mean vectorµi . In
the same way,(XX)t,i accumulates the matrices of co-
variances of the vectorsx attributed to uniti, which
are used to calculate the covariance matrixΣi .

From (12), we obtain the recursive formula:

[[ f ]]t,i = λt [[ f ]]t−1,i + ft,iwt,i (13)

When a new samplext arrives, all the accumulators
are updated with the incremental formula (13), and
new estimators for the GMM parameters are obtained
as:

αt,i =
Wt,i

K
∑
j=1

Wt,i

(14)

µt,i =
Xt,i

Wt,i
(15)

Σt,i =
(XX)t,i

Wt,i
. (16)

The approximation capabilities of a GMM depend
on the numberK of Gaussians of the mixture. Since
we can not determine the most appropriate number
beforehand, the number of Gaussians can be incre-
mented on-line. We delay the explanation of the pro-
cess for unit generation until Section 6.2.

5 DEALING WITH BIASED
SAMPLING

In the incremental formula (13), the factorλt is used
to progressively replace (forget) old data by new ar-
rived ones in a smooth way. This is the desired ef-
fect when data are presented in a statistically unbi-
ased way, so that all past entries are equally forgotten
at the arrival of each new sample. However, in RL,
data are not uniformly distributed on the state-action
space, but are obtained along the trajectories followed
by the agent, and are particularly biased toward the
good-valued regions due to the need for exploitation.
That is, convergence regions are more frequently sam-
pled, causing their densities to increase, but this is at
the expense of lowering densities and forgetting data
in other regions. This is undesirable since, statistics
in regions with lowQ values, and hence sparsely sam-
pled, will get their data lost. This can be seen by set-
ting wt,i = 0 in equation (13), what yields:

[[ f ]]t,i = λt [[ f ]]t−1,i , (17)

showing that the accumulators of units that are seldom
activated will decay to 0. To avoid this we modify the
updating formula (13) in this way,

[[ f ]]t,i = λwt,i
t [[ f ]]t−1,i + ft,iwt,i . (18)

In this updating formula, the powerwt,i prevents
undesired changes in the parameters of the Gaussians
which are not responsible of generating the observed
values. Thus, if we makewt,i = 0 in (18), what we get
is:

[[ f ]]t,i = [[ f ]]t−1,i , (19)

so that the values of the statistics of the inactive units
remain unchanged. On the other hand, in the limit
case ofwt,i = 1, corresponding to a full activation of
unit i, the effect of the new updating formula is the
same as before:

[[ f ]]t,i = λt [[ f ]]t−1,i + ft,i (20)

Therefore, we will adopt the updating formula (18)
that keeps better track of less explored regions.

6 Q-LEARNING WITH A GMM

In the case ofQ-Learning, samples are of the form
xt = (st ,at ,q(st ,at)), consisting of the visited state
st , the executed actionat , and the estimated value of
q(st ,at) as given by eq. (1). To obtain this estimation
we need to evaluate max

a
Q(st+1,a), whereQ(s,a) is

defined as the expected value ofq givens anda for the
joint probability distribution provided by the GMM:

p(s,a,q) =
K

∑
i=1

αiG(s,a,q;µi ,Σi), (21)

Q(s,a) = E [q|s,a] = µ(q|s,a) (22)

To compute this, we must first obtain the distribution
p(q|s,a). Decomposing the covariancesΣi and means
µi in the following way:

µi =

(

µ(s,a)
i

µq
i

)

(23)

Σi =

(

Σ(s,a)(s,a)
i Σ(s,a)q

i

Σq(s,a)
i Σqq

i

)

, (24)

the probability distribution ofq, for the given states
and a tentative actiona, can then be expressed as:

p(q|s,a) =
K

∑
i=1

βi(s,a)G (q;µi(q|s,a),σi(q)) (25)

where,

µi(q|s,a) = µq
i +Σq(s,a)

i

(

Σ(s,a)(s,a)
i

)−1(

(s,a)−µ(s,a)
i

)

(26)

σ2
i (q) = Σqq

i −Σq(s,a)
i

(

Σ(s,a)(s,a)
i

)−1
Σ(s,a)q

i (27)
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βi(s,a) =
αiG(s,a;µ(s,a)

i ,Σ(s,a)(s,a)
i )

K
∑
j=1

α j G(s,a;µ(s,a)
j ,Σ(s,a)(s,a)

j )

. (28)

From (25) we can obtain the conditional mean and
variance,µ(q|s,a) andσ2(q|s,a), of the mixture at a
point (s,a) as:

µ(q|s,a) =
K

∑
i=1

βi(s,a)µi(q|s,a) (29)

σ2(q|s,a) =
K

∑
i=1

βi(s,a)(σ2
i (q)+(µi (q|s,a)−µ(q|s,a))2)

(30)

Equation (29) is the estimatedQ value for a given
state and action, while (30) is its estimated variance.
Our purpose was to find the action that maximizes
Q(s,a). Unfortunately, this cannot be done analyti-
cally, but an approximated value can be obtained by
numerical techniques. In our implementation, we take
the approach of computingQ(s,a) for a finite num-
ber of actions, and taking the action that provides the
largestQ value as the approximated maximum.

6.1 Action Selection

If our purpose is to greedily exploit the policy learned
so far, as defined in (2), we must execute the actiona
corresponding to the maximumQ(s,a) value for the
current states, obtained as just explained. However,
during learning, exploratory actions are also neces-
sary. This is the classical exploration/exploitation
tradeoff. Instead of following an undirected explo-
ration method (using the nomenclature of (Dearden
et al., 1998)), we make use of the uncertainty in the
estimation of theQ values to balance the informa-
tion gain obtained from exploration, with the reward
gain of executing the optimal action. For this, to
each evaluated action, we assign aQ value obtained
stochastically from a normal distribution with mean
(29) and variance (30), and select the action that pro-
vided the highest value. This exploration strategy in-
creases the probability of executing exploratory ac-
tions when predictions are less certain, but this prob-
ability decreases when the mean value is lower.

6.2 Unit Generation

Since the main purpose of our GMM is to represent
the Q function, the generation of new Gaussians is
principally driven by the need to better approximate
the set of observedq values. Thus, a new Gaussian
is generated when the two following conditions are
satisfied: 1) The estimation error of the observedq

value is larger than a predefined valueδ, and 2) The
sample density in the experienced instance is below a
thresholdρ. These criteria are expressed as:

(q(s,a)−µ(q|s,a))2≥ δ (31)

and

p(s,a,q) =
K

∑
i=1

αiG(s,a,q;µi ,Σi)≤ ρ (32)

Whenever both criteria are fulfilled, a Gaussian is
generated with parameters given by

WK+1 = 1 (33)

µK+1(s,a,q) = (st ,at ,q(st ,at)) (34)

ΣK+1 = C diag{d1, ...,dD,da,dq}, (35)

wheredi is the total range size of variablei; D is the
dimension of the state space; andC is a positive value
defining the dispersion of the new Gaussian. The im-
position of the second condition is to avoid a prolifer-
ation of Gaussians in densely sampled regions.

7 EXPERIMENTS

To demonstrate the performance of the method we ap-
ply it to the classical benchmark problem of swinging
up and stabilizing an inverted pendulum with limited
torque (Doya, 2000). The task consists in swinging
the pendulum until reaching the upright position and
then stay there indefinitely. The optimal policy for
this problem is not trivial since, due to the limited
torques available, the controller has to swing the pen-
dulum several times until its kinetic energy is large
enough to overcome the load torque and reach the up-
right position.

The state space is two-dimensional and is config-
ured by the angular positionθ and angular velocity
θ̇. We take advantage of the symmetry of the prob-
lem by identifying states with inverted angular posi-
tion and velocity:(θ, θ̇) ∼ (−θ,−θ̇). The GMM for
density estimation is defined in the four-dimensional
joint spacex=(θ, θ̇,a,q). As the reward signal (or, in
this case, the cost that we have to minimize) we sim-
ply take the absolute value of the angle of the pendu-
lum from its top position:cost(θ, θ̇) =−r(θ, θ̇) = |θ|
which ranges in the interval[0,π]. The discount coef-
ficient γ in equation 1 is set to 0.85.

The setting of our system consists in the follow-
ing. We provide the system with 10 initial Gaussians.
The elements of the meanµi of the mixture compo-
nenti are selected randomly, except for theq variable
that is initialized to the maximum possible value to
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favor exploration of unvisited regions. The initial co-
variance matricesΣi are diagonal and the variance for
each variable is set to one tenth of the total span of its
range. Each Gaussian is initialized with an accumu-
lated number of samplesWi = 0.1. This small value
makes the componenti to have little influence in the
estimation while there is no, or little, updating.

The discount factorλt for the computation of the
discounted sums (Section 4) takes values from the
equation

λt = 1−1/(at+b), (36)

whereb fixes the initial value ofλt anda determines
its growth rate toward 1. In our experiments we set
a = 0.001, and the value ofb depends on whether the
updating formula (13) or (18) is used. In the first case,
b = 10, and when (18) is used,b = 1000 to compen-
sate for the effect of the exponentwt,i < 1. For the
only purpose of the following discussion, we will re-
fer to updates performed according to (13) assimply
local updating, while updates performed according to
(18) asexponentially local updating.

We performed the experiments using episodes of
50 seconds with an actuation interval of 0.1 seconds.
At the beginning of each episode, the pendulum is
placed in the hang-down position. At the end of each
episode, a test of 30 seconds is performed exploiting
the policy learned so far. As the result of the test we
take the sum of the costs obtained at each time step of
0.1 sec.

Figure 1 shows the performance of the learn-
ing system when using simply local updating. The
graphic corresponds to the average of 50 indepen-
dent experiments of 100 episodes each. The system
shows a stable performance after about 60 episodes,
and reaches a total accumulated cost of around 100.
The best performance obtained by exhaustive manual
tuning was near 44, and corresponds to the line at the
lower part of the figure. The best result obtained by a
single experiment test was 44.42. In average, the to-
tal number of Gaussians at the end of the experiments
was about 84.

In order to compare these results with those of
(Riedmiller, 2005b), we will take into account the
total number of times the system needs to be up-
dated with a sample to achieve the control. Riedmiller
reports that the swing-up and balance task required
100 iterations of the NFQ algorithm, each one re-
quiring 1000 epochs of batch learning with the Rprop
learning algorithm to train the neural net with an un-
specified numberD of samples. This gives a total
of 100,000×D sample updates. In our case, good
control is obtained after approximately 60× 500=
30,000 updates, which is significantly better.

These results were obtained with the simply lo-
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Figure 1: Average over 50 experiments of the accumulated
cost, on tests of 30 seconds, with simply local updating.
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Figure 2: Average over 50 experiments of the accumulated
cost, on tests of 30 seconds, with exponentially local updat-
ing.

cal updating of formula (13), which is sensible to the
effect of the biased sampling. Despite being good
results, we observe that the learning curve presents
some fluctuations that prevent the system to converge
to a value nearer to the theoretical optimum. Such
fluctuations are caused by transient learning phases
during which the system is not able to swing the pen-
dulum up, until a good policy is recovered again. This
is precisely the problem we anticipated: as far as the
system stabilizes near a good policy, it experiences
samples mostly near the optimal policy, so that theQ
estimation of less experienced actions degrades, and
eventually, suboptimal actions gain temporary control
until the system relearns their correct value. This is
the reason by which we introduced the exponentwt,i
in the update formula (18) for exponentially local up-
dating. Its effectiveness is shown in Figure 2.

Results show that exponentially local updating
achieves convergence slightly faster and with a much
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Figure 3: Distribution of Gaussians in a projection of the
joint space to the state space.
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Figure 4: Distribution of Gaussians in a projection of the
joint space to the(θ,q) space.

more stable behavior. In this case the average cost is
reduced to near 64, that is just 20 above the theoreti-
cal optimum, which compared with the 100−44= 56
of the simply local updating corresponds to an im-
provement by a factor between 2 and 3. The number
of Gaussians used in this case is also lowered to less
than 60, in average. To check the effectiveness of ex-
ponentially local updating to prevent forgetting, we
observe that in the course of the 50 experiments, the
system failed to swing-up the pendulum after the 50th
episode only in a single occasion, compared with far
more that 30 with simply local updating.

Figures 3 and 4 show two projections of the Gaus-
sians of a typical GMM obtained for this problem af-
ter training. It can be seen that they are not equally
distributed along the whole configuration space, but
concentrate in the most common trajectories of the
system, what constitutes an efficient use of resources.

8 CONCLUSIONS

We proposed a new approach forQ-Learning in con-
tinuous state-action spaces, in which a Gaussian Mix-
ture Model that estimates the probability density in
the joint state-action-Qvalue space is used for func-
tion approximation. From this joint distribution we
can obtain, not just the expected value ofQ for a given
state and action, but a full probability distribution that
is used to define a directed exploration-exploitation
strategy. As a further benefit, from the density estima-
tion in the joint space we can also obtain the sampling
density in the state-action space. This information is
used to remedy the problem of biased sampling inher-
ent to on-line Reinforcement Learning. For this, we
modified the incremental updating rule of an on-line
EM algorithm in order to avoid forgetting data of less
frequently sampled regions, even when exploration is
reiteratively done near the goal configurations.

Tests performed on a classical RL problem, the
swing-up and balance of an inverted pendulum, show
that our approach improves the results of previous
works when considering the number of sample up-
dates required to achieve the goal. The comparison
between our basic approach, using simply local up-
dating, and the proposed improvement using expo-
nentially local updating, shows that the approach is
effective in reducing the perturbing effect of biased
sampling.

Finally, we want to point out that the information
provided by the density estimation has not been fully
exploited yet. We expect to use the density informa-
tion in future works to better guide exploration during
learning.
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Abstract: “Simple regret” algorithms are designed for noisy optimization in unstructured domains. In particular,
this literature has shown that the uniform algorithm is indeed optimal asymptotically and suboptimal non-
asymptotically. We investigate theoretically and experimentally the application of these algorithms, for auto-
matic parameter tuning, in particular from the point of viewof the number of samples required for “uniform”
to be relevant and from the point of view of statistical guarantees. We see that for moderate numbers of arms,
the possible improvement in terms of computational power required for statistical validation can’t be more
than linear as a function of the number of arms and provide a simple rule to check if the simple uniform al-
gorithm (trivially parallel) is relevant. Our experimentsare performed on the tuning of a Monte-Carlo Tree
Search algorithm, a great recent tool for high-dimensionalplanning with particularly impressive results for
difficult games and in particular the game of Go.

1 INTRODUCTION

We consider the automatic tuning of new modules.
It is quite usual, in artificial intelligence, to design
a module, for which there are several free parame-
ters. This is natural in supervised learning, optimiza-
tion (Nannen and Eiben, 2007b; Nannen and Eiben,
2007a), control (Lee et al., 2009; Chaslot et al., 2009).
We will here consider the particular case of Monte-
Carlo Tree Search (Chaslot et al., 2006; Coulom,
2006; Kocsis and Szepesvari, 2006; Lee et al., 2009).

Consider a program, in which a new module with
parameterθ ∈ {1, . . . ,K} has been added. In the ban-
dit literature,{1, . . . ,K} is referred to as the set of
arms. Then, we’re looking for the best parameter
θ ∈ {1, . . . ,K} for some performance criterion; the
performance criterionL(θ) is stochastic. We have a fi-
nite time budgetT (also termed horizon), we can have
access toT realizations ofL(θ1),L(θ2), . . . ,L(θT) and

we then choose somêθ. The game is as follows:

• The algorithm choosesθ1 ∈ {1, . . . ,K}.

• The algorithm gets a realizationr1 distributed as
L(θ1).

• The algorithm choosesθ2 ∈ {1, . . . ,K}.

• The algorithm gets a realizationr2 distributed as
L(θ2).

• . . .

• The algorithm choosesθT ∈ {1, . . . ,K}.

• The algorithm gets a realizationrT distributed as
L(θT).

• The algorithm chooseŝθ.

• The loss isrT = maxθEL(θ)−EL(θ̂).
The performance measure is the simple regret(Bubeck
et al., 2009), i.e.rT = maxθEL(θ)−EL(θ̂), and we
want to minimize it. Then main difference with noisy
nonlinear optimization is that we don’t use any struc-
ture on the domain.

We point out the link with No Free Lunch the-
orems (NFL (Wolpert and Macready, 1997)), which
claim that all algorithms are equivalent when no prior
knowledge can be explored. Yet, there are some dif-
ferences in the framework: NFL considers determin-
istic optimization, in which testing several times the
same point is meaningless. We here consider noisy
optimization, with a small search space: all the dif-
ficulty is in the statistical validation, for choosing
which points in the search space should be tested
more intensively.
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Useful notations:

• #E is the cardinal of the setE;

• Nt(i) is the number of times the parameteri has
been tested at iterationt, i.e.

Nt(i) = #{ j ≤ t;θ j = i}.

• L̂t(i) is the average reward for parameteri at iter-
ationt, i.e.

L̂t(i)
1

Nt (i)
∑

j≤t;θ j=i

r j .

(well defined ifNt(i)> 0)

Section 2 recalls the terminology of simple regret
and discusses the relevance for Automatic Parame-
ter Tuning (APT). Section 3 mathematically consid-
ers the statistical validation, which was not yet, to the
best of our knowledge, considered for simple regret
algorithms; we will in particular show that the depen-
dency of the computational cost as a function of the
number of tested parameter values is at best linear,
and therefore it is not possible to do better than this
linear improvement in terms of statistical validation
- we will then switch to experimental analysis, and
we’ll show that the improvement is indeed improved
by far less than a linear factor in our real world setting
(section 4).

2 SIMPLE REGRET: STATE OF
THE ART AND RELEVANCE
FOR AUTOMATIC
PARAMETER TUNING

We consider the case in whichL(θ) is, for all
θ, a Bernoulli distribution. (Bubeck et al., 2009)
states that (i) the naive algorithm distributingθi uni-
formly among the possible parameters, i.e.θi =
mod(i,K)+1 with mod the modulo operator, with
θ̂ = argmaxi L̂(i), has simple regret

ErT = O(exp(−c ·T)) (1)

for some constantc depending on the Bernoulli pa-
rameters (more precisely, on the difference between
the parameters of the best arm and of the other arms).
This is forθ̂ maximizing the empirical reward,i.e.

θ̂ ∈ argmin
θ

L̂T(θ)

and this is proved optimal.
If we consider distribution-free bounds (i.e. for

a fixed T, we consider the supremum ofErT for

all Bernoulli parameters), then (Bubeck et al., 2009)
shows that, with the same algorithm,

sup
distribution

ErT = O(
√

K logK/T), (2)

where the constant in theO(.) is a universal constant;
Eq. 2 is tight within logarithmic factors ofK; there’s
a lower bound for all algorithms of the form.

sup
distribution

ErT = Ω(
√

K/T).

Importantly, the best known upper bounds for
variants of UCB(Auer et al., 2002) are significantly
worse than Eq. 1 (the simple regret is then only poly-
nomially decreasing) and significantly worse than Eq.
2 (by a logarithmic factor ofT) - see (Bubeck et al.,
2009) for more on this.

However, it is clearly shown also in (Bubeck et al.,
2009) that for small values ofT, using a variant of
UCB for choosing theθi and θ̂ is indeed much bet-
ter than uniform sampling. The variant of UCB is as
follows, for some parameterα > 1:

Θ̂t = argmax
i

Nt (i).

Θi = mod(i,K)+1 if i ≤ K

Θi = argmax
i

L̂t(i)+
√

α log(t −1)/Nt−1(i) otherwise.

Simple regret is a natural criterion when working
on automatic parameter tuning. However, the theo-
retical investigations on simple regret did not answer
the following question: how can we validate an arm
selected by a simple regret algorithm when a baseline
is present ? In usual cases, for the application to pa-
rameter tuning, we know the score before a modifica-
tion, and then we tune the parameters of the optimiza-
tion: we don’t only tune, we validate the tuned mod-
ification; this question is nonetheless central in many
applications in particular when modifications are in-
cluded automatically by the tuning algorithm (Nan-
nen and Eiben, 2007b; Nannen and Eiben, 2007a;
Hoock and Teytaud, 2010). We’ll see in next sections
that the naive solution, consisting in testing separately
each arm, is not so far from being optimal.

3 MULTIPLE SIMULTANEOUS
HYPOTHESIS TESTING IN
AUTOMATIC PARAMETER
TUNING

As pointed out above, a goal different from mini-
mizing the simple regret consists in finding a good
arm could be (i) finding a good arm if any (ii)
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avoiding selecting a bad arm if there’s no good arm
(no arm which outperforms the baseline). We’ll
briefly show how to apply Multiple Simultaneous Hy-
pothesis Testing (MSHT), and in particular its sim-
plest and most well known variant termed the Bon-
ferroni correction, to Automatic Parameter Tuning.
MSHT(Holm, 1979; Hsu, 1996) is very classical in
neuro-imagery(Pantazis et al., 2005), bioinformatics,
tuning of optimizers(Nannen and Eiben, 2007b; Nan-
nen and Eiben, 2007a).

MSHT consists in statistically testing several hy-
pothesis in same time: for example, when 100 sets of
parameters are tested simultaneously, then, whenever
each set is tested with confidence 95%, and whenever
all sets of parameters have no impact on the result,
then with probability 1− (1− 0.05100) ≃ 99.4% at
least one set of parameters will be validated. MSHT
is aimed at correcting this effect, so that taking into
account the multiplicity of tests we can have modified
tests so that the overall risk remains lower than 5%.

Assume that we expect arms with standard
deviation σ (we’ll see that for our applications,σ
is usually nearly known in advance; it can also be
estimated dynamically during the process). Then,
the standard Gaussian approximation says that with
probability 90%1, the difference between̂Lt(θ) and
Lt(θ) for armθ is lower than 1.645σ/

√

Nt(i):
with probability 90%,

|L̂t(θ)−Lt(θ)| ≤ 1.645σ/
√

Nt(i). (3)

The constant 1.645 directly corresponds to the
Gaussian probability distribution (the precise value is
Φ−1((1+0.9)/2) = 1.645); a Gaussian standard dis-
tribution is≤ 1.645 in absolute value with probability
90%. If we consider several tests simultaneously, i.e.
we considerK arms, then Eq. 3 becomes Eq. 4:
with probability 90%,

∀θ ∈ {1,2, . . .K}|L̂t(θ)−Lt(θ)| ≤ tKσ/
√

Nt(i) (4)

where, with the so-called Bonferroni correction,tK =
−Φ−1(0.05/K) where Φ is the normal cumulative
distribution function2. This is usually estimated with

exp(−t2
K)

tK
√

2π
= 0.05/K (5)

and therefore if we expect improvements of sizeδ, we
can only validate a modification with confidence 90%

1The constant 90% is arbitrary; it means that we decide
that results are guaranteed within risk 10%.

2Note that a tighter formula istK = −Φ−1(1− (1−
0.05)K); this holds thanks to independence of the different
arms.

with n experiments per arm iftK solving Eq. 5 verifies
tKσ/

√
n≤ δ; a succinct equation for this is

s= δ
√

n/σ (6)

exp(−s2)

s
√

2π
≤ 0.05/K (7)

This shows that for other quantities fixed,n has a log-
arithmic dependency as a function ofK.

A numerical application forδ = 0.02,K = 49 and
σ = 1

2 is

s= 0.04
√

n,
exp(−s2)

s
√

2π
= 0.05/49.

which impliesn≥ 3219; this implies that for our con-
fidence interval, we require 3219 runs per arm (i.e.
infθ NT(θ)≥ 3219). We’ll see that this number is con-
sistent with our numerical experiments later. Interest-
ingly, with only one arm,i.e. K= 1, we getn≥ 1117;
this is not so much better, and suggests that whatever
we do, it will be difficult to get significant results with
subtle techniques for pruning the set of arms: if there
is only one arm, we can only divide the computational
cost for this arm byO(log(K)). In case of perfect
pruning,n is also naturally multiplied byK (as all the
computational power is spent on only one arm instead
of K arms); this provides an additional linear factor,
leading to a roughly linear improvement in terms of
computational power as a function of the number of
arms, in case of perfect pruning.

Bernstein Races

This paper is devoted to the use of simple regret algo-
rithms to APT, compared to the most simple APT al-
gorithm, namely uniform sampling (which is known
asymptotically optimal for simple regret); Bernstein
races are therefore beyond the scope of this paper.
Nonetheless, as our results emphasize the success of
uniform sampling (at least in some cases), we briefly
discuss Bernstein races. In (Mnih et al., 2008; Hoock
and Teytaud, 2010), Bernstein races were considered
as tools for discarding statistically bad arms: this is
equivalent toUni f orm, except that tests as above are
applied periodically, and statistically bad arms are
discarded. This discards arms earlier than the uni-
form algorithm above which just checks the result at
the end, but increases the quantityK involved in tests
(as in Eqs. 6 and 7),even if no arm can be rejected.
The fact that testing arms for discarding on the fly has
a cost, whenever no arm is discarded, might be sur-
prising at first view - it is a known effect that when
multiple tests are performed, then the number of sam-
ples required for a same confidence rate on the re-
sult is much higher. This approach can therefore at
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most divide the computational power byK log(K) be-
fore an arm is validated, and the computational power
is indeed increases when no early discarding is pos-
sible. Nonetheless, this sound approach is probably
the best candidate when the visualization is not cru-
cial - Uni f orm can provide nice graphs as shown in
the experimental section from http://hal.inria.fr/inria-
00467796/.

4 EXPERIMENTAL VALIDATION:
THE TUNING OF MOGO

Due to length constraints, the experimental section is
reported to http://hal.inria.fr/inria-00467796/.

5 DISCUSSION

We have surveyed simple regret algorithms. They are
noisy optimization algorithms, and they don’t assume
any structure on the domain. We comparedUni f orm
(known as optimal for sufficiently large horizon, i.e.
sufficiently large time budget) andUCB for automatic
parameter tuning. Our results are as follows:

• MSHT (even the Simple Bonferroni Correc-
tion) is relevant for Automatic Parameter Tun-
ing. It predicts how many computational power
is required forUni f orm; when the numberK
of tested sets of parameters depends on a dis-
cretization, MSHT can be applied for choosing
the grain of the discretization. TheUni f orm ap-
proach combined with MSHT by Bonferroni cor-
rection might be the best approach when the com-
putational power is large in front ofK, thanks to
its statistical guarantees, the easy visualization,
the optimality in terms of simple regret. How-
ever, non-asymptotically, it is not optimal and the
rule below is here for deciding the relevance of
Uni f ormwhenK andT are known.

• Choosing between the Naive Solution
(Uni f orm sampling) and Sophisticated Al-
gorithms. The naiveUni f orm algorithm is
provably optimal for large values of the horizon.
We propose the following simple rule for choos-
ing if it is worth using something else than the
simple uniform sampling:

– Compute
s= δ

√
n/σ.

where
∗ δ is the amplitude of the expected change in

reward;

∗ σ is the expected standard deviation;
∗ n is the number of experiments you can per-

form for each arm with your computational
power.

– Test if exp(−s2)

s
√

2π ≤ 0.05/K whereK is the num-
ber of arms.

– If yes, then uniform sampling is ok. Other-
wise, you can try UCB-like algorithms (but,
in that case, there’s no statistical guarantee),
or Bernstein races. At first view, our choice
would be Bernstein races for an implementa-
tion aimed at automatically tuning and vali-
dating several modifications (as in (Hoock and
Teytaud, 2010)) as soon as conditions above are
not met by the computational power available;
if the computational power available is strong
enough,Uni f orm has nice visualization prop-
erties.

– What if Uniform Algorithms can’t do it? If
K is not large, nothing can be much better than
uniform; at most the required horizon can be
divided byK log(K). What if K is large ?UCB
is probably much better whenK is large. A
drawback is that it does not include any sta-
tistical validation, and is not trivially paral-
lel; therefore, classical algorithms derived far
from the field of simple regret, like Bernstein
races(Bernstein, 1924), might be more relevant.
Bernstein races are close to theUni f orm algo-
rithm, except that they discard arms as early as
possible (Mnih et al., 2008; Hoock and Tey-
taud, 2010) by performing statistical tests on
the fly. A drawback is that Bernstein races do
not provide a complete picture of the search
space and of the fitness landscape asUni f orm;
also, if no arm can be discarded early, the hori-
zon required for statistical validation is bigger
than forUni f ormas tests are performed during
the run. Yet, Bernstein races might be the most
elegant tool for doing better thanUni f orm as
they adapt to various frameworks(Hoock and
Teytaud, 2010): when many arms can be dis-
carded easily, they will save up a lot of compu-
tational power.

• Results on our Application to MCTS. For the
specific application, the results were significant
but moderate; however, it can be pointed out that
many handcrafted modifications around Monte-
Carlo Tree Search provide such small improve-
ments of a few percents each. Moreover, as
shown in (Hoock and Teytaud, 2010), improve-
ments performed automatically by bandits can be
applied incrementally, leading to huge improve-
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ments once they are cumulated.

• Comparing Recommendation Techniques:
Most Played Arm is Better. The empirically
best arm and the most played arm in UCB are
usually the same (this is not the case for various
other bandit algorithms), and are much better
than the “empirical distribution of play” tech-
nique. The most played arm and the empirical
distribution of play obviously do not make sense
for Uni f orm. Please note that it is known in
other settings (see (Wang and Gelly, 2007)) that
the most played arm is better(Wang and Gelly,
2007). MPA is seemingly a reliable tool in many
settings.

A next experimental step is the automatic use of the
algorithm for more parameters, or e.g. by extending
automatically the neural network used in the Monte-
Carlo Tree Search so that it takes into account more
inputs: instead of performing one big modification,
apply several modifications the one after the other,
and tune them sequentially so that all the modifica-
tions can be visualized and checked independently.
The fact that the small constant 0.1 was better in UCB
is consistant with the known fact that tuned version of
UCB (with p related to the variance) provides better
results; using tuned-UCB might provide further im-
provements(Audibert et al., 2006).
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Abstract: Current Cloud Computing stack mainly targets three architectural layers: Infrastructure, Platform and 
Software. These can be considered as services for the respective layers above. The infrastructure layer is 
provided as a service for the platform layer and the platform layer is, in turn, a service for the Software 
layer. Agent platforms fit the “Platform as a service” layer within this stack. At the same time, innovative 
agent-oriented approaches to programming, open new possibilities for software design in the cloud. We 
introduce main characteristics of our pilot agent platform called UBIWARE and offer flexible servicing 
architecture within the cloud platform, where various components and systems can configure, run and reuse 
intelligent cloud services to provide higher degree of flexibility and interoperability for their applications. 

1 INTRODUCTION 

Fast development of network technologies has 
recently brought back to life business models with 
the “thin client” architecture. Powerful data centers 
connected to the internet via broadband networks 
can minimize IT-infrastructure of any company to a 
set of simple terminals with less demanding system 
requirements. All the software and data can reside 
on the data center side, making user access easy and 
location independent. The providers offer different 
payment schemes as “pay-per-use” or subscription-
based, that seems to be advantageous compared to 
standard IT-infrastructure expenses. The approach 
has got a set of new features and a new branding 
name: “Cloud Computing” (Hayes, 2008; Foster, 
2008). 

Cloud management platforms provide API for 
management either through command line or a 
remote method calls. The API, however, is used 
mainly by system administrators, who take care of 
proper functioning of services within the cloud. 
Management of the cloud platform is considered as 
something that a system administrator should 
arrange and do. Usually administrators use batch 
files for managing routine tasks and resolving 
exceptional situations. 

At the same time, more and more software 
architecturing paradigms call for new approaches to 
software design and development, where software 

components get a certain degree of self-awareness, 
when a component can sense its own state and act 
based on the state changes. The vision of Autonomic 
Computing (Kephart, 2003) proposes to handle the 
complexity of information systems by introducing 
self-manageable components, able to “run 
themselves.” The authors state, that self-aware 
components would decrease the overall complexity 
of large systems. The development of those may 
become a “nightmare of ubiquitous computing” due 
to a drastic growth of data volumes in information 
systems as well as heterogeneity of ubiquitous 
components, standards, data formats, etc. The Cloud 
Computing and Autonomic Computing paradigms 
will become complementary parts of global-scale 
information systems in the nearest future. Such a 
fusion sets the highest demands to the software 
architects because cloud platforms will have to 
provide self-management infrastructure for a variety 
of complex systems residing in the same cloud, 
separated virtually, but run physically on the same 
hardware. At the same time, the cloud platform itself 
may possess features of self-aware complex system. 
A variety of self-aware components of different 
nature (i.e. end-user oriented, infrastructure-
oriented, etc.) will need a common mechanism for 
interoperability, as far as they may provide services 
to each other. 

The vision of GUN – Global Understanding 
Environment (Terziyan, 2003, 2005; Kaykova et al., 
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2005) has introduced a concept of “Smart Resource” 
and a notion of an environment where all resources 
can communicate and interact regardless of their 
nature. In GUN various resources can be linked to 
the Semantic Web-based environment via adapters 
(or interfaces), which include (if necessary) sensors 
with digital output, data structuring (e.g. XML) and 
semantic adapter components (e.g. XML to 
Semantic Web). Software agents are assigned to 
each resource and are assumed to be able to monitor 
data coming from the adapter about the state of the 
resource, make decisions on behalf of the resource, 
and to discover, request and utilize external help if 
needed. Agent technologies within GUN allow 
mobility of service components between various 
platforms, decentralized service discovery, 
utilization of FIPA communication protocols, and 
multi-agent integration/composition of services. 

When applying the GUN vision, each traditional 
system component becomes an agent-driven “smart 
resource”, i.e. proactive and self-managing. This can 
also be recursive. For example, an interface of a 
system component can become a smart resource 
itself, i.e. it can have its own responsible agent, 
semantically adapted sensors and actuators, history, 
commitments with other resources, and self-
monitoring, self-diagnostics and self-maintenance 
activities. 

In this paper we introduce a flexible servicing 
architecture within the cloud platform, where 
various components and systems can configure, run 
and reuse intelligent cloud services to provide higher 
degree of flexibility and interoperability for their 
applications. We use our pilot agent platform 
developed in accordance with GUN vision called 
UBIWARE to show how cloud computing can 
expand platform functionality and at the same time 
how an agent platform can become a high-level 
service provisioning instrument in the cloud. 

The paper is organized as follows: In the next 
Section we discuss architectures of state-of-the-art 
cloud computing platforms and explore the 
possibilities for the interoperability mechanisms. 
Section 3 presents the architecture of the semantic 
middleware agent platform and explores possible 
options of connectivity with the cloud. Section 4 
describes the scenarios and the architecture of the 
agent-driven intelligent servicing platform for a 
cloud. In Section 5 we discuss related work and 
conclude in Section 6. 

 

2 STATE OF THE ART IN CLOUD 
INTELLIGENCE PLATFORMS 

Architecture of current Cloud Computing stack 
mainly targets three layers: Infrastructure, Platform 
and Software. These layers can be considered as 
services for the respective layers above. The 
infrastructure as a service (IaaS) is provided to the 
platform layer and the platform becomes a service 
(PaaS) for the software layer. And finally, the 
software as a service layer (SaaS) brings the topmost 
end-user web services to clients (see Figure 1). 

 

Figure 1: Cloud computing stack. 

Cloud providers market niche is already a 
competitive field. Several big players are currently 
active in the market, e.g. SalesForce.com (SFDC), 
NetSuite, Oracle, IBM, Microsoft, Amazon EC2, 
Google Apps, etc. For a comprehensive survey of 
cloud computing systems see (Rimal et al., 2009). 
The services of the platform layer are in the scope of 
this work. In the next section we present a 
middleware platform and later introduce a new 
servicing approach in the cloud stack. 

3 UBIWARE PLATFORM 

UBIWARE has two main elements: an agent engine,  
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and S-APL – a Semantic Agent Programming 
Language (Katasonov and Terziyan, 2008) for 
programming of software agents within the platform. 

The architecture of UBIWARE agent (Figure 2) 
consists of a Live behavior engine implemented in 
Java, a declarative middle layer, and a set of Java 
components – Reusable Atomic Behaviors (RABs).  

 

Figure 2: UBIWARE Agent. 

RABs can be considered as sensors and 
actuators, i.e. components sensing or affecting the 
agent’s environment, but are not restricted to these. 
A RAB can also be a reasoner (data processor) if 
some of the logic needed is not efficient or possible 
to realize with the S-APL means, or if one wants to 
enable an agent to do some other kind of reasoning 
beyond the rule-based one. UBIWARE agent 
architecture implies that a particular UBIWARE-
based software application will consist of a set of S-
APL documents (data and behavior models) and a 
set of specific atomic behaviors needed for this 
particular application. Since reusability is an 
important UBIWARE concern, it is reasonable that 
the UBIWARE platform provides some of those 
ready-made. 

Therefore, logically the UBIWARE platform, 
consists of the following three elements: 

- The Live behavior engine 
- A set of “standard” S-APL models 
- A set of “standard” RABs 
The extensions to the platform are exactly some 

sets of such “standard” S-APL models and RABs 
that can be used by the developers to embed into 
their applications certain UBIWARE features. 

As Figure 2 shows, an S-APL agent can obtain 
the needed data and rules not only from local or 

network documents, but also through querying S-
APL repositories. Such a repository, for example, 
can be maintained by some organization and include 
prescriptions (lists of duties) corresponding to the 
organizational roles that the agents are supposed to 
play. 

Technically, the implementation is built on top of 
the JADE – Java Agent Development Framework 
(Bellifemine et al. 2007), which is a Java 
implementation of IEEE FIPA specifications. 

4 MASTERING INTELLIGENT 
CLOUD PLATFORM 

Cloud computing providers offer various stack 
configurations with different sets of software and 
services inside. Theoretically, one can buy any 
configuration from the cloud provider; however this 
configuration will have nothing to do with the 
already running business logic of the customer. The 
application scenarios a customer wants to run will 
have to be adjusted. For example, consider a case, 
when a customer buys a virtual server with the 
MySQL database installed and a Java solution stack 
available. On top of this stack customer runs a 
workflow engine, e.g. BPEL-based. The user will 
have to install the engine, and then adjust local data 
storage settings (passwords, tables, queries). Then 
the process descriptions (BPEL files) should be 
adjusted to work with local settings. In some cases 
this process may be avoided if the cloud stack is 
identical to the customer’s environment, and if the 
all code was developed as portable. But what if the 
cloud stack slightly differs, but the prices are very 
attractive? Then customers may need to spend 
resources for solution code porting.  

We propose architecture for a generic stack 
extension that allows users and platform providers 
to: 

- Smoothly integrate with the infrastructure 
- Build stack-independent solutions 
- Automate reconfiguration of the solutions 
The architecture is based on the UBIWARE 

platform architecture and extends cloud platform 
services with the standardized configurable 
intelligent models. 

4.1 Agent-driven Servicing in the 
Cloud 

Interoperability is stated as one of the challenges of 
the cloud computing paradigm. We believe that 
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adoption of the existing interoperability tools and 
solutions will become one of the major cloud 
computing research directions. Dummy platform 
API extension will just put the interoperability 
problem from the cloud provider to the client side. 
At the same time, the competitiveness of the cloud 
providers may depend on the simplicity of the 
integration with the client solutions and systems. 
Therefore, we foresee that embedded services 
offered by the cloud providers should be flexible and 
smart enough to handle client-specific model 
adjustments and configurations. We expand the 
understanding of the platform service to the smart 
proactive agent driven service. Such a service should 
not only be flexible and configurable in accordance 
with the customers’ needs, it should also be prepared 
to resolve data- and API-level interoperability issues 
while being integrated with the client software. 

Figure 3 shows the placement of the agent-driven 
extension in the cloud computing stack. From the 
user perspective the extension is still a service API 
but it offers an advanced functionality. 

 

Figure 3: Placement of the agent-driven API. 

The API shown above is a standalone 
middleware platform running either as a cloud 
facility, or embedded into the virtual machine 
instances as a platform extension. The detailed API 
content is shown of Figure 4. 

 

Figure 4: Agent-driven flexible platform service extension 
API. 

The agent-driven adapters are software entities 
that facilitate data sources management. Adapters 
provide advanced data source connectivity functions 
(e.g. simplified database connectivity, file formats 
parsing, sensor data acquisition, etc.). Next, adapters 
handle the connectivity problem by providing the 
components for data transformation with 
configurable mapping functionality. The adapter 
becomes a proactive entity, i.e. it observes its state 
and takes actions based on the state and environment 
changes. The actions of the adapter may vary from 
simple fault messaging up to self-reconfiguration 
when an exceptional or fault situation occurs. 

The services’ API allows the user to run 
declarative models as services. The API provides a 
“model player API” for a particular domain-specific 
model definition language (the example of the API 
as well as the language will be discussed in the next 
Section). The model of the service being played is at 
the same time controlled by the dedicated agent that 
takes care of proper model functioning (e.g. load 
balancing and failures in the operation). Service 
agent may temporarily relocate the service 
executable code to another virtual machine instance 
to improve the performance in critical cases, thus the 
service becomes remote for its own original virtual 
machine instance. We also consider service API that 
has a local representative agent on each virtual 
machine, but the service execution is handled by the 
cloud provider (see Figure 5). 
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Figure 5: Service execution in cloud infrastructure. 

In the Figure above the PCA stands for the 
Personal Customer Agent and PMA is a Platform 
Management Agent. The PCA may request the PMA 
agent to host a service execution (time period is a 
subject of contracting details) on a separate virtual 
machine to obtain e.g. higher performance, or for 
any other reason. At the same time the local API 
within the user’s virtual machine and/or platform 
will stay the same. The PCA agent will wrap and 
forward local API calls to the PMA agent. The 
difference of the architecture proposed from the 
standard remote method invocation is a control 
channel between agents that allows the service 
management layer to stay separated from the service 
consumption (service calls).  

In the next Section we discuss how the web 
services from the data mining domain can be 
integrated into the infrastructure described above. 
Data mining services can be embedded as platform 
services into the cloud stack for particular domain-
specific cloud configurations at the same time 
preserving features of configurability, mobility and 
self-awareness. 

4.2 Mastering Data Mining Services 
into the Cloud 

To model the data mining services we have to define 
a corresponding data mining domain ontology. The 
ontology will cover data mining methods as well as 
requirements for method inputs and respective 
outputs. The inputs and outputs should, in turn, refer 
to the data types. The data mining domain can not 
include all possible applications of its methods; 
therefore we should keep the granularity of the 
conceptualization and distinguish the data mining 
models and their application scenarios. For the 
purpose of this scenario we take two data mining 
techniques: cluster analysis and k-NN method 
(classification). 

The efforts towards standardization of data 
mining techniques, methods and formats have been a 

matter of discussion for the last ten years. One of the 
notable efforts is PMML language (PMML, 2009; 
Guazzelli et al., 2009). The language is a standard 
for XML documents which express instances of 
analytical models. In our work we take PMML as a 
reference model for the Data Mining Ontology and 
enhance both the model as well as the data with the 
semantic descriptions required to automate data 
mining methods application to the domain data. In 
this work we do not take into account the stage of 
information collection, preparation, etc. We assume 
that data is ready for data mining algorithm 
application. The PMML structure for model 
definition is composed of a set of elements that 
describe input data; model and outputs (Figure 6). 

 

Figure 6: PMML model structure. 

The PMML specification ver. 4.0 provides 
means for exhaustive model description, thus the 
model can be fully exported or imported without 
losses. Such model transportability gives huge 
opportunities for service orientation of the data 
mining methods. We also expect the PMML models 
reuse in the cloud computing domain in the nearest 
future. The specification of a software-independent 
descriptive data mining standard implies that 
Infrastructure and Platform layers of Cloud 
Computing stack are fully transparent for the data 
mining methods, i.e. the functional characteristics of 
the method-based services will be same for any 
stack configuration. The QoS, however, may vary 
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depending on the performance of the hardware and 
efficiency of platform software, therefore the 
additional control channel over the service 
configuration may be needed. 

We have identified three main types of data 
mining services regardless of their application 
domain and have introduced a classification of them 
(Figure 7). 

 

Figure 7: Upper ontology of data mining services. 

We consider two major categories of data mining 
services: 

 model construction services 
 computational services 
The model construction services produce a 

model (a semantic description) from the set of 
learning samples. In other words, input of such a 
service is learning data and conditions (for the 
neural network depending on its mode it can be a set 
of vectors plus e.g. initial network parameters). The 
output of the model construction service is a model 
with the parameters assigned (e.g. a neural network 
model, see Figure 8). 

 

Figure 8: Model construction service. 

The group of computational services can also be 
divided into two major groups: 

 services with fixed model 
 model player services 

The services with fixed model define the format 
of the input and output as well as provide reference 
model description and the parameters that determine 
how the model is configured. For example, Figure 9 
shows the definition of the neural network-based 
alarm classifier service for a paper machine. 

 

Figure 9: Neural network model in a classification service. 

Usage of model player services has two stages: 
in the first stage the service accepts the service 
model as an input, and in the second stage, it can 
serve as a fixed model service (see Figure 10). 

 
Figure 10: Model player service. 

The true power of data mining services can be 
demonstrated in combination with the distributed 
querying (i.e. collecting learning or classification 
data), data mining model construction and further 
classification. The generic use case of such 
combination is shown on Figure 11. 

The automated data collection process (first step 
in the use case) uses the Ontonuts technology and 
approach researched in the (Nikitin et al., 2009). The 
approach allows dynamic distributed query planning 
and execution, which we apply in this work to 
collect learning set data. The sources of the data may 
vary from databases, to csv-files and reside 
physically on different platforms and sites. The data 
collection and, hence, the querying implemented as a 
sequence of semantic data service calls orchestrated 
by a workflow management agent. Service 
orientation of data sources makes distributed 
querying a homogeneous part of other service-based 
workflow scenarios. The data collected (usually in 
form of a table of query results), may undergo 
preparatory steps to become a learning dataset. In 
this work we omit the procedure of normalization, or 
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other data transformations, however, they will be 
necessary and obligatory. We assume that all 
operations with the data are also wrapped as 
semantic services. 

As soon as the learning set is ready, a desired 
model constructor should be chosen (step 2). The 
model constructor may require specific data 
preparation, therefore it is good to combine data 
preparation step with the model constructor service. 

 
Figure 11: A use case scenario. 

As an input, model constructor may require 
additional input parameters for model building. 
Those may be set as default, or, if other parameters 
were prepared, they should be supplied in the proper 
form. When a model is ready, we feed it to the 
model player service which is a platform service in 
terms of cloud computing, because it provides an 
infrastructure and software platform for service 
execution. As soon as our newly built model is 
deployed as a service, we can start classifying the 
data vectors, e.g. alarms coming from the paper 
machine. 

The scenario described above may be 
dynamically reconfigured by the infrastructure 
agents. Some steps of the case (e.g. learning) may be 
temporarily moved to the separate execution 
environment (separate platform or virtual machine) 
to perform computationally expensive tasks. 

The overall infrastructure of services should be 
highly proactive and responsive to the customer 
calls. Agents may monitor the execution and be 
ready to reconfigure their services in accordance 
with the current customer context. 

5 RELATED WORK 

The cloud platform solutions for business 
intelligence are gaining popularity. For example, 
SalesForce.com claims about 2 million success 
stories of its customers. The platform provides wide 
range of products (from infrastructure as a service, 
up to tailored web-based solutions for health care, 
retail and sales). The business intelligence tools are 
offered too. Nevertheless, the user has to adjust or 
prepare her/his software and data for the tools 
provided by the cloud. The advantage of the 
approach we offer is to empower any cloud platform 
with the intelligent adaptation mechanisms that 
would allow seamless data connectivity and 
integration. The architecture we offer is an extension 
to the cloud platform, not the platform itself. The 
data mining services with highly configurable 
parameters driven by the intelligent agents would 
simplify business intelligence integration, hence 
making adoption of cloud architecture easier for 
clients. 

6 CONCLUSIONS 

The research presented above describes specific 
application domain of intelligent services. We 
foresee that model player services will be a 
successful business case for the emerging paradigm 
of cloud computing. Pay-per-use principles 
combined with high computational capacities of 
cloud and standardized DM-models will be 
definitely an alternative to expensive business 
intelligence and statistics toolkits. 

Another niche of data mining services in cloud 
computing can be model construction services. Such 
systems will drive innovations in data mining 
methods as well as applied data mining in certain 
domains. Such services will compete by introducing 
know-how and innovative tools and algorithms that 
bring add-values in e.g. predictive diagnostics or 
computational error estimation. This direction will 
lead to so-called “web intelligence” (Cercone et al.). 

The role of UBIWARE platform in cloud 
computing emerges as a cross-cutting management 
and configuration glue for interoperability of future 
intelligent cloud services and client applications. 

The main burden of UBIWARE will be 
management of consistency across different domain 
conceptualizations (Ontologies) and cross-domain 
middleware components. Fine-grained ontology 
modeling is still a challenge for research community 
and we predict that in the nearest future the domain 
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modeling will be task-driven, i.e. the domain model 
engineers may incorporate some standardized and 
accepted conceptualizations, whereas the whole 
ontology for solution will be tailor made. Tailored 
ontologies will require subsequent mapping 
mechanisms and additional efforts. 

The advanced data integration mechanisms 
embedded into the cloud platform as services is also 
an interesting concept that may become an add value 
for competing cloud platforms. The easiness of 
integration into the cloud infrastructure should not 
be underestimated especially by enterprise-sized 
companies, where business processes and 
component interdependencies have reached an 
unprecedented level of complexity. We believe that 
autonomy and self-awareness of building blocks will 
be a key to the future design of information systems 
and cloud platforms. 
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Abstract: The paper addresses the problem of evaluating the unreliability of transmission, undertaken by a given 
station, according to the persistent CSMA scheme. The unreliability of transmission is considered on the 
media access control level so it is defined by the probability that a given node participates in a collision. The 
presented results show that the maximum transmission unreliability is upper bounded by the persistence 
level (p), which is the main parameter of the protocol. The presented analysis is compared to the 
corresponding results for the non-persistent CSMA. As shown, both results are complementary because the 
maximum transmission unreliability in the non-persistent CSMA scheme is also bounded by the probability 
of choosing a single slot in the contention window. 

1 INTRODUCTION 

Although the carrier sense multiple access (CSMA) 
protocols have been introduced in the early 70s, due 
to their inherent flexibility and simplicity, they are in 
more advanced versions still widely used in 
contemporary networking, especially for wireless 
communication (e.g., Tay, Jamieson, Balakrishnan, 
2004). In particular, the predictive CSMA protocol 
is employed in Local Operating Networks 
(LonWorks) commercial platform for sensor and 
control networking (Miśkowicz, Golański, 2006). 
On the other hand, the non-persistent CSMA scheme 
with a geometric distribution has been recently 
proposed for sensor networking (Tay, Jamieson, 
Balakrishnan, 2004; Miśkowicz, 2009a; Egea-López 
et al., 2007). 

The performance of the CSMA protocols have 
been investigated intensively for decades. The main 
criterion of performance analyses is evaluating the 
throughput-delay characteristics (Kleinrock, Tobagi, 
1975; Lam, 1980), or the protocol energy efficiency 
in the context of wireless networking (Bruno, Conti, 
Gregori, E., 2002; Calì,  Conti,  Gregori, 2000). 

Most of the performance analyses are based on 
classical approaches where the network load is 
assumed to contain an infinity number of stations 
that collectively produce (including both new and 
retransmitted packets) the traffic with Poisson 
arrivals (Kleinrock, Tobagi, 1975; Lam, 1980).  

The Poisson model is an approximation of a 
large but finite population in which every station 
generates messages infrequently and each message 
can be successfully transmitted a long time before 
the station generates a next message.  

The Poisson traffic model, based on the 
fundamental assumption of stochastically distributed 
independent stimuli, has been applied widely for 
performance evaluation of computer networks. 

Since the assumption of lightly loaded network is 
invalid in many load scenaria in wireless local area 
networks (Bruno, Conti, Gregori, 2002; Calì,  Conti,  
Gregori, 2000; Bianchi, 1998), and especially in 
networked sensor and control systems (Miśkowicz, 
2009b), the other class of performance analyses deal 
with the load scenario of finite number of active 
stations in which every station may produce a 
significant portion of network traffic. In order to 
model the network operation under heavy load, it is 
assumed that all the stations are in the asymptotic 
(saturation) conditions where they have always a 
packet ready for transmission. 

The present study deals with the performance 
analysis of the persistent CSMA protocol that 
belongs to one of generic CSMA schemes 
introduced in (Kleinrock, Tobagi, 1975). The paper 
contribution is the analytical proof that the 
unreliability of transmission undertaken by a given 
station, according to the persistent CSMA scheme, is 
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upper bounded by the persistence level (p), which is 
the main parameter of the protocol. 

The unreliability of transmission is considered on 
the media access control level so it is defined by the 
probability that a given node participates in a 
collision. The presented analysis is compared to the 
corresponding results for the non-persistent CSMA. 
As interesting, both results are complementary 
because the maximum transmission unreliability in 
the non-persistent CSMA scheme is also bounded by 
the probability of choosing a single slot in the 
contention window (Miśkowicz, Kościelnik, 2010). 

The authors believe that the presented results 
contributes to better understanding of the persistent 
CSMA operation. To the best authors’ knowledge, 
these results have not been yet published. 

The performance analysis stated in the present 
paper belongs to the studies of persistent CSMA 
scheme for the network staying in the asymptotic 
conditions because the evaluation of the maximum 
transmission unreliability needs to feed a channel 
with heavy load. 

2 ANALYTICAL MODEL OF 
PERSISTENT CSMA 

2.1 Persistent CSMA Specification 

The persistent CSMA scheme belongs to the slotted-
CSMA protocol where the channel idle time is 
divided into fixed length intervals. All the stations in 
the network are synchronized and forced to start a 
transmission only at the beginning of a slot. 

In the network that operates according to the 
persistent CSMA, when a station has a new message 
to transmit, it senses the channel. If the channel is 
detected to be idle, then it transmits a message with 
the probability p, while with probability 1-p, it 
delays the message transmission to the next time 
slot. The slot duration is determined by the network 
propagation delay. 

By a comparison, in the non-persistent CSMA, 
when the station senses the channel to be idle, it 
draws a number of a slot from a set of slots included 
in the contention window. The probability 
distribution of a random slot selection is uniform. 

In the persistent CSMA protocol, the number of 
empty slots preceding a (successful or unsuccessful) 
transmission of a data packet is theoretically 
unbounded because the probability of starting 
transmission is defined by the geometric distribution 
where a success occurs with the probability p, and a 

failure with the probability (1-p). The mean number 
of trials undertaken by a given station equals 1/p. On 
the other hand, in the non-persistent CSMA 
protocol, the maximum number of empty slots 
before (successful or unsuccessful) transmission of a 
data packet equals (W-1), and the mean number  
(W-1)/2 where W is a number of slots in the 
contention window.  

2.2 Collision Probability in Single 
Transmission Attempt 

The probability )(
)1(

k
collp  that a certain station is 

involved in collision in the kth transmission attempt 
is defined by the product of the following 
probabilities: 

)(
)12(

)(
)11(

)(
)1(

k
coll

k
coll

k
coll ppp =  (1)

where )(
)11(

k
collp  is the probability that all the 

contending stations had not started the transmission 
in the previous 1,…,k-1 transmission attempts, and 

)(
)12(

k
collp  is the probability that at least one from the 

s=1,2,3,… contending stations apart from a selected 
station starts the transmission in the kth transmission 

attempt. The former probability )(
)11(

k
collp  is given by 

the formula: 
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sk
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The latter probability )(
)12(

k
collp  is defined as follows: 
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where ( ) ]!![! xxssC x
s −=  is the binomial 

coefficient, and s, s>1 is an integer. 

Thus, the )(
)1(

k
collp  is given as: 
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The formula (4) may be transformed as follows: 
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coll p
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because according to the Newton’s generalized 
binomial theorem: 
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As follows from (3), the probability )(
)12(

k
collp  

does not depend on k but only on the number of 
contenders s. On the other hand, the probabilities 

)(
)11(

k
collp  (see (2)), and consequently )(

)1(
k

collp  also (see 

(5)), is a decreasing function of the number 
transmission attempt k. 

In Fig. 1, the plot of the probability )(
)1(

k
collp   

versus the number of transmission attempt k for 
selected numbers of the contending stations 
s={1,3,5} for p=1/16 according to (5) is shown. 

0 2 4 6 8 10 12 14 16
k0.000

0.005

0.010

0.015

0.020
p

 

Figure 1: The probability )(
)1(

k
collp  that a certain station is 

involved in collision in the kth transmission attempt versus 
the number k for various population sizes of the 
contending stations s according to (5) for p=1/16 and 
s={1,3,5}. 

In Fig. 2(a,b), the plots of the probability )(
)1(

k
collp  

versus the number of the contending stations s in 
selected transmission attempts k;k={1,2,5,9} 
according to (5) are presented. 

As seen in Fig. 2a, the probability )(
)1(

k
collp  that a 

given station participates in collision for k≥2 is a 
unimodal function of s that is maximized for a 

certain number of contending stations )(
0
ks . The 

)(
0
ks is a decreasing function of k,k≥2. Instead, for 

k=1, the )(
)1(

k
collp  increases strictly with s and 

approaches a horizontal asymptote pp k
coll =)(

)1(  as 

may be analytically derived (Fig. 2b):  
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In particular, )(
)1(

k
collp  reaches 0.0625 for 

p=1/16=0.0625 for high s as seen in Fig.2b. 
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Figure 2: The probability )(
)1(

k
collp  versus the population of 

the contending stations s for p=1/16=0.0625 and selected 
transmission attempts k={2,5,9} (a), and k={1} (b). 

3 MAXIMUM TRANSMISSION 
UNRELIABILITY IN 
PERSISTENT CSMA 

As stated, the probability )(
)1(

k
collp  that a certain 

station is involved in collision in the kth 
transmission attempt is defined by the formula (5). 

The total probability )1(
)1(

k
collp ÷  that a certain station 

participates in collision at most at the kth 
transmission attempt is defined as a sum: 

∑
=

÷ =
k

x

x
coll

k
coll pp

1

)(
)1(

)1(
)1(  (8)

where )(
)1(

k
collp  is defined by (5). 

By setting (5) to (8): 
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The probability )1(
)1(

k
collp ÷  in the formula (9) is 

defined as a geometric series with the first term 

equal to ( ) ]11[ spp −− , and the ratio equal to 

( ) 11 +− sp so it might be computed as: 
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1111
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The plot of the probability )1(
)1(

k
collp ÷  versus k 

according to (10) is shown in Fig. 3 for p=1/16 and 
s={1,2,5,10}. 
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Figure 3: The probability )1(
)1(

k
collp ÷  according to (10) for 

p=1/16 and s={1,2,5,10}. 

As seen in Fig. 3, each curve approaches a 
horizontal asymptote with growing number of 
transmission attempt k. These asymptotes 
corresponding to the limits: 

)1(
)1()1( lim k

collkcoll pp ÷

∞→
=  (11) 

for various s and denoted by )1(collp  defines the 

probability of collision in any attempt in a given 
transmission cycle. 

By setting (10) to (11): 

( )( )
( ) 1)1(
11

11
+−−

−−⋅
= s

s

coll p
ppp  (12) 

As follows from (12), the )1(collp  depends both 

on the p value and the number of contending stations 
s. The plots of )1(collp  versus the persistence level p 

for various numbers of contending stations s is 
presented in Fig. 4. 

As seen in Fig. 4, the probability )1(collp  grows 

with increasing p but it is at the same time smaller 
than p for any number of contending stations s. 
This conclusion may be also derived analytically on 
the basis of (12) as follows: 
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 for s≥1, and furthermore: 
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Thus, the probability )1(collp  of collision in any 

attempt in a given transmission cycle is upper 
bounded by the persistence level p regardless of the 
number of contending stations s. 
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Figure 4: Plots of )1(collp  vs. the persistence level p for 

s={1,2,5,10}. 

In Fig. 5, the plots of the )1(collp  versus s for 

p={1/4, 1/16, 1/64} are presented. Finally, in Fig. 6,  
the )1(collp  versus s and p in 3-D plot are illustrated. 
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Figure 5: Plots of the )1(collp  versus s for p={1/4, 1/16, 

1/64}. 
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Figure 6: The 3-D plot of )1(collp  versus s and p. 

By a comparison, the probability that a given 
station participates in collision for non-persistent 
CSMA with a number of W contending slots equals 
1/W and is independent of the number of contenders 
(Koscielnik, Miskowicz, 2010). 

4 CONCLUSIONS 

We compare the maximum transmission 
unreliability in the non-persistent CSMA and 
persistent CSMA for the same average number of 
contention slots in both schemes. In the persistent 
CSMA, the latter equals simply 1/p. In the non-
persistent CSMA, the contention window is constant 
in each transmission cycle and equals W slots. 
As proved in (Koscielnik, Miskowicz, 2010), the 
maximum probability of participating in a collision 
in the non-persistent CSMA scheme is upper 
bounded by 1/W, that is, by the probability of a 
selection of a single slot in the transmission attempt. 
On the other hand, as follows from the present 
paper, maximum probability of participating in a 
collision by a given station, according to the 
persistent CSMA scheme, is upper bounded by the 
persistence level (p), which a main parameter of the 
protocol. Thus, the complementary results defined 
by (14) are valid for the persistent CSMA scheme.  
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Abstract: Structure-preserving algorithms for solving discrete-time algebraic matrix Riccati equations are presented.
The proposed techniques extract the stable deflating subspaces for extended, inverse-free symplectic matrix
pencils. The algorithms are based on skew-Hamiltonian/Hamiltonian pencils derived by an extended Cayley
transformation, which only involves matrix additions and subtractions. The structure-preserving approach
has the potential to avoid the numerical difficulties which are encountered for a traditional, non-structured
solution, returned by the currently available software tools.

1 INTRODUCTION

Consider thecontinuous-time algebraic Riccati equa-
tion (CARE),

0 = Q+AHXE+EHXA−EHXWXE

and the discrete-time algebraic Riccati equation
(DARE),

EHXE = Q+AHXA−AHXB(R+BHXB)−1BHXA,

where A,E,W,Q ∈ C
n×n, B ∈ C

n×m, R ∈ C
m×m,

W = WH , Q = QH , R = RH , E is nonsingular, and
W := BR−1BH . More general equations are obtained
by replacingEHXB andAHXB above byL + EHXB
andL + AHXB, respectively, whereL ∈ C

n×m. The
real case is obtained by replacingC by R, and the
conjugate-transpose operatorH by the transpose op-
eratorT.

In applications, usually thestabilizing solution X∗
is required, hence, e.g., for DARE,λE− (A−B(R+
BHX∗B)−1BHX∗A) is a (Schur) stable matrix pencil,
i.e.,Λ(A−B(R+BHX∗B)−1BHX∗A,E)⊂C

− := {z∈
C : |z| < 1}, whereΛ(M) denotes the spectrum of a
matrix or pencilM.

CAREs and DAREs arise in many applications,
such as, stabilization and linear-quadratic regulator
problems, Kalman filtering, linear-quadratic Gaus-
sian (H2-) optimal control problems, computation of
(sub)optimalH∞ controllers, model reduction tech-
niques based on stochastic, positive or bounded real
LQG balancing, factorization procedures for transfer
functions (here, usuallyE 6= In).

There are several basic approaches for solving al-
gebraic Riccati equations (AREs):

1. Treat an ARE as a nonlinear system of equations
usingNewton’s method (with line search).

2. Use the connection toHamiltonian eigenproblem.

The second approach for CARE, withE = In, is based
on the identity

[

A −W
−Q −AH

][

In
X

]

=

[

In
X

]

(A−WX),

hence, ifX is stabilizing, thenΛ(A−WX) = Λ(H)∩
C
−, whereH is the first matrix in the above formula,

andC
− := {z∈ C : ℜ(z) < 0}. Consequently, the

columns of[ In XT ]T span thestable invariant sub-
space of the Hamiltonian matrixH. Therefore, it is
possible to compute the stableH-invariant subspace
via eigendecomposition or block-Schur factorization,

U−1HU =

[

H11 H12

0 H22

]

, U =

[

U11 U12

U21 U22

]

,

and the solution is given byX = U21U
−1
11 .

If R is ill-conditioned, it is advisable to use ex-
tended matrix pencils, for better accuracy (Bender
and Laub, 1987a; Bender and Laub, 1987b; Lancaster
and Rodman, 1995; Mehrmann, 1991; Van Dooren,
1981):
– extended pencil for CARE:

N−λM =





A 0 B
Q AH L
LH BH R



−λ





E 0 0
0 −EH 0
0 0 0



 ;
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– extended pencil for DARE:

N−λM =





A 0 B
Q −EH L
LH 0 R



−λ





E 0 0
0 −AH 0
0 −BH 0



 .

If
[

UT
1 UT

2 UT
3

]T
spans the stable deflating sub-

space ofN− λM, thenX∗ = U2(EU1)
−1. The feed-

back gain matrix for the linear-quadratic optimal reg-
ulator can be computed directly viaG = U3U

−1
1 .

If R is nonsingular,E = In, andL = 0, the above
pencils can be reduced to 2n× 2n Hamiltonian and
symplectic pencils, respectively, by removing the sub-
pencils with infinite eigenvalues (Paige and Van Loan,
1981; Pappas et al., 1980; Mehrmann, 1991). A pen-
cil N−λM is Hamiltonianif NJ MH = −MJ NH , and
it is symplecticif NJ NH = MJ MH , where

J :=

[

0 In
−In 0

]

.

The general pencils inherit most of the spectral prop-
erties of the corresponding reduced Hamiltonian or
symplectic pencils.

The pencils above have much structure, which
should be exploited in order to improve the numer-
ical properties of the Riccati solvers. The approach
we follow is to transform the discrete-time problem
to an equivalent continuous-time problem, and use
the newly developed skew-Hamiltonian/Hamiltonian
eigensolvers for the latter problem, suitably extended.

2 EQUIVALENCE OF PENCILS
IN CONTINUOUS-TIME AND
DISCRETE-TIME PROBLEMS

A block column permutation (and sign change) gives,
equivalently:
– extended pencil for CARE:

λ





0 E 0
−EH 0 0

0 0 0



−





0 A B
AH Q L
BH LH R



 ;

– extended pencil for DARE:

λ





0 E 0
−AH 0 0
−BH 0 0



−





0 A B
−EH Q L

0 LH R



 .

These pencils are special cases of the followingblock
structured C-typeandD-type pencils(Xu, 2006):

λEC−AC = λ
[

0 ˜F
−˜FH 0

]

−

[

0 ˜G
˜GH

˜D

]

, (1)

and

λED−AD = λ
[

0 F
−GH 0

]

−

[

0 G
−FH D

]

, (2)

respectively, whereF,G, ˜F , ˜G∈ C
n,q, q = n+ m, and

D, ˜D ∈ C
q,q areHermitian, i.e.,D = DH , ˜D = ˜DH .

These pencils have importantspectral properties:
C-type: symmetry aboutℜ(z) = 0, i.e., pairs(λ,−λ̄);
D-type: symmetry about |z| = 1, i.e., pairs(λ, λ̄−1).

An equivalence transformation between the C-
type and D-type pencils can be established starting
from theCayley transformation, c : C∪ {∞} → C∪
{∞}, defined by

µ= c(λ) = (λ−1)(λ +1)−1; c(−1) = ∞, c(∞) = 1.

Specifically, thegeneralized Cayley transformation
for matrix pairs is given by

(F ,B) = c(E ,A) = (A + E ,A −E) . (3)

Let
(˜E , ˜A) := c(ED,AD) .

Then, an eigenvalue pair(λ, λ̄−1) of λED − AD is
transformed to an eigenvalue pair(µ,−µ̄) of λ˜E − ˜A,
with µ= c(λ), −µ̄= c(λ̄−1).

Unfortunately,λ˜E − ˜A has not the same block
structure asλEC −AC, and it cannot be put into the
continuous-time setting. This inconvenience can be
removed using the Cayley transformation followed by
a drop/add transformation(Xu, 2006):

(EC ,AC) = t(ED ,AD) ,

where t(·) = d(c(·)), and d corresponds to drop-
ping/addingD in theE part.

The Cayley plus drop/add transformation is sug-
gestively represented by the followingt transforma-
tion diagram:

λED−AD = λ
[

0 F
−GH 0

]

−

[

0 G
−FH D

]

c ↓↑ c−1

λ˜E − ˜A = λ
[

0 ˜F
−˜FH D

]

−

[

0 ˜G
˜GH D

]

dropD from ˜E ↓↑ addD to ˜E

λEC−AC = λ
[

0 ˜F
−˜FH 0

]

−

[

0 ˜G
˜GH

˜D

]

where ˜F := G+ F, ˜G := G−F, ˜D = D. It is worth
mentioning that thet transformation involves matrix
additions and subtractions only.

Only regular pencils are considered in the sequel.
A pencilλE −A is regular if E andA are square and
det(γE −A) 6= 0 for someγ ∈ C. A necessary regu-
larity condition is: if the C-type and D-type pencils
of ordern+q are regular, then

q− rank̂D ≤ n≤ q,
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wherêD = ˜D and̂D = D, for C-type and D-type pen-
cils, respectively.

The relation between the eigen-structure ofλE −
A andλF −B , (F ,B) = t(E ,A), can be summarized
as follows (see, e.g., (Mehrmann, 1991; Xu, 2006)):

(i) λE −A is regular if and only if (iff)λF −B is
regular.

(ii) λ ∈ Λ(E ,A) iff µ= c(λ) ∈ Λ(F ,B), andλ andµ
have the same geometric, partial, and algebraic multi-
plicities.

(iii) If λE −A is regular, then,Rλ = Rµ, Lλ = Lµ,µ=
c(λ), whereRx andLx are theright andleft deflating
subspacescorresponding to eigenvalue(s)x.

The C-type pencil (1) isskew-Hermitian/Hermi-
tian, i.e., EH

C = −EC,AH
C = AC, and it has the fol-

lowing main eigen-structure properties:

(i) λ ∈ Λ(EC,AC) iff −λ̄ ∈ Λ(EC,AC), andλ and−λ̄
have the same geometric, partial, and algebraic multi-
plicities.

(ii) Rλ = L−λ̄ andLλ = R−λ̄.

(iii) U is a basis matrix of a right deflating subspace
of λE −A corresponding toλS−T iff U is a basis
matrix of a left deflating subspace corresponding to
λ(−SH)−TH .

The eigenvalue pairing(λ,−λ̄) does not hold for
λ with ℜ(λ) = 0, since thenλ = −λ̄. But for such an
eigenvalue,Rλ = Lλ. This also holds forλ = ∞.

The regular D-type pencil (2) has the following
main eigen-structure properties (Mehrmann, 1991;
Xu, 2006):

(i) Nonzero finite eigenvalues come in pairs(λ, λ̄−1),
andλ, λ̄−1 have the same geometric, partial, and al-
gebraic multiplicities.

(ii) spanU = Rλ, spanV = Lλ iff span ̂V = Rλ̄−1,
span̂U = Lλ̄−1, where spanX denotes the subspace
spanned by the columns of the matrixX, and

U =

[

U1
U2

]

, V =

[

V1
V2

]

∈C
n+q,ℓ

,

EDUT = ADU, SHVHED = VHAD , (4)

for T,S∈C
ℓ,ℓ with Λ(T) = Λ(SH) = {λ}, λ 6= 0 (with

algebraic multiplicityℓ), and

̂U =

[

U1T
U2

]

, ̂V =

[

V1S
V2

]

,

ED̂VS−1 = AD̂V, T−H
̂UHED = ̂UHAD . (5)

Moreover, detVHEDU 6= 0 iff det ̂UHED̂V 6= 0.

(iii) U =
[

UT
1 UT

2

]T is a basis matrix of a right
deflating subspace (left deflating subspace) ofλED−

AD corresponding toT ∈ C
p,p nonsingular, iff ̂U =

[

(U1T)T UT
2

]T
is a basis matrix of a left deflat-

ing subspace (right deflating subspace) ofλED −AD
corresponding toT−H .

(iv) If 0 ∈ Λ(ED,AD) with algebraic multiplicity
ℓ0, then ∞ ∈ Λ(ED,AD) with algebraic multiplicity
greater than or equal toℓ0.

(v) The formulas for the relations between the basis
matrices of right/left deflating subspace forλ = 0 or
∞ are more complicated than for the caseλ 6= 0,∞.
The sizes of the submatrices depend on the algebraic
multiplicities of 0∈ Λ(GH ,FH) and 0∈ Λ(F,G).

The eigenvalue pairing(λ, λ̄−1) does not hold for
|λ| = 1, since thenλ = λ̄−1. But for such an eigen-
value,U in (4) is a basis matrix ofRλ iff ̂U in (5) is a
basis matrix ofLλ.

Eigenvalues 0 and∞ arepaired in a weak sense,
since the algebraic multiplicity of∞ may be greater
than or equal to the algebraic multiplicity of 0, and
R0 andL0 are only related to certain subspaces ofL∞
andR∞, respectively.

The equivalence relation between D-type and C-
type pencilsis shown below.

Assume(EC,AC) = t(ED,AD) and thatλED−AD
(or λEC−AC) is regular. Then,

(i) λ ∈ Λ(ED,AD), λ 6= −1,∞, iff µ = c(λ) ∈
Λ(EC,AC), µ 6= ∞,1, andλ andµ have the same geo-
metric, partial, and algebraic multiplicities.

(ii) spanU = R D
λ , spanV = LD

λ iff span ˜U = R C
µ ,

span˜V = LC
µ , where the superscriptC or D refers

to (1) or (2), respectively,U and V satisfy (4) for
T,S∈C

ℓ,ℓ with Λ(T) = Λ(SH) = {λ} (with algebraic
multiplicity ℓ), and

˜U =

[

U1(I +T)
2U2

]

, ˜V =

[

V1(I +S)
2V2

]

,

EC ˜U ˜T = AC ˜U , ˜SH
˜VHEC = ˜VHAC ,

where˜T = c(T), ˜S= c(S), Λ(˜T) = Λ(˜SH) = {µ}, µ=

c(λ). Moreover, detVHEDU 6= 0 iff det ˜VHEC ˜U 6= 0.

(iii) If −1 ∈ Λ(ED,AD), with algebraic multiplic-
ity ℓ−1, then ∞ ∈ Λ(EC,AC), with algebraic multi-
plicity greater than or equal toℓ−1. Suppose also
−1∈ Λ(GH ,FH), with algebraic multiplicityr1. Let

U =

[

U11 U12
0 U22

]

∈ C
n+q,ℓ−1, U11∈ C

n,r1,

EDUT = ADU, rankEDU = ℓ−1,

T =

[

T11 T12
0 T22

]

∈C
ℓ−1,ℓ−1, T11 ∈ C

r1,r1 ,

with Λ(T) = {−1}. If U is a basis matrix ofR D
−1, then

the columns of

˜U =

[

2U11 U12(T22+ I)
0 2U22

]
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span anℓ−1-dimensional (right and left) deflating sub-
space ofλEC−AC corresponding to eigenvalue∞.

(iv) Let ℓ−1, ℓ0, and ℓ∞ be the algebraic multiplic-
ities of the eigenvalues−1,0,∞ ∈ Λ(ED,AD) and
˜ℓ1, ˜ℓ∞ the algebraic multiplicities of the eigenvalues
1,∞ ∈ Λ(EC,AC). Then,ℓ0 = ˜ℓ1 and

˜ℓ∞ = ℓ∞ − ℓ0+ ℓ−1, ℓ∞ = ˜ℓ∞ − ℓ−1+ ˜ℓ1.

Specifically, with t, ∞ ∈ Λ(EC,AC) comes from
−1 ∈ Λ(ED,AD) (with multiplicity ℓ−1) and ∞ ∈
Λ(ED,AD) (with multiplicity ℓ∞ − ℓ0).

If −1∈ Λ(EC,AC) (i.e., 0∈ Λ(ED,AD)), then 1∈
Λ(EC,AC), and it comes from∞ ∈ Λ(ED,AD). Only
part of∞ ∈ Λ(ED,AD) is transformed into 1, to match
−1∈ Λ(EC,AC).

3 DEFLATING SUBSPACES FOR
SKEW-HAMILTONIAN/
HAMILTONIAN PENCILS

Thestructure-preserving algorithms and softwareare
more advanced for CAREs, based on deflating sub-
spaces for skew-Hamiltonian/Hamiltonian pencils.
Extensions of theHAPACK approachare currently
under development. In the sequel, the pencilsλM−N
will be represented in the numerically better form
αM−βN, with λ = α/β (possibly∞).

Since the structured algorithms for skew-Hamil-
tonian/Hamiltonian pencils work on problems with
even size, a basic idea is to embed the matrix pen-
cil, addingk ≥ 0 fictitious controls, so thatm+ k is
even. The solution of the optimal control problem
corresponding to CARE, hence to

αEc−βAc = α





E 0 0
0 −EH 0
0 0 0



−β





A 0 B
Q AH L
LH BH R



,

is unchanged fork new controls, with˜B = 0n×k,
˜R= Ik, andD replaced by block-diag(D, ˜R), with

D :=

[

Q L
LH R

]

.

Partition, with ℓ = (m+ k)/2, Bi ∈ C
n×ℓ, Li ∈

C
n×ℓ, Ri j ∈ C

ℓ×ℓ, i, j = 1,2,
[

B ˜B
]

=
[

B1 B2
]

,




Q L 0
LH R 0
0 0 ˜R



 =





Q L1 L2
LH

1 R11 R12
LH

2 R21 R22



 .

Reordering the variables and equations, the following

skew-Hamiltonian/Hamiltonian pencilis obtained

αEe
c −βAe

c = α







E 0 0 0
0 0 0 0
0 0 EH 0
0 0 0 0







−β









A B1 0 B2
LH

2 RH
12 BH

2 R22
−Q −L1 −AH −L2
−LH

1 −R11 −BH
1 −R12









. (6)

Let αS −βH be skew-Hamiltonian/Hamiltonian, i.e.,
(SJ )H = −SJ , (H J )H = H J . For some cases,
including in linear-quadratic optimization applica-
tions, S is given in a factored form, the so-called
skew-Hamiltonian Cholesky factorization, defined by
S = J ZHJ TZ. For instance, in (6) withS = Ee

c ,

Z =







In 0 0 0
0 Iℓ 0 0
0 0 EH 0
0 0 0 0






.

A skew-Hamiltonian matrix having such a factoriza-
tion is said to beJ -semidefinite.

Some properties of skew-Hamiltonian/Hamilto-
nian pencils are summarized below (Benner et al.,
2002):

(i) Real skew-Hamiltonian matrices areJ -semide-
finite.

(ii) The structure of skew-Hamiltonian/Hamiltonian
matrix pencils is preserved underJ -congruence:

αS −βH → J Y HJ T(αS −βH )Y ,

for Y nonsingular.

(iii) A skew-Hamiltonian matrixS of order 2n is J -
semidefinite (J -definite) iff ıJ S has at most (exactly)
n positive and at most (exactly)n negative eigenval-
ues, whereı := (−1)1/2.

(iv) If S is skew-Hamiltonian (H is Hamiltonian) and
there isY nonsingular, such that

J Y HJ T SY =

[

S11 S12

0 SH
11

]

(J Y HJ TH Y =

[

H11 H12

0 −HH
11

]

)

with S11,S12(H11,H12) ∈ C
n×n, then S (ıH ) is J -

semidefinite.

(v) Let αS − βH be regular skew-Hamiltonian/
Hamiltonian withν pairwise distinct, nonzero finite
eigenvaluesıαi , of algebraic multiplicitypi , and as-
sociated right deflating subspaceQi , i = 1 : ν; let p∞,
Q∞, be defined similarly for eigenvalue∞. The fol-
lowing statements are equivalent:
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(a) There exists a nonsingular matrixY , such that

J Y HJ T(αS −βH )Y =

α
[

S11 S12

0 SH
11

]

−β
[

H11 H12

0 −HH
11

]

, (7)

whereS11 and H11 are upper triangular,S12 skew-
Hermitian, andH12 Hermitian.
(b) There exists a unitary matrixQ , such that (7)
holds forY replaced byQ .
(c) Q H

k J SQk is congruent to apk × pk copy of J ,
k = 1,2, . . . ,ν; Q H

∞ J H Q∞ is congruent to ap∞ × p∞
copy ofıJ .

(vi) Factored version: Let αS − βH be a skew-
Hamiltonian/Hamiltonian pencil with nonsingularJ -
semidefinite skew-Hamiltonian partS = J ZHJ TZ. If
any of the equivalent statements above holds, then
there is a unitary matrixQ and a unitary symplectic
matrix U, such that

UHZQ =

[

Z11 Z12
0 Z22

]

,

J Q HJ TH Q =

[

H11 H12

0 −HH
11

]

,

whereZ11, ZT
22, andH11 aren×n upper triangular.

(vii) If ıH is also nonsingularJ -semidefinite, i.e.,
ıH = J W

H
J TW , then

UHZQ =

[

Z11 Z12
0 Z22

]

,

UHW Q =

[

W11 W12
0 W22

]

,

whereZ11, ZT
22, W11, andWT

22 aren×n upper triangu-
lar.

(viii) Factored version, real skew-Hamiltonian/skew-
Hamiltonian case: Let αS − βN be a real regu-
lar skew-Hamiltonian/skew-Hamiltonian pencil with
S = J ZTJ TZ. Then, there is an orthogonal matrixQ
and an orthogonal symplectic matrixU, such that

UTZQ =

[

Z11 Z12
0 Z22

]

,

J Q TJ TN Q =

[

N11 N12

0 NT
11

]

,

where Z11, ZT
22 are upper triangular,N11 is upper

quasi-triangular, andN12 = −NT
12. Moreover,

J Q TJ T(αS −βN )Q =

α
[

ZT
22Z11 ZT

22Z12−ZT
12Z22

0 ZT
11Z22

]

−β
[

N11 N12

0 NT
11

]

is a J -congruent skew-Hamiltonian/skew-Hamilto-
nian matrix pencil.

Comments:

1. The result (viii) above is used to compute thestruc-

tured Schur formof order 4n for a complex skew-
Hamiltonian/Hamiltonian pencil.
2. The periodic QZ algorithm is used.
3. Algorithms for eigenvalue reordering and deflating
subspace computation are available.

Below is a summary about the related software:

• Fortran and MATLAB software for eigenvalues and
deflating subspaces are under development.
• Both real and complex cases are considered.
• Factored or unfactored versions are covered.
• Auxiliary routines for problems (of even order) with
(quasi-)triangular structure are included.
• Optimized kernels for problems of order 2, 3, or 4,
called by the general solvers, are available.

To compute or reorder the eigenvalues, the com-
putations begin with an initial reduction, calledgen-
eralized symplectic URV decomposition, whosefac-
tored versionis defined as follows (Benner et al.,
2007):
Given a real skew-Hamiltonian/Hamiltonian 2n× 2n
pencil αT Z − βH , orthogonal matricesQ1, Q2 and
orthogonal symplectic matricesU1, U2 are deter-
mined, such that

Q T
1 T U1 =

[

T11 T12
0 T22

]

,

UT
2 ZQ2 =

[

Z11 Z12
0 Z22

]

,

Q T
1 H Q2 =

[

H11 H12
0 H22

]

,

whereT11, TT
22, Z11, ZT

22, andH11 are upper triangular,
andHT

22 is upper quasi-triangular. The matricesU1
andU2 are stored compactly (the firstn rows only),
since, fori = 1,2,

Ui =

[

Ui1 Ui2
−Ui2 Ui1

]

.

4 NUMERICAL RESULTS

This section presents some preliminary numerical re-
sults. These results have been obtained on a portable
Intel Dual Core computer at 2 GHz, with 2 GB
RAM, and relative machine precisionε ≈ 1.11×
10−16, using Windows XP (Service Pack 2) operat-
ing system, Intel Visual Fortran 11.1 compiler, and
MATLAB 7.8.0.347 (R2009a). The matrices

S =

[

A B
C AH

]

, H =

[

D E
F −DH

]

,

whereA, B, C, D, E, F ∈ C
n×n, have been initially

generated with MATLAB commands of the form
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list
A = 10*rand(n)-5 + (10*rand(n)-5)*1i;

whererand is the uniform (0,1) random generator,
and1i is the MATLAB notation for the purely imag-
inary unit, ı. Then, theB, C, E, andF matrices have
been transformed using the formulas

B := B−BH
, B := B/2; C := C−CH

,

E := E +EH
, E := E/2; F := F +FH

,

to become skew-Hermitian, and Hermitian, respec-
tively. Therefore, the pencilλS − H is skew-
Hamiltonian/Hamiltonian.

The ordern took the valuesn = 100,200, . . . ,
800. For each ordern≤ 500, 10 problems have been
solved, and the means of the results are reported.
For largern values, one problem has been solved for
eachn. The generalized eigenvalues computed by a
structure-preserving algorithm have been compared
with those delivered by the standard QZ algorithm,
optimally implemented in the MATLAB functioneig.

Fig. 1 presents the ratios of the mean CPU times,
in seconds, i.e., the speed-up factor of the structured
algorithm, in comparison with the standard algorithm.
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Comparison of CPU times for eig / structured algorithm

Figure 1: Ratios between the CPU times needed by
the MATLAB function eig and the structure-preserving
algorithm for randomly generated complex skew-
Hamiltonian/Hamiltonian pencils of order 2n.

The deviation from symmetry of the eigenval-
ues computed byeig has also been computed as
the difference between the vector of eigenvaluesλ =
[λ1,λ2, . . . ,λ2n]

T and a permutation of the elements
of the vector−λ̄, chosen so that the elements with
the same indices in the two vectors be as close as
possible. The largest norm has been 4· 10−10, and
the smallest norm has been 1.90· 10−12. The norms
should theoretically be 0.

5 CONCLUSIONS

Main issues related to the structure-preserving algo-
rithms for solving discrete-time algebraic matrix Ric-
cati equations are summarized. Stable deflating sub-
spaces for extended, inverse-free symplectic matrix
pencils, are computed. Algorithms based on skew-
Hamiltonian/Hamiltonian pencils derived by an ex-
tended Cayley transformation, which only involves
matrix additions and subtractions, are considered.
The preliminary results are encouraging.
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Abstract: This position paper illustrates the use of a natural framework for the modelling, analysis, and design of 
engineering systems that involve two or more controllers, each of which has an associated objective 
function. Such systems arise when ordinary single controller systems are networked through communication 
links so that the information available to each controller may contain aspects of the other systems’ states and 
the optimization of each objective function is no longer decoupled from each other. Single controller 
optimization is no longer directly applicable. Appropriate to the study of such systems is the theory of 
games that has been developing in mathematics, economics, and engineering for the past 60 years. There are 
extensive applications in economics, but in engineering the applications are scarce. In recent years, there has 
been great attention to global problems such as the negative environmental impact of energy use, and global 
warming. These problems arise from complex systems with multiple controllers. Among the approaches for 
dealing with the problems, there should be one on a total systems approach with a game theory base. A 
natural framework for this is the subject of this policy paper. 

1 INTRODUCTION 

In this position paper we establish the benefits and 
advantages of explicitly including multiple agents in 
the modelling and control of networked engineering 
systems, when in fact, multiple agents are present in 
the application systems. The agents are not 
necessarily cooperating in a team and not necessarily 
antagonistic against each other, although in some 
applications they might be cooperating as a team. 
Some global problems with significant technological 
components are (a) integration of renewable energy 
sources (such as solar, geothermal, wind, hydro, and 
biological) with the traditional fossil energy sources, 
to reduce negative impact on the environment, (b) 
recycling of wastewater to produce clean water, to 
conserve scarce fresh water resources, (c) mitigating 
damages due to disasters such as typhoons, 
hurricanes, floods, and earthquakes. These national 
and international problems are also examples of 
complex systems. Complexity arises because of 
large numbers of smaller systems that are networked 

together, and total system behaviour is not easily 
inferred from individual behaviours of the 
component systems. These complex systems are 
characterized by the presence of many stakeholders, 
starting from the national government, to 
provincial/state governments, private enterprises of 
suppliers, industry associations, and large blocks of 
consumers. The stakeholders generally have policies 
that translate to actions affecting the system. 
Notwithstanding announced plans to the contrary, 
the complex systems typically evolve piece-meal, 
and unexpected and undesirable effects are 
addressed piece-meal. Finally, complex systems 
have numerous time lags throughout and stability is 
a crucial issue that could lead to a total collapse if 
not addressed properly.  

A specific scenario for a networked system is the 
following: we can project a boom in ethanol 
production in some countries, even exporting of 
ethanol (after meeting local needs for ethanol), using 
sugar cane. For the same country can also project a 
return to the export of sugar as well. The sugar 
industry is terribly inefficient and unkind to labour - 
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six months of work and down for 6 months. The 
ethanol industry needs sugar cane 12 months of the 
year. The options for farmers have just changed - 
what is their way of optimizing their land and/or 
labour? The government needs to figure out how to 
provide a good price of sugar for consumers, to 
protect the growing ethanol market, and to 
encourage investment by distillers moving into the 
ethanol industry through incentives such as tax 
breaks. This ecosystem is extremely rich in control 
problems to consider. Various stakeholders or agents 
need to understand various solution concepts and 
different perspectives. A decision support system 
that reflects the interactions of all the stakeholders in 
the modelling and control strategies would be highly 
useful. 

The presence of multiple stakeholders in 
complex systems can be studied through 
mathematical game theory. Much of the literature is 
for static systems with very few exceptions (Nash 
1950, Nash 1951, von Neumann and Morganstern 
1947, von Stackelberg 1952). Dynamics can be 
studied using standard methods in mathematics and 
engineering. Yet, there are no general computer-
based decision aids as tools for the design and 
analysis of dynamic complex systems. To be sure 
the challenge is not trivial and it requires significant 
research effort.  

The bulk of control theory pertains to dynamic 
systems with a single controller (Bellman 1957, 
Pontryagin, Boltyanskii, Gamkrelidze, Mischenko 
1962).  With the emergence of networked control 
systems (Wang and Liu 2008) whereby previously 
separate individual subsystems with their individual 
controls are linked through communication 
networks, the information available at each 
subsystem through the links may generally contain 
aspects of the other systems. If a subsystem 
controller were to optimize a performance criterion 
associated with that subsystem, the performance 
criterion may contain variables pertaining to the 
other subsystems because of the network links and a 
dilemma of how to proceed is encountered. 

There have been design approaches that ignore 
the presence of the links in the network. 
Subsequently the systems are analyzed to check 
robustness against the neglected connections. In the 
case of two interconnected control systems, worst 
case scenarios have been assumed in the design, in 
the sense that the controller of the other subsystem is 
assumed to make the performance criterion of the 
system as bad as possible while the controller of the 
system maximizes the performance of the resulting 
worst case. The theory of maxmin (or minmax) 

optimization is applied. In many applications the 
performance criteria of the two control systems are 
not opposite of each other, so that the minmax 
design is overly conservative.  Furthermore, when 
the system is dynamic and the controls involve 
feedback, the structure of the feedback control of the 
other system needs to be known, in order to perform 
a correct minmax optimization with the correct total 
system dynamics. Thus the minmax approach could 
be problematic unless the other system including its 
feedback structure is modelled properly. 

When the agents are cooperating, the individual 
performance criteria may be combined as a single 
convex linear combination using the Pareto-optimal 
concept, and once again the theory for single 
controller systems may be used. In applications, 
there is the additional task of choosing the weights 
in the convex linear combination. A special case 
arises when the performance criteria are identical 
and the choice of weights is immaterial. This is the 
team-optimal problem. 

Unlike engineering systems, economic systems 
are modelled, analyzed, and optimized using 
multiple agents. In fact in the ideal case, there is an 
infinite number of consumers and an infinite number 
of suppliers interacting in a market. However, the 
bulk of the literature is for static systems with very 
few exceptions. The bulk of the literature in the field 
of operations research with respect to multiple 
agents is likewise for static systems. 

2 NETWORKED STATIC 
CONTROL SYTEMS 

To focus on the effects of multiple agents in a 
networked control system, let us initially consider 
static systems to eliminate one dimension of 
complexity induced by dynamics.  

Furthermore, even the static area could be 
utilized to great advantage in dealing with large 
complex systems. Suppose we have two networked 
control systems of producers of renewable energy. 
The productions are modelled by 

 

ଵݔ ൌ ଵ݂ሺݑଵ (1)
 

ଶݔ ൌ ଶ݂ሺݑଶሻ (2)

where ݔଵ and ݔଶ are quantities of renewable energy 
produced by Companies 1 and 2 respectively, and 
 ଶ  are resources (controls) used to produceݑ ଵ  andݑ
ଶ respectively. The functionsݔ ଵ andݔ ଵ݂ and ଶ݂  are 
monotonically increasing so their unique inverses 
exist. The renewable energy products are sold in a 
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market and the price ܲ  is determined from a supply 
curve that relates price to total demand ܺ  
 

ܲ  = ݉ଵ ܺ + ܾଵ  (3)
 

and the total demand X is equal to the total supply 
 

ଶ (4)ݔ + ଵݔ =  ܺ
 

The parameters ݉ଵ  and ܾଵ  are given and ݉ଵ  > 0, 
ܾଵ  < 0. The costs for producing the renewable 
energy products are 
 

C1 = ଵ݃(ݔଵ) (5)
 

C2 = ݃ଶ(ݔଶ) (6)
 

where ଵ݃ and ݃ଶ are nonlinear functions. Each 
company wants to maximize its profit, which is 
revenue minus cost. For Company 1 the profit is 
 

– ଵݔܲ= 1ݐ݂݅ݎܲ ଵ݃(ݔଵ) (7)
 

(8) (ଶݔ)ଶ  – ݃ଶݔܲ= 2ݐ݂݅ݎܲ 
 

It is not a simple matter for Company 1 to 
maximize its profit Profit1 with respect to ݔଵ 
because ܲ  in Profit1 contains ݔଶ, which is not under 
its control. Similarly for Company 2, it is not a 
simple matter to maximize Profit2 with respect to ݔଶ 
because ܲ  contains ݔଵ.   

This illustrates the intrinsic difference between a 
single controller problem and a problem with 
multiple controllers or multiple agents, such as the 
example above where the two static control systems 
are networked through the market mechanism where 
their outputs are sold. From the point of view of 
single controller theory, for example in the design of 
  ଶݑ ଵ , Company 1 may simply assume a value forݑ
or ݔଶ and proceed to maximize Profit1 with respect 
to ݔଵ. Except for some very lucky choice of ݑଶ  by 
Company 1, when Company 2 chooses ݑଶ  using an 
assumed value of ݑଵ , Company 2 will obtain a value 
of ݑଶ  different from the one assumed by Company 
1, posing a dilemma for both companies.  

Next let us consider each company’s worst-case 
design whereby Company 1 assumes that Company 
2 chooses  u2 to minimize Profit1.  Then Company 1 
maximizes Profit1 resulting in its maxmin (or worst-
case) design. Similarly Company 2 may proceed to 
calculate its worst-case design. When both apply 
their worst-case designs, their resulting profits will 
be generally higher but in any case no worse than 
the worst-case profits they previously calculated. 
The pair of separately calculated worst-case controls 
will generally not lead to the worst case for either 
company. Still, in general their designs would be 
conservative because the companies are not trying to 

destroy each other by making each other’s profit as 
small as possible. 

In the theory of games that applies to systems 
with multiple agents, there are many solution 
concepts that go beyond single controller 
optimization. For example, one may consider the 
Nash equilibrium concept (Nash 1950, Nash 1951) 
whereby when (ݑଵܰ,ݑଶܰ) is a Nash solution pair 
and Company 1 chooses a control u1 that is different 
from ݑଵܰ, but Company 2 still uses ݑଶܰ, the 
resulting profit of Company 1 can not be higher than 
that when both use their Nash controls. There is also 
a Stackelberg (von Stackelberg 1952) or Leader-
Follower solution concept whereby one subsystem 
controller is dominant or more powerful than the 
others. The leader’s control is announced in advance 
and all other controllers know what the leader’s 
control is before they choose their own controls. In 
the case of Stackelberg games, it is of particular 
interest to determine the role of the dominant player 
in inducing desirable behaviour from low-level 
players through incentives or disincentives. The 
implications of such mechanisms are clearly evident 
for situations in which, for example, it is desired to 
determine government policies to facilitate 
environmentally beneficial behaviour from the 
private sector (e.g., Aviso et al 2010). The 
Stackelberg hierarchy may have more than two 
levels. 

3 NETWORKED DYNAMIC 
CONTROL SYSTEMS 

A system that is more general than the class 
considered in Section 2 is one where the individual 
control systems are dynamic.  If the systems are 
discrete-time the individual models may be of the 
form 

 

ሺ݇ݔ  1ሻ ) = ݂ሺݔሺ݇ሻ, ,ሺ݇ሻݑ ݇ሻ (9)
 

݅ ൌ 1,… ,ܰ, ݇ ൌ 0,…    is the stateݔ  where  ,ܯ,
vector of system ݅, with dimension  ݊ଵ;  ݑ  is the 
control vector of system ݅, with dimension  ݉, and 
݇  is discrete time with integer values from 0 to M. 
The vector functions ݂  are mappings from the 
spaces of the arguments to the space of ݔ and  ݊, 
 ݉, ܰ  and ܯ  are given. The network connections 
may be modelled by an algebraic equation 
 

,ଵݔሺܩ … , ሻݔ ൌ 0 (10)
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where ܩ  may be a scalar or vector of a given 
dimension. Associated with each system  ݅, may be a 
scalar performance index or cost function 

1

0

( ( )) ( ( ), ( ))
M

i i i i i i
j

J C x M L x j u j




  (11)

If ܬ  represents total cost for the entire horizon 
from 0 to M, then ܥ൫ݔሺܯሻ൯ represents the 
incremental cost at the terminal time, and 
,ሺ݆ሻݔ൫ܮ  ሺ݆ሻ൯ represents the incremental costݑ
during time  ݆. As in the static case, there will be a 
dilemma in a simple dynamic optimization of  ܬ, in 
Equation (11) with respect to the control vector 
 ሺ݆ሻ sequence because the control may be inݑ
feedback form and even if only ݔሺ݆ሻ is used for 
feedback at time  ݆, ݔ  is not independent of the 
other system states because of the network coupling 
modelled by Equation (10). 

A more general effect of the network connection 
represented by Equation (10) may be a change in the 
individual control system model from Equation (9) 
to Equation (12) 

 

ሺ݇ݔ  1ሻ = ݂ሺݔଵሺ݇ሻ, … ,ேሺ݇ሻݔ ሺ݇ሻ (12)ݑ
 

݅ ൌ 1,… ,ܰ, ݇ ൌ 0,…  ܯ,

and the constraint represented by Equation (10) may 
remain.  

For systems that are modelled as continuous-time 
processes a typical description in state variable form 
is given by the vector differential equation 

  dx
i
(t) / dt  f

i
(x

1
(t),...,x

N
(t),u

i
(t))

 
(13)

where ݔ is the state vector of system ݅, with 
dimension  ݊ଵ;  ݑ  is the control vector of system  ݅, 
with dimension  ݉, and t is continuous time with 
values in the interval [0,T], and  T is a specified real 
number. Instead of the cost function in Equation (11) 
the continuous time version is an integral analogous 
to the sum in Equation (11) 
 

ܬ ൌ  ߶൫ݔሺܶሻ൯    ,ሻݐሺݔሺܮ ,ሻݐሺݑ ݐሻ݀ݐ
்

 t)dt (14)
 

Because of the links in the network there may be 
a constraint as in Equation (10). The standard 
dynamic optimization of the integral cost functional 
with respect to the vector functions ݑሺݐሻ ) for t in 
the interval [0,T] poses a dilemma because the 
functional may depend on the states of the other 
subsystems through the constraint in Equation (10). 

In general, the direct application of dynamic 
optimization for single controllers becomes a 
problematic issue. The field of dynamic game theory 

offers potential benefits in the design and analysis of 
such systems (Isaacs 1955, Basar and Cruz 1982, 
Basar and Olsder 1998, Starr and Ho 1969a, Starr 
and Ho 1969b, Chen and Cruz 1972, Simaan and 
Cruz 1973a-c, Cruz 1975, Castanon and Athans 
1976). Macroeconomics has completely adopted 
concepts from dynamic game theory. For multiple 
agent dynamic engineering systems the application 
of multi-agent models and equilibrium theories of 
dynamic games would be beneficial also. 

4 ILLUSTRATIVE EXAMPLE 

In this section we consider a single, simplified 
composite energy system with only one state 
variable (xt) but two decision-makers, each with a 
control variable. We consider only finite states of 
zero, 1, and 2 and finite controls 0 and 1, and two 
time stages. For each controller there will be an 
associated incremental cost at each time stage and a 
total cost for the two time stages. We will analyze 
the network using some of the solution concepts in 
dynamic game theory.  

Table 1: State Transitions in Period 1. (Simaan and Cruz 
1973b). 

 Controllers’ Decisions 
(0, 0) (0, 1) (1, 0) (1, 1) 

x0 = 1 x1 = 1 x1 = 2 x1 = 0 x1 = 1 
 

Controller 1 is assumed to be the upstream 
agricultural sector of a biofuel supply chain, similar 
to that considered in Cruz, Tan, Culaba, and 
Balacillo 2009, while Controller 2 is the downstream 
sector comprised of the biofuel processing sector. In 
each time period, each controller is faced with the 
option of expanding (u = 0) or maintaining (u = 1) 
current production capacity. The composite system 
is described by a trivalent state variable which 
indicates upstream (agricultural) deficit (x = 0), 
balanced production (x = 1), or upstream surplus (x 
= 2). This is a biofuel supply chain interpretation of 
the numerical example that appeared in Starr and Ho 
1969 a,b and Simaan and Cruz 1973a,b.  Tables 1 
and 2, which are based on the game described in 
Simaan and Cruz 1973b, show the possible state 
transitions arising from decisions in this stylized 
energy system. As each controller is faced with a 
binary decision in a given time period, over the 
entire planning horizon each will have four possible 
decisions, namely, (0, 0), (0, 1), (1, 0) and (1, 1). For 
open-loop control structure, i.e., the controls are 
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functions of time (stage) only,  each of the two 
controllers have four possible decision sequences, 
and the two-stage game may be expressed in bi-
matrix form as in Table 3,  wherein the first and 
second entries are the cumulative costs borne by the 
two controllers over the entire time horizon. See 
Simaan and Cruz 1973b for the incremental costs. 

Table 2: State Transitions in Period 2 (Simaan and Cruz 
1973b). 

 Controllers’ Decisions 
(0, 0) (0, 1) (1, 0) (1, 1) 

x1 = 0 x2 = 2 x2 = 1 x2 = 0 x2 = 0 
x1 = 1 x2 = 1 x2 = 2 x2 = 0 x2 = 1 
x1 = 2 x2 = 2 x2 = 2 x2 = 1 x2 = 0 

Table 3: Cumulative Cost for Open-Loop Bi-Matrix Game 
(Simaan and Cruz, 1973b). 

 Controller 2 
(0, 0) (0, 1) (1, 0) (1, 1) 

C
on

tr
ol

le
r 

1 

(0, 0) 8, 8 11, 6** 10, -2 11, 0 

(0, 1) 6, 4 12, 3 7, 2 12, 4 

(1, 0) 5, 12 20, 15 5, 11 8, 9* 

(1, 1) 6, 5*** 16, 7 3, 7 9, 6 

*Nash equilibrium 
**Open-loop Stackelberg equilibrium with Controller 2 
as leader 
***Open-loop Stackelberg equilibrium with Controller 
1 as leader 

 
If we assume that neither the upstream nor 

downstream sectors of the energy supply chain 
dominate the game, the system naturally tends 
toward the Nash equilibrium as indicated in Table 3. 
In this case, each decision maker identifies his 
rational reaction, which is the response that 
minimizes his cost for any possible action by the 
other player. The Nash equilibrium is the 
intersection of the rational reactions of the two 
decision makers. They both commit to an open-loop 
sequence at the beginning of the horizon. The 
upstream sector maintains production capacity in the 
first time period, and expands production in the 
second period, while the downstream sector 
maintains its capacity throughout. As a result, the 
energy system is at a state of surplus farm 
production at the end of the time horizon analyzed. 
Note that this state is reached without any 
centralized direction, and emerges purely from the 
self-interested action of the two agents.  

The energy system evolves differently if either  

sector were dominant. For instance, if the 
downstream (fuel processing) sector acted as the 
leader, the system reaches the open-loop Stackelberg 
equilibrium indicated in Table 3. In this scenario, the 
dominant decision-maker selects his action so as to 
minimize his cost, having anticipated that the 
follower’s response is the latter’s rational reaction as 
in the Nash case. It would commit in advance that it 
would increase production capacity in the first 
period, but maintain it in the second period. The 
agricultural sector, the follower, would increase 
production in both periods. The energy supply chain 
thus also reaches a state of surplus upstream 
production capacity (i.e., excess biofuel feedstock) 
as in the Nash game, except that the cost burden of 
the farmers would have increased while those of the 
processors would have gone down. Note that the 
leader’s Stackelberg solution can be no worse than 
his corresponding Nash solution (Simaan and Cruz, 
1973a,b). 

A similar analysis can be made for the case 
wherein the upstream sector dominates and acts as 
leader. In this case, an alternative Stackelberg 
solution is reached, as shown in Table 3, with the 
supply chain ending in a state of deficit in upstream 
production capacity. Note that in this case, both 
controllers incur lower cumulative costs than they do 
in either of the two previous scenarios. Thus, from 
the system-level standpoint, this solution is superior 
for the given transitions and payoffs.  

For a closed loop structure the sectors have 16 
decision choices that depend on time and the state, 
see Simaan and Cruz (1973b). In particular, Simaan 
and Cruz (1973b) showed through the examples  that 
the leader solutions violate Bellman’s principle of 
optimality (Bellman, 1957). In economics, this 
violation is known as time-inconsistency (Kydland 
and Prescott 1977).  

5 CONCLUSIONS 

In this position paper we provide a discussion of the 
need to use modelling and control methods that are 
more appropriate than those for single controller 
systems when we have a networked system of 
control systems whereby the individual systems that 
are networked have their individual controls and 
individual objective functions. This need arises 
because the network that may involve 
communication links induces interaction and 
complicates the choice of control strategies for the 
various subsystems. There are methodologies that 
could be applied now for multi-agent systems but 
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there remains further need for research to address 
issues such as estimation, adaptation, stability, and 
robustness, to name a few. Global complex systems 
such as reduction of the external costs of negative 
environmental impacts of the use of various energy 
sources, mitigation of natural disasters, and 
consideration of global warming in technological 
planning, are prime areas where these networked 
control systems methods could be beneficially 
applied. 
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Abstract: Modelica Modeling language is powerful and suitable for modeling mechatronic systems, being possible to 
interact different technological aspects and deal, simultaneously with different technologies (mechanical, 
electrical, pneumatic, hydraulic,..). In this paper it is discussed, in a case study, the possibility of using this 
language for modeling an automation system (controller and plant) in closed loop behavior and also in 
defining some parameters of the automation system in order to optimize some behavior aspects of the 
system as, for instance, the time cycle of the automation system. Some aspects relied with controllers 
dependability are also discussed and it is showed how Modelica modeling language can help controllers’ 
designers improving controllers dependability, when are used Simulation Techniques. 

1 INTRODUCTION 

There is a rapidly increasing use of computer 
simulations in industry to optimize products, to 
reduce product development costs and time by 
design optimization, and to train operator. Whereas 
in the past it was considered sufficient to simulate 
subsystems separately, the current trend is to 
simulate increasingly complex physical systems 
composed of subsystems from multiple domains. 

In such a complex industrial process, simulation 
tools are extremely useful since they can contribute 
to higher product quality and production efficiency 
in several ways. For example, modifications in a 
plant could be tested (both statistically and 
dynamically) in advance in a simulator saving much 
of the trial and error procedure that is used 
nowadays; the optimization of plant behavior 
parameters can be performed too. Besides, a 
dynamic simulator of the plant and of its control 
would allow for a thorough study of different control 
strategies, and would be an efficient way to tune 
controllers for new equipments. Finally, a simulation 
tool can also be a way of training not only the 
operators but also the production engineers and 
technicians. Some tools have been developed in 
order to simulate the behavior of automation systems 
(figure 1). 

 
Figure 1: Evolution of modeling and simulation tools. 

Graphical block diagram modeling is widely 
used in control engineering (Karayanakis, 1995). 
Some examples of languages and environments 
supporting this paradigm are Matlab/Simulink 
(Matlab, 2010), MATRIXX/SystemBuild (Matrixx, 
2010), HYBRSIM (Mosterman, 2002) and ACSL 
Graphics Modeller (MGA Software 1996). Block 
diagram modeling paradigm might be considered as 
a heritage of analog simulation (Aström et al. 1998). 

On the other hand, object-oriented modeling 
languages and compilers supporting the physical 
modeling paradigm have become available since the 
1990’s decade. This is driven by demands from 
users to be able to simulate complex multi-domain 
models. 
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In this paper it is presented a study and shown 
how Modelica modeling language can be used to 
optimize plant behavior parameters in order to 
guarantee the good and desired behavior for the 
system, in the shorter time cycle, combined with 
other aspects like energy consumption, for example. 

To achieve the proposal goal, the section 2 is 
devoted to the presentation of Modelica modeling 
language and the Dymola Simulation environment; 
section 3 presents the case study that is the base for 
our study; section 4 discusses the mathematical 
modeling of the plant. Further, section 5 presents the 
Modelica model of the system (controller model 
coupled with plant model); section 6 discusses the 
obtained results concerning the defined plant 
behavior parameters to study and, finally, section 7, 
presents some conclusions and future works, in this 
field. 

2 MODELICA AND DYMOLA  

In the few years of research in modeling and 
simulation, the concept of object-oriented modeling 
has achieved a big relevance. Several works have 
demonstrated how objected oriented concepts can be 
successfully employed to support hierarchical 
structuring, reuse and evolution of large and 
complex models independent from the application 
domain and specialized graphical formalism. 

To handle complex models, the reuse of standard 
model components is a key issue. But in order to 
exchange models between different packages an 
unified language is needed. Modelica is an object-
oriented, general-purpose modeling language that is 
under development in an international effort to 
introduce an expressive standardized modeling 
language, see (Elmqvist and Mattson, 1997) 
(Fritzson and Vadim, 1998). Modelica supports 
object-oriented modeling using inheritance concepts 
taken from computer languages such as Simula and 
C++. It also supports non-causal modeling, meaning 
that model’s terminals do not necessarily have to be 
assigned an input or output role. In fact, in the last 
few years it has been proved in several cases that 
non-causal simulation techniques perform much 
better than the ordinary object-oriented tools. 

Modelica is a powerful programming language 
where equations are used for modeling of the 
physical phenomena. No particular variable needs to 
be solved for manually because the software Dymola 
(Dymola software, 2010) has enough information to 
decide that automatically. This is an important 
property of Dymola to enable handling of large 

models having more than hundred thousand 
equations. Modelica supports several formalisms: 
ordinary differential equations (ODE), differential-
algebraic equations (DAE), bond graphs, finite state 
automata, Petri nets, etc. 

3 CASE STUDY DESCRIPTION 

The case study that is proposed as base for this work 
is inspired on the benchmark system proposed by 
(Kowalewski et al. 2001). 

Figure 2 illustrates an example of an evaporator 
system, which consists of two tanks, where an 
aqueous solution suffers transformations. In the first 
tank that solution should acquire a certain 
concentration through the heating of the solution 
using an electrical resistance (H1) which provokes 
the steam formation. 

Associated to the tank1 (figure 2) exist a 
condenser (C) responsible for the condensation of 
the steam that however it was formed. The cooling, 
in that condenser, it is done through the circulation 
of a cooling liquid (whose flow is measured by 
sensor FIS) that passes through the cooling circuit (if 
open the valve V13). 

Associate to the tank1 there are a group of 
sensors: level sensors (maximum (LIS1) and 
minimum (LII1)), temperature sensor (acceptable 
maximum (TIS1)); sensor of conductivity (QIS) that 
is to indicate the desired concentration; they also 
exist several actuators: filling valve of the tank1 
(V12), drain valve (V16) and emptying valve (V15), 
that it is also the filling valve of the tank2. 

 
Figure 2: Scheme of the entire evaporator system. 

In the normal operation mode, the system works 
as follows. 

The tank1 should be previously filled to its 
superior level with an aqueous solution by opening 
valve V12. When the tank1 is full, the heating 
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system is switch on and also, in simultaneous, the 
cooling system of the condenser by opening valve 
V13. When it is formed steam, this condenses in the 
condenser C. When the concentration desired in the 
tank1 is reached, there are switch off the heating 
system and the cooling system of the condenser. 
Continuously the solution flows from tank1 into 
tank2, and it must be guaranteed that the tank2 is 
empty. The transfer of the solution to the tank2 is for 
a powder-processing operation that is not, here, 
described. For that powder-processing operation, 
there is necessary to heat the solution to avoid 
possible crystallization, and for that there are two 
approaches: it can heat until the temperature sensor 
of the tank2 indicates that the desired temperature 
was reached; or it can heat up for a certain time. 
Finally, the tank2 is emptied by the pump P1, if the 
valve V18 be opened. 

On the other hand, in the possible failure 
operation mode, the system works as follows. 

A possible failure scenario of the system happens 
when the cooling fluid flow in the condenser be to 
low (detected by sensor FIS). This implicates the 
increase of pressure and temperature in condenser C 
and tank1, if the heating system keep switch on 
(solution steam). It is necessary to guarantee that the 
pressure in the condenser C doesn't exceed a 
maximum value to avoid its explosion. For that, it 
should be guaranteed that the heating in the tank1 is 
switch off before the open of the safety valve (V16). 

For this situation of failure operation, it should 
switch off the resistance H1 the more quickly 
possible, but tends in account that the solution 
doesn't crystallize, then that we are before a critical 
time. To switch off the resistance H1 they are 
considered two possibilities: through a time after 
sensor FIS to have detected reduced flow; or through 
the sensor of temperature TIS1 (due to the pressure 
and temperature are parameters that are directly 
related). 

There are evidences that should be guaranteed, as 
for instance that the tanks should never overflow. 
After the failure situation occurs, all of the valves 
should be immediately closed. 

3.1 Controller Specification 

In order to guarantee the desired behavior, the 
controller specification was developed according to 
IEC 60848 SFC specification. 

Table 1: Input/Output variables of the controller. 

Inputs Outputs 
LIS1 – Superior level of the 

tank1 V12 – Solution entrance of the tank1

LII1 –  Inferior level of the tank1 V13 – Cooling of the condenser 
QIS – Electrical conductivity of 

the solution in tank1 
(concentration) 

V15 – Valve of solution passage of 
the tank1 for the tank2 

TAlarm– Maximum solution 
temperature in tank1 

(sensor T1S1) 
V16 – Drain of the tank1 

LIS2 – Superior level of tank2 V17 – Heating of the tank2 
LII2 – Inferior level of tank2 V18 – Emptying of the tank2 

TIS2 – Solution temperature in 
tank2 P1 – Emptying pump of the tank2 

FIS – Cooling solution flow of 
the condenser C H1 – Heating Resistance of the tank1

The input and output variables of the controller 
which controls the process in closed-loop are 
presented and described in table 1. 
The SFC specification of the controller behavior 
(normal and failure modes) is presented in figures 3 
and 4. 

 
Figure 3: SFC specification of the Controller – Normal 
Operation Mode. 

 
Figure 4: SFC specification of the Controller – Failure 
Operation Mode. 
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The controller specification was directly translated 
to Modelica modeling language, more specifically to 
the library for hierarchical state machines 
StateGraph (Otter et al. 2005). 

4 PLANT MATHEMATICAL 
MODELLING 

The next table presents the mathematical equations 
that model the system. 

The plant modelling has two goals (table 2): first 
to assure that the controller specification is adequate 
for the intended system behaviour and, second, to 
minimize the cycle time for repetitive automation 
systems processes. In this paper there are discussed 
the two of them: to be sure that the system behaves 
as expected – without leading to dangerous 
situations - and to maximize the productivity of the 
process that it implicates the maximization of the 
number of batches. 

Due to discrete switching between the two 
different continuous systems (T1 and T2), which 
happens not only at the stage transitions, by 
changing the position of the on/off valves (V15 and 
V18), but also in stage 2 for boiling water point, this 
developed model is of hybrid nature. The main 
required parameters and algebraic equations are 
presented in detail in the table 2. 

The setting of alarm temperature TAlarm is chosen 
correctly to accomplish the following two opposed 
very important properties: On the one hand it must 
be low enough to avoid a dangerous temperature and 
pressure values, and on the other hand it has to be 
sufficient high so that temperature T does not fall 
below a crystallization temperature before liquid 
level in tank1 (H1) becomes zero. 

5 MODELICA MODEL OF THE 
SYSTEM 

Due to the described potentialities, it was developed 
a global model of the evaporator system, already 
presented in the previous sections. The plant was 
modeled as the controller using the Dymola software 
and the object-oriented programming language 
Modelica (Fritzson and Vadim, 1998, Elmqvist and 
Mattson, 1997). Additionally, to model the 
controller, it was used the library for hierarchical 
state machines StateGraph (Otter et al. 2005), which 
are included in the Dymola software. 

Table 2: System description (differential and algebraic 
equations). 

Stage 1 
 

Heating 
while 
T2 is 

drained 

EvapLossHeat QQQdtdQ −−=)/(  

dtmmcTddtdQ VLLp /)).(.()/( , +=  

01 =
dt

dH
; 21

2 HK
dt

dH
−=  

).( eLoss TTkAQ −=
dtdmQ Δ= )./(

 

evVEvap h ; gAAK R 2)./( 21 =  
2TaTaap ++= 210 (boiling pressure, dissolve  

substance ignored) 

TRMmpV mLVV )/(=
mmm +=

; Tbbhev 21 +=Δ  

VLtotal
QHeat

= 6 kg (total mass of fluid),  
(heat supply rate) 

302.0 mVV =
KWkA /24

(vapor volume, assumed to be constant),  
= (heat loss flow per Kelvin) 

Stage 2 
 

Cooling 
while 
T2 is 

drained 

EvapLoss QQdtdQ −−=)/(  

01 =
dt

dH
; 21

2 HK
dt

dH
−=  

T < 373K:  dtmcTddtdQ LLp /)..()/( .,=
0≅EvapQ

,373KT >
dtdQ )/( =

Evap dmQ = (
WkA 5.22

 

;
;  

:1barp >
cTd Lp .(.( .,

V hdt Δ)./
K/

dtmm VL /))+

ev .(Loss kAQ = )eTT −
=  (heat loss flow per Kelvin) 

Note: In this stage it will be used the same  
algebraic equations and parameters as in stage 1. 

Stage 3 
 

Cooling 
while 
T1 is 

drained 

LossQdtdQ −=)/(  

12
1 HK

dt
dH

−= ; 11
2 HK

dt
dH

−=  

dtmdTcdtdQ LLp /)/.()/( .,= ; ).( eLoss TTkAQ −=
gAAK R 2)./( 12 = ;  

;  
11AHLmL ρ=

11 .DHAA π+=
2//150 mKWk = (heat loss transfer coefficient), 

=0.03m2, =0.06m2 (cross-sectional area T1 and 
T2) 

1A 2A

Variables 

state: T  (temperature in T1), , (liquid heights, 
tanks considered empty when ) 

1H
H 2/1

2H  
.0≤ m0017

algebraic: (liquid mass), (vapor mass),   Lm
hΔ

Vm
               (evaporation enthalpy),ev p (pressure), 
                A (heat loss area) 

Additional 
parameters 

1

1T

1a =
a

A

onstants), 

kg/K 

 heat 

(diameter of T1), gravity 

nt), 

=0.03m2, =0.06m2 (cross-sectional areas of 

and ), (pipe cross-sectional 

area) a , 

, 

2A
AR

3.9 ⋅
410⋅

/ mN

2T

0 =
28.5−
4.75

2510.2 m−=
26 /10 mN

22 // KmN
22 / K ,,aa2

kgJ /106⋅ ,

(enthalpy constant), c p,

= ( pressure c

b 294.31 =

L (liquid

capacity), 

mD 2.0=

210 a

2 78.2−=b
J /4220=

310⋅ J/

Kkg /

2/81.9 smg = (

ol  (molecular

iquid

nsta

constant), M

L

314.
KTe 283=

mkgL /018.0=  weight of 

liquid), ρ  density), 

Rm 8= (molecular gas co

temperature) 

3/970 mkg= (l

molkgJ //
(environment 
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Related with the odeled the 
fil

plant part, it was m
ling source, the tank1 and tank2, the heater (H1), 

the condenser and the valves. For that, it were used 
the parameters and algebraic equations presented in 
the table 2. 

Figure 5 shows the global modelica model of the 
system, being highlighted the two main parts, the 
physical part (plant) on the left, and the controller on 
the right. On the other hand, the controller model 
was developed according the SFC specifications (see 
figures 3 and 4). 

 
Figure 5: Global modelica model of the evaporator 

ue to the reason of it being specified a 
di

6 SIMULATION RESULTS 

ults of 

 was necessary to 
de

of the controller system (see 
fig

ns, respectively, relating to the normal 
op

system. 

Also, d
screte controller to control the hybrid plant, it was 

necessary to implement an appropriate interface, that 
translate the analogue outputs signals of the plant 
(tanks levels, temperatures, concentration,…) digital 
signals, that can be used as inputs of the discrete 
controller. 

In this section, there are presented res
simulations that were accomplished with the purpose 
of studying the dynamical behavior of the hybrid 
models described in the previous sections in order to 
maximize the productivity of the evaporator process, 
in terms, of their energy efficiency and batches 
times. 

Moreover, these simulations can be seen as a 
“system preliminary analysis” to check if the system 
behaves in agreement to a given specification for a 
particular case, like as, a given a initial state of the 
process and a given control program. However, it 
must to be enhanced that this is not verification in 
the strict sense, since it relies on the appropriate 
selection of the considered cases. 

In order to perform the hybrid model simulation 
with different heating power’s it

fine the parameters, start and stop time of the 
simulation, the interval output length or number of 
output intervals and the integration algorithm. In the 
present work, in all simulations performed, the Dass 
algorithm (Basu et al. 2006) with 10000 output 
intervals was used. 

The first simulations performed was devoted to 
verify if the SFC 

ures 3 and 4) modeled with Modelica language 
with the library for hierarchical state machines 
StateGraph simulated correctly the evaporator 
system. 

Figures 6 and 7 show the results of the first two 
simulatio

eration and failure operation modes for the level 
tanks. The failure mode it is consequence of the 
occurrence of the condenser malfunction during the 
production cycle that it originates that the solution 
temperature in the tank1 reach the alarm temperature 
pre-defined (390K). 
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Figure 6: Level tanks in function of time in normal 
operation mode of the evaporator system. 
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Figure 7: Level tanks in function of time in failure 
operation mode of the evaporator system. 
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Observing Figure 6 it can be concluded that the 
normal operation mode is properly simulated by the 
developed program, since the two main properties 
that are important to prove are confirmed, for 
instance, the drainage of the solution present in the 
tank 1 only to happen when the tank2 is empty and 
also the filling of the tank1 to happen soon after this 
to be empty. On the other hand, observing figure 7, 
it can be also concluded that the failure operation 
mode is properly simulated, given that is proven that 
the tank1 is drained through the safety valve (V16 – 
see figure 2) because it is seen that the tank2 
remains empty. 

After being concluded that the normal and failure 
operation behavior is properly simulated by the 
proposed program they were performed other 
simulations in order to obtain the relationship 
between several physical plant parameters that can 
obtain the best ratio between the number of batches 
and the supply energy costs. 

This manner, among of several physical variables 
of the process (see table 2) it was chosen the heat 
supply rate (QHeat) because it is the most relevant 
variable, that determine the rate of the steam 
formation (this condenses in the condenser C) and 
correspondingly, the time in that the solution present 
in the evaporator (tank1) is prepared to be drained 
(desired concentration reached). 

The solution concentration (C) is obtained by the 
following equation: 

)  /()( 0 VLL mmmCC −⋅= (1)

Where, C0 is the initial concentration, mL is the 
liquid mass and mV is the vapour mass. In addition, 
in all of the performed simulations, it was assumed 
concentration values of 0.01000 and 0.01003, 
respectively, initial and final. 

Figures 8 and 9 illustrate the behavior of the 
model given in the table 2 for heat supply rate 
(QHeat) of 3000W, respectively for the vapour mass 
and concentration. 
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Figure 8: Vapour mass in function of time with a heat 
supply rate of 3000W. 
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Figure 9: Concentration in function of time with a heat 
supply rate of 3000W. 

In a general way, the results presented in the 
figures 8 and 9 allow to conclude that the 
concentration behavior is properly simulated by the 
proposed program. 

In particular, analyzing figure 8 it can be stated 
that the boiling water point (373K) it is reached after 
having elapsed about 800s and after this time the 
vapour mass increases continually as it was foreseen 
with the increase of the temperature. 

On other hand, observing figure 9, it can be 
verified that the time in that the solution present in 
the tank1 reaches the final concentration (0.01003), 
and this way prepared to be drained to tank2, is 
about 3000s. 

In order to be possible to generalize the batches 
optimization, that it implicates the productivity 
maximization of the evaporator system, it is 
essential to know the optimized relation between the 
heat supply rate and the time for the solution reaches 
the desired concentration in the tank1 (evaporator). 

Figure 10 illustrates the time for the solution 
reaches the desired final concentration in function of 
heat supply rate, as example, from 3000 to 
100000W. 

Analyzing figure 10, it can be concluded that the 
increase of the heat supply rate originates a very 
significant decrease on the required time for the 
solution reaches the final concentration. It can be 
highlighted that the more accentuated time 
reductions happens in the interval from 3000 to 
20000W. 

This manner, in agreement with the simulations 
results presented, it can be concluded that the heat 
supply rate of 20000W, could be the most 
appropriate to obtain the best optimization between 
the number of batches and the supply energy costs, 
considering the values of the physical variables of 
the evaporator system presented in table 2. 
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Figure 10: Time for the solution present in the tank1 
reaches the final concentration in function of heat supply 
rate. 

7 CONCLUSIONS AND FUTURE 
WORK  

The simulation used to evaluate the controller and 
plant behavior has been developed and proposed in 
this paper. 

The present research proved to be successful using 
the Modelica programming Language to obtain a 
plant model and using it, in a closed-loop behavior, 
with the controller model.  

Some parameters and functional aspects of the 
system have been simulated in order to define a set 
of values of different variables that make the system 
dependable and safe avoiding dangerous situations, 
and more efficient, when studied some critical plant 
behavior parameters.  

The study of critical plant behavior parameters 
(like presented in this paper) can be performed using 
Modelica in order to obtain simulation models of 
complex systems. 

As future work the authors believe that, with 
auxiliary calculations, it will be possible, using 
simulation strategies, to define optimal values for 
the different variables, in order to obtain, by one 
hand, a safe system behavior and, by other hand, to 
optimize the time cycle of Automation repetitive 
systems taking into account the critical steps of their 
functioning.  
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Abstract: This paper focuses on the Fuzzy Frequency Response: Definition and Analysis for Uncertain Dynamic Sys-
tems. In terms of transfer function, the uncertain dynamic system is partitioned into several linear sub-models
and it is organized into Takagi-Sugeno (TS) fuzzy structure. The main contribution of this approach is demon-
strated, from aTheorem, that fuzzy frequency response is a boundary in the magnitude and phase Bode plots.
Low and high frequency analysis of fuzzy dynamic model is obtained by varying the frequencyω from zero
to infinity.

1 INTRODUCTION

The design of control systems is currently driven by
a large number of requirements posed by increas-
ing competition, environmental requirements, energy
and material costs, the demand for robust and fault-
tolerant systems. These considerations introduce ex-
tra needs for effective process control techniques. In
this context, the analysis and synthesis of compen-
sators are completely related to each other. In the
analysis, the characteristics or dynamic behaviour of
the control system are determined. In the design,
the compensators are obtained to attend the desired
characteristics of the control system from certain per-
formance criteria. Generally, these criteria may in-
volve disturbance rejection, steady-state erros, tran-
sient response characteristics and sensitivity to pa-
rameter changes in the plant.

Test input signals is one way to analyse the dy-
namic behaviour of real world system. Many test sig-
nals are available, but a simple and useful signal is the
sinusoidal wave form because the system output with
a sinusoidal wave input is also a sinusoidal wave, but
with a different amplitude and phase for a given fre-
quency. This frequency response analysis describes
how a dynamic system responds to sinusoidal inputs
in a range of frequencies and has been widely used in
academy, industry and considered essential for robust
control theory (Serra and Ferreira, 2010).

The frequency response methods were devel-
oped during the period 1930− 1940 by Harry

Nyquist (1889− 1976) (Nyquist, 1932), Hendrik
Bode (1905− 1982) (Bode, 1940), Nathaniel B.
Nichols(1914−1997) (James et al., 1947) and many
others. Since, frequency response methods are among
the most useful techniques and available to analyse
and synthesise the compensators. In (Jr, 1973), the
U.S. Navy obtains frequency responses for aircraft
by applying sinusoidal inputs to the autopilots and
measuring the resulting position of the aircraft while
the aircraft is in flight. In (Lascu et al., 2009), four
current controllers for selective harmonic compensa-
tion in parallel Active Power Filters (APFs) have been
compared analytically in terms of frequency response
characteristics and maximum operational frequency.
Most real systems, such as circuit components (in-
ductor, resistor, operational amplifier, etc.) are often
formulated using differential/integral equations with
uncertain parameters (Kolev, 1993). The uncertain
about the systems arises from aging, temperature vari-
ations, etc. These variations do not follow any of
the known probability distributions and are most of-
ten quantified in terms of boundaries. The classical
methods of frequency response do not explore these
boundaries for uncertain dynamic systems. To over-
come this limitation, this paper proposes the defini-
tion of Fuzzy Frequency Response (FFR) and its ap-
plication for analysis of uncertain dynamic systems.
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2 FORMULATION PROBLEM

This section presents some essentials concepts for the
formulation and development of this paperFuzzy Fre-
quency Response for Uncertain Dynamic Systems.

2.1 Uncertain Dynamic Systems

In terms of transfer function, the general form of an
uncertain dynamic systems is given by Eq. 1, as de-
picted in Fig.1.

X
ν

ν

Y
G(s,    )

Figure 1: TS fuzzy model.

G(s,ν) =
Y(s,ν)
X(s)

=

bα(ν)sα +bα−1(ν)α−1+ . . .+bα(ν)sα +b1(ν)s+b0(ν)
sβ +aβ−1(ν)sβ−1+ . . .+a1(ν)s+a0(ν)

(1)

where: X(s) andY(s,ν) represents the input and the
output of uncertain dynamic systems;a∗(ν) andb∗(ν)
are the varying parameters;ν(t) is the time varying
scheduling variable;s is the Laplace operator;α and
β are the orders of the numerator and denominator of
the transfer function, respectively (withβ ≥ α). The
scheduling variableν belongs to a compact setν ∈V,
with its variation limited by|ν̇| ≤ dmax, with dmax≥ 0.
This formulation is very efficient and the fuzzy fre-
quency response of (1) can be used for stability anal-
ysis and robust control design.

2.2 Takagi-Sugeno Fuzzy Dynamic
Model

The inference system TS, originally proposed in (Tak-
agi and Sugeno, 1985), presents in the consequent a
dynamic functional expression of the linguistic vari-

ables of the antecedent. Thei
∣

∣

∣

[i=1,2,...,l ] -th rule, where

l is the rules numbers, is given by

Rule(i) :
IF x̃1 is F i

{1,2,...,px̃1}|x̃1
AND. . .AND x̃n is F i

{1,2,...,px̃n}|x̃n

THEN yi = fi(x̃) (2)

where the total number of rules isl = px̃1 × . . .×
px̃n. The vector x̃ = [x̃1, . . . , x̃n]

T ∈ ℜn contain-
ing the linguistics variables of antecedent, whereT

represents the operator for transpose matrix. Each
linguistic variable has its own discourse universe
U x̃1, . . . ,U x̃n, partitioned by fuzzy sets representing
its linguistics terms, respectively. Ini-th rule, the
variablex̃{1,2,...,n} belongs to the fuzzy setF i

{x̃1,...,x̃n}

with a membership degreeµi
F{x̃1,...,x̃n}

defined by a

membership functionµi
{x̃1,...,x̃n}

: ℜ → [0,1], with

µi
F{x̃1,...,x̃n}

∈ {µi
F1|{x̃1,...,x̃n}

,µi
F2|{x̃1,...,x̃n}

, . . . ,µi
Fp|{x̃1,...,x̃n}

},

where p{x̃1,...,x̃n} is the partitions number of the dis-
course universe associated with the linguistic vari-
ablex̃1, . . . , , x̃n. The output of the TS fuzzy dynamic
model is a convex combination of the dynamic func-
tional expressions of consequentfi(x̃), without lost of
generality for the bidimensional case, as illustrated in
Fig. 2, given by Eq. 3.
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Figure 2: Fuzzy dynamic model: A TS model can be re-
garded as a mapping from the antecedent space to the space
of the consequent parameters one.

y(x̃,γ) =
l

∑
i=1

γi(x̃) fi(x̃) (3)

whereγ is the scheduling variable of the TS fuzzy dy-
namic model. It can be observed that the TS fuzzy
dynamic system, which represents any uncertain dy-
namic model, may be considered as a class of sys-
tems whereγi(x̃) denotes a decomposition of linguis-
tic variables[x̃1, . . . , x̃n]

T ∈ ℜn for a polytopic geo-
metric region in the consequent space from the func-
tional expressionsfi(x̃).

3 FUZZY FREQUENCY
RESPONSE (FFR): DEFINITION

This section will present how a TS fuzzy model of
an uncertain dynamic system responds to sinusoidal
inputs, which in this paper is proposed as the defini-
tion of fuzzy frequency response. The response of a
TS fuzzy model to a sinusoidal input of frequencyω1
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in both amplitude and phase, is given by the transfer
function evaluated ats= jω1, as illustrated in Fig. 3.

E(s)
l

i = 1

γ
 i W  (s)

   i

Y(s)

Σ
Figure 3: TS fuzzy transfer function.

For this TS fuzzy model,

Y(s) =

[

l

∑
i=1

γiW
i(s)

]

E(s) (4)

Consider
l

∑
i=1

γiW
i( jω) a complex number for a

givenω, as

l

∑
i=1

γiW
i( jω) =

=

∣

∣

∣

∣

∣

l

∑
i=1

γiW
i( jω)

∣

∣

∣

∣

∣

ejφ(ω) =

∣

∣

∣

∣

∣

l

∑
i=1

γiW
i( jω)

∣

∣

∣

∣

∣

∠φ(ω) =

=

∣

∣

∣

∣

∣

l

∑
i=1

γiW
i( jω)

∣

∣

∣

∣

∣

∠arctan

[

l

∑
i=1

γiW
i( jω)

]

(5)

Then, for the case that the input signale(t) is si-
nusoidal, that is,

e(t) = Asinω1t (6)

the output signalyss(t), in the steady state, is given
by

yss(t) = A

∣

∣

∣

∣

∣

l

∑
i=1

γiW
i( jω)

∣

∣

∣

∣

∣

sin[ω1t +φ(ω1)] (7)

As result of the fuzzy frequency response defini-
tion, it is proposed the following theorem:

Theorem 3.1.Fuzzy frequency response is a region
in the frequency domain, defined by the consequent
sub-models and from the operating region of the an-
tecedent space.

Proof. Considering that the parameterν(t) is uncer-
tain and can be represented by linguistic terms, once
known its discurse universe, as shown in Fig. 4, the
activation degrees,hi(ν̃)|i=1,2,...,l , are also uncertain,
since it dependes of the dynamic system:

M
em
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Fuzzy sets representing linguistics terms

1

Figure 4: Functional description of the linguistic variables:
linguistic terms, discurse universes and membership de-
grees.

hi(ν̃) = µi
Fν̃∗1

⋆µi
Fν̃∗2

⋆ . . . ⋆µi
Fν̃∗n

(8)

whereν̃∗{1,2,...,n} ∈U ν̃{1,2,...,n} , respectively, and⋆ is
a fuzzy logic operator.

So, the normalized activation degrees
γi(ν)|i=1,2,...,l , are also uncertain, as shown in:

γi(ν̃) =
hi(ν̃)

l

∑
r=1

hr(ν̃)
(9)

This normalization implies

l

∑
k=1

γi(ν̃) = 1 (10)

The output of the TS fuzzy model is a weighted
sum of the consequent functional expression, e.g.,
a linear convex combination of the local functions
fi(ν̃), and is given by

y(ν̃) =
l

∑
i=1

γi(ν̃) fi(ν̃) (11)

Let F(ν̃) a vectorial space of transfer functions
with degree≤ l and f 1(s), f 2(s), . . . , f l (s) transfer
functions which belongs to this vectorial space. A
transfer functionf (s) ∈ F(ν̃) must be a linear convex
combination of the vectorsf 1(s), f 2(s), . . . , f l (s). So

f (s) = γ1 f 1(s)+ γ2 f 2(s)+ . . .+ γl f l (s) (12)

f (s) =
l

∑
i=1

γi(ν̃) fi(ν̃) (13)

The TS fuzzy model must attend the polytope
property. So, the sum of the normalized activation
degree must be equal to 1, as shown in Eq (10). To
satisfy this property, each rule must be singly acti-
vated. This condition is called boundary condition. In
this way, the following results are obtained:

If just the rule 1 is activated, it has(γ1 = 1,γ2 =
0,γ3 = 0, . . . ,γl = 0). Hence,
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f (s) = 1 f 1(s)+0 f 2(s)+ . . .+0 f l(s) = f 1(s)

(14)

From (5), it has

f ( jω) =
∣

∣ f 1( jω)
∣

∣∠ f 1( jω) (15)

If just the rule 2 is activated, it has(γ1 = 0,γ2 =
1,γ3 = 0, . . . ,γl = 0). Hence,

f (s) = 0 f 1(s)+1 f 2(s)+ . . .+0 f l(s) = f 2(s)

(16)

From (5), it has

f ( jω) =
∣

∣ f 2( jω)
∣

∣∠ f 2( jω) (17)

If just the rulel is activated, it has(γ1 = 0,γ2 =
0,γ3 = 0, . . . ,γl = 1). Hence,

f (s) = 0 f 1(s)+0 f 2(s)+ . . .+1 f l (s) = f l (s)

(18)

From (5), it has

f ( jω) =
∣

∣

∣
f l ( jω)

∣

∣

∣
∠ f l ( jω) (19)

Note that
∣

∣ f 1( jω)
∣

∣∠ f 1( jω) and
∣

∣

∣
f l ( jω)

∣

∣

∣
∠ f l ( jω) define a boundary region. Under

such circumstances, it seems plausible that the fuzzy
frequency response for uncertain dynamic systems
converges to a boundary in the frequency response,
as shown in Fig.5.

4 CONCLUSIONS

The Fuzzy Frequency Response: Definition and Anal-
ysis for Uncertain Dynamic Systems is proposed in
this paper. It was shown that the fuzzy frequency re-
sponse is a region in the frequency domain, defined
by the consequent linear sub-modelsGi(s), from op-
erating regions of the uncertain dynamic system, ac-
cording to the proposedTheorem 3.1. This formula-
tion is very efficient and can be used for robust stabil-
ity analysis and control design for uncertain dynamic
systems.
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Abstract: This paper describes a hardware/software codesign strategy for fuzzy control systems implementation using 

FPGAs. The main contribution of the paper consists of a methodology for joint development of hardware 

and software components intended for rapid and verifiable design of a fuzzy control system. The design 

flow combines specific tools for fuzzy inference systems included in the XFuzzy environment, simulation 

and modelling tools from Matlab and FPGA synthesis, and implementation tools provided by Xilinx. The 

advantages of this proposal are described in section 4 as it is used for the control system development of an 

autonomous vehicle. 

1 INTRODUCTION 

Fuzzy logic provides a mathematical framework to 

deal with the uncertainty and the imprecision typical 

of the human reasoning system. One of its main 

characteristics is the capability to describe the 

behaviour of a complex system in a linguistic way 

(Zadeh, 1973). Unlike classical logic systems, fuzzy 

logic aims to model approximated reasoning modes 

that play a significant role in the human ability to 

make rational decision without using precise 

mathematical models. These advantages have led to 

an increase in the number of applications using 

fuzzy logic controller (Ross, 2004).  

A great number of different design proposals, 

which range from software implementation to 

complete hardware design, have been reported in the 

last year (Baturone et al., 2000). The level of 

complexity attained by many of the current 

applications of control systems requires designing 

the fuzzy inference modules (FIM) as components to 

be included in a bigger system that, not only will be 

able to apply the control responses, but also to 

interface to other systems, reconfigure itself to 

different states, and perform other tasks not related 

to the fuzzy inference process. In these systems, 

common tasks and configuration may be realized by 

the software part using a general purpose processor, 

while time consuming functions must be 

implemented by means of specialized hardware 

(Cabrera et al., 2004). 

The progress in integrated circuits manufacturing 

technologies allows the integration of complex 

control systems on a single chip. Also, the resources 

available in current FPGA families can be used to 

implement a system on a programmable chip 

(SoPC). However, to benefit from these 
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technological advances, new design methodologies 

and powerful CAD tools must be developed to cut 

down the development cycle of new products and 

make them more competitive in market terms. 

A fuzzy control system design methodology is 

described in this paper. The codesign strategy and 

the basic components of the control systems are 

introduced in Section 2. In Section 3, the design 

flow and the tools are described. An application of 

the proposed methodology is explained in Section 4. 

Finally, the main contributions and future goals are 

resumed in Section 5. 

2 CONTROL SYSTEMS CODESIGN 

MODULES 

The proposed HW/SW codesign methodology for 

development of a fuzzy control system as a SoPC 

combines the use of a general purpose processor, 

available as IP-module for FPGA, connected to 

specific fuzzy IP-modules that allow fuzzy inference 

acceleration. 

The processor used is MicroBlaze, which is a 32-

bit RISC processor soft core optimized for 

implementation in Xilinx FPGAs. The system 

architecture of MicroBlaze consists of several buses 

that allows using multiple interfaces to connect 

peripherals. 

The main characteristics of the fuzzy module 

used in this design are the efficient use of resources, 

low power and high speed. In order to accomplish 

these characteristics it is important to remark the use 

of simplified defuzzification methods, the limited 

overlap degree of input membership functions and 

the implementation of a processing strategy that 

evaluates only the active rules (Sánchez-Solano et 

al., 2007).  

3 DESIGN FLOW TOOLS 

The proposed design flow combines the use of 

specific tools for development of fuzzy systems 

from the XFuzzy environment, modelling and 

simulation using Matlab, and Xilinx EDK for 

synthesis and implementation in FPGAs. According 

to the proposed methodology, the development of a 

fuzzy control system will be implemented at 

different stages which are described in next sections. 

 

3.1 FIMs Design using Xfuzzy 

The Xfuzzy environment has been developed to ease 

the design of fuzzy systems by starting from 

linguistic and/or numerical knowledge to final 

implementing them as hardware and/or software 

components. It provides a wide set of new featured 

tools which offer Graphical User Interfaces to ease 

the design flow at the stages of description, 

verification and synthesis. It can be also used for 

extracting fuzzy rules from numerical data and 

includes tuning and simplification facilities (López 

et al., 1998). 

The first stage of the aforementioned 

methodology aims at functional description and 

verification of the fuzzy inference modules. The 

FIMs may be described in Xfuzzy using a 

hierarchical architecture that combines fuzzy 

modules (for implementation of fuzzy rules bases) 

and crisp modules (to perform arithmetic and logic 

functions).  

Knowledge bases may be generated directly via 

xfedit or using identification and supervised learning 

tools, like xfdm and xfsl, with training data. xfplot 

may be used for functional verification. In addition, 

a closed loop simulation may be done with xfsim, 

using the fuzzy module in connection with a high-

level model of the plant. 

Once concluded the specification stage, a tool 

named xfsg is used to perform hardware synthesis. 

This tool generates the required files for the next 

stage. 

3.2 Synthesis and Verification using 
SysGen 

Using the SysGen library (Xilinx, 2008b), 

XFuzzyLib is generated as a specific library that 

provides basic modules for implementation of fuzzy 

controllers. XFuzzyLib library contains basic 

building blocks and other module descriptions 

including different connectives and defuzzification 

methods. See Figure 1 for description of an 

inference module. 

Automatic translation between the fuzzy 

inference description and the Simulink module is 

made using the files generated by the above 

mentioned xfsg. These files are a Simulink module 

describing the fuzzy system and a Matlab file that 

contains the definition of size and functionality of 

FIM components. 
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Figure 1: Description of a fuzzy inference module in Xfuzzy (left) and associated control surface (right). 

 

Figure 2: Left: Hardware/software cosimulation using the FPGA implementation of the fuzzy controller in a closed loop 

with a plant model. Top right: Xfuzzy simulation results of parking maneuvers, Bottom right: Simulink simulation. 

Design correctness can be verified at this stage 

by means of the facilities provided by Matlab. The 

use of a System Generator Block allows hardware 

synthesis. Also, it is possible to perform functional 

verification in closed loop through hardware-

software cosimulation as shown in Figure 2. 

3.3 IP Module Construction 
and Integration with MicroBlaze 

SysGen has options to connect hardware design with 

MicroBlaze implementation in a smooth way. 

Basically this consists in defining input and output 

registers so they can be addressed by MicroBlaze in 

various forms, see (Xilinx, 2008a). 

The import process in EDK adds interface (glue) 

logic according to the selected BUS for connection

 as well as basic drivers for software 

communication. 

3.4 Control System Implementation 

MicroBlaze hardware synthesis connected with the 

fuzzy controller and with other IP modules is 

possible thanks to Xilinx XPS tool. According to the 

design needs and constraints, the designer follows 

basic steps in order to correctly implement the whole 

system. Numerous options can be used, including 

that where the system (MicroBlaze processor and 

peripherals including the fuzzy controller) can be 

taken again to Simulink in order to verify 

correctness of implementation and perform a much 

more complex simulation. 
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4 CONTROL SYSTEM 

DEVELOPMENT 

OF AN AUTONOMOUS 

VEHICLE 

Parking of autonomous vehicles in a constrained 

space is a typical control problem in robotics (Li et 

al., 2003). Starting from any given position and 

orientation (x, y, Φ), the autonomous mobile robot 

must drive forward and backward (as required) at 

speed v and with a wheel curvature γ in order to 

always arrive backward at target position (0, 0, 0). 

The above methodology has been applied to the 

realization of a fuzzy control system for autonomous 

parking of an electric vehicle. The used mobile robot 

has been an autonomous electric vehicle called 

Romeo-4R. Romeo-4R is a four-wheeled car with 

standard Ackerman steering, DC traction and 

steering electrical motors. A digital signal processor 

(DSP) TMS-320LF provides support for motor 

control (encoder inputs and PWM outputs), A/D 

conversion, and communication links through serial 

ports, thus easing the low level control of the 

vehicle. The DSP acquires information from sensors 

(a gyroscope and encoders) and processes it by using 

a kinematical model usually employed for car-like 

robots in order to resolve the actual position (x, y) 

and orientation (Φ) (Cuesta et al., 2004). 

The state of the vehicle is transmitted every 50 

ms, thus determining the duration of the control 

cycle. The fuzzy high-level controller performs the 

parking control strategy and sends back to the DSP 

the new required values of speed and wheel 

curvature, so that the DSP controls the traction and 

direction motors. This hierarchical control structure 

allows developing different control strategies in the 

high-level controller and frees it from the low-level 

control task of Romeo-4R. 

Once known the values of the current state (x, y, 

Φ, v, γ) of Romeo-4R, the DSP transmits them to the 

FPGA containing the fuzzy controller through a RS-

232 serial interface and using a specific 

communication protocol (which is also implemented 

by the program running in the MicroBlaze 

processor).  

In order to give physical support to the 

development platform, a Xilinx University Program 

Virtex2-Pro Development System Board has been 

employed. This board allows cosimulation to be 

carried out using Matlab. 

Figure 2 (right) shows simulation results 

illustrating the trajectories of parking maneuvers. 

5 CONCLUSIONS 

A realization strategy for the development of hybrid 

HW/SW embedded fuzzy controllers on FPGA 

devices has been described. The design flow 

combines specific tools for development, simulation, 

synthesis and implementation using FPGAs. The 

main contribution of this paper is a methodology for 

the joint construction of hardware and software 

components in every stage of design. The proposed 

methodology is applied to solve a classic robotic 

problem. 
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Abstract: This paper presents two novel methods for segmenting the solid bed in infrared image sequences of metal-
recycling rotary kilns. Exploiting the different dynamicsand temperatures of gas phase, solid bed and kiln
wall, we developed filter chains for an image segmentation ofthe solid bed. For the image acquisition we
employed infrared cameras with a spectral filter. Two image processing algorithms were realized according to
the two most common camera positions (frontal and top-left view on the solid bed at the rear-end of the kiln).
Results show that both algorithms are capable to segment thesolid bed in the image sequences accurately and
reliably. The work presented here provides a basis for the extraction of characteristic process state variables,
that can help to improve the process control with regard to product quality, energy consumption and emission
reduction.

1 INTRODUCTION

Rotary kilns are industrially used for processing ma-
terials at high temperatures. Reducing the energy con-
sumption, improving the product quality and lowering
pollutant emission are important goals for the opera-
tion of rotary kiln plants. A new approach to achieve
these goals is an advanced process control that uses
additional information from cameras that capture im-
ages from the inside of the kiln. An appropriate image
processing system is necessary to extract meaningful
information of the process state out of the camera im-
ages to be used for the process control.

A rotary kiln is a cylindrical vessel that is slightly
inclined to the horizontal. While the raw material is
mixed by the rotating movement the solids gradually
move towards the kiln’s lower end. High temperatures
are attained by a burner inside the kiln and exothermic
reactions of the material. Infrared cameras are ca-
pable to capture the spatial arrangement of the solid
bed and the temperature distribution inside the kiln
all at once. An image processing system can enhance
the benefit of the acquired images by identifying spe-
cific process parameters, e.g. filling height, repose an-
gle or movement pattern of the solids (Henein et al.,
1983). Due to varying process conditions the robust-
ness of the applied image processing algorithms is an
important factor. In this paper we address the prob-

lem of segmenting the solid bed in infrared-images of
metal-recycling rotary kilns from the two most com-
mon camera positions (frontal and displaced to the
top-left).

(Zipser et al., 2006) describe a software tool for
monitoring and analyzing of video and infrared im-
ages of combustion processes. In (He et al., 2009) an
intensity-based Fuzzy-C-Means clustering algorithm
for segmenting the solid bed in video images of alu-
mina kilns is presented. (Sun et al., 2008) examine
the segmentation of the solid bed and burner flame
in video images based on texture information and
Fuzzy-C-Means clustering. Our segmentation algo-
rithms process infrared images and make use of in-
tensity as well as dynamic properties in a particular
filter chain to improve the overall segmentation re-
sults. After outlining the image acquisition in sec-
tion 2 the image segmentation method developed for
a frontal view position of the camera is described in
section 3. Section 4 depicts the segmentation algo-
rithm for a top-left view of the camera and section 5
concludes this paper.

2 IMAGE ACQUISITION

The analyzed image sequences were captured at a
metal-recycling rotary kiln located in Freiberg (Ger-
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many). The length of the kiln is 43m with an inner
diameter of 3.6m. We used two different infrared-
cameras, which were installed at the lower end of the
kiln. The first camera (scenario 1) with a a resolu-
tion of 256x128 pixels was located slightly below the
rotational axis of the kiln (Figure 1 left). The second
camera was installed at the top-left of the rotary axis
(scenario 2). It has a resolution of 320x240pixels
(Figure 1 right). Both cameras are equipped with a
spectral filter at 3.9µm where the absorbance of the
burning gas atmosphere is at a minimum. The in-
tensity values of the pixels correspond to absolute
temperatures (400 to 2000◦C) with an accuracy of
±5K. A developed image preprocessing system guar-
antees the validity of the acquired images. In the ac-
quired image sequences the direction of rotation is
anti-clockwise. Therefore the solid bed is moved up-
wards the right side of the kiln with regard to its cur-
rent repose angle. On legal grounds, parts of the air
supply unit had to be blacked out in the presented im-
ages.

Figure 1: Scenario 1 (left) and Scenario 2 (right).

3 IMAGE SEGMENTATION -
SCENARIO 1

3.1 Method

At lower average kiln temperatures the solid bed can
easily be segmented via intensity differences, as the
solid bed is colder than the gas phase in such situa-
tions. However, with increasing temperature the in-
tensity differences of gas phase and solid bed vanish
and a solely intensity-based segmentation algorithm
fails (Figure 2). A robust filter algorithm has to han-
dle both situation in an adequate way. The algorithm
we developed makes use of different intensity proper-
ties as well as dynamic properties of the solid bed and
the gas phase (Figure 3).

In theintensity-based partof the algorithm at first
an automatic thresholdingis performed on a region
of interest (ROI) containing the possible locations of
the solid bed. This method aims to find regions with
homogeneous intensity values via multiple threshold-
ing. Then all minimums in the intensity histogram of

Figure 2: Simple threshold segmentation at low (left) and
high (right) mean temperatures.

Figure 3: Solid bed segmentation algorithm for a frontal
camera view on the kiln.

the ROI of a single image are located. Each minimum
is used as a threshold segmentation. The segmented
regions are subsequently examined if their mean in-
tensity is below an offset (we used 30K) to the mean
intensity of the entire ROI. Regions with mean inten-
sities above this value are not further considered. The
region with the highest permitted threshold is subdi-
vided in connected pixel regions, whose areas (num-
ber of pixels) are computed. Connected regions with
small areas (we used 30 pixels as threshold) are re-
moved as fluctuations in the gas phase can generate
these regions. Consequently, the remaining connected
regions are defined as solid bed due to their mean in-
tensities and sizes. A grouping of these regions ide-
ally corresponds to the entire solid bed region. How-
ever, in many cases only a part of the solid bed is de-
tected or there is no valid segmentation result at all
(e.g. if the minimum search in the histogram is not
successful). Therefore the dynamic properties of the
solid bed and the gas phase are accounted for in the
segmentation algorithm. Thedynamic-based partis
adapted from a modified calculation of the total vari-
ation (TV) of each pixel. Two temporally successive
images are used to compute a difference image (dif-
ferencing). The accumulated absolute differences of
an image sequence reflects the total variation for each
pixel which is an indicator for the fluctuation behavior
of the intensity values. In our algorithm we normal-
ize the total variation with the number of used frames
in order to simplify the comparison of different frame
limits. Therefore this step can be regarded as anav-
eragingof the differences. The intensity values of the
gas phase are usually more fluctuating then the solid
bed’s which leads to higher TVs in the gas phase re-
gion. Nevertheless it is possible that moving lumps
within the solid bed, which are colder than the sur-
rounding material, facilitate high TV values at their
contours even inside the solid bed region. To cir-
cumvent this problem and to improve the overall seg-
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mentation result the intensity-based part is addressed
again. Themergingstep is the key element of the al-
gorithm. The preliminary segmentation result of the
intensity-based part is combined with the dynamic-
based computations. Cold lumps within the solid bed
are always either segmented solely or together with
the rest of the bed by the automatic threshold step due
to their low temperatures. The automatic threshold-
ing is done with both images which are used for the
respective differencing step. The pixels which are de-
fined as solid bed in at least one of the images are
approved as solid bed region in thedisjunctionstep,
i.e. a relocation of a lump can be captured. Now,
all pixels included in the identified intensity-based
solid bed region are set to 0 in the current difference
image. This merging situationally leads to an en-
hanced distinguishability between the gas phase and
solid bed in the averaged difference images. If the
mean temperature of the kiln is high, the segmentation
algorithm is predominantly based on the dynamics-
based part since the intensity-based part rarely de-
tects the solid bed region. When there is a high con-
trast between solid bed and gas phase in the input im-
ages the intensity-based part boosts the results of the
dynamics-based part due to the merging step. Ad-
ditionally, high difference values at the contours of
moving lumps are prevented through this combina-
tion. For the final segmentation step aregion growing
algorithm is implemented.

3.2 Results and Discussion

In figure 2 segmentation results at the frontal view
position with an fixed threshold segmentation are il-
lustrated. The intensity-based threshold segmentation
succeeds to detect the solid bed region in image se-
quences with low mean temperatures of the kiln. As
soon as the temperature rises this method fails. Even
an adaptive thresholding is not applicable at higher
mean temperatures, as there are no intensity differ-
ences between gas phase and solid bed. Figure 4
shows segmentation results with the combined seg-
mentation algorithm. They are each based on 200
frames. It can be seen that the modified averaged dif-
ference images possess high contrasts between solid
bed and gas phase regions also at high mean temper-
atures of the kiln. This enables an accurate final seg-
mentation with the region growing algorithm.

The developed combined segmentation filter chain
proved to be a reliable and precise method to detect
the solid bed in scenario 1 infrared images. This al-
lows the extraction of process relevant solid bed fea-
tures in future works. It is e.g. possible to define a
circle segment with two parameters corresponding to

Figure 4: Segmentation with modified averaged difference
images at low (left) and high (right) mean temperatures.

filling height and repose angle. In an iterative opti-
mization process both parameters are adapted to find
the best-fit of circle segment and segmented solid bed.
Besides acquiring these two parameters, the remain-
ing error between circle segment and solid bed region
can be used to discriminate the bed movement (e.g.
slumping or rolling).

4 Image Segmentation - Scenario 2

Conversely to scenario 1 in this case the solid bed has
to be distinguished from the inner kiln wall instead of
the gas phase. Intensity values cannot be used for the
segmentation since the temperatures of kiln wall and
solid bed are similar. Especially at the upper border
of the solid bed, where solid parts stick to the wall,
an intensity-based segmentation has little prospect of
success. The filter chain we developed makes use of
the different dynamic properties of the kiln wall and
the solid bed. In particular we discriminate the steady
rotating movement of the wall from the specific mix-
ing movement of the solid bed.

4.1 Method

The first step of our segmentation process is amap-
ping. Two circles in the acquired images are set, in
order to define the geometry of the inner surface of
the kiln. Then a geometric mapping of the inner sur-
face to a rectangle is performed (Figure 5 left). With
the mapped intensity values a movement analysis is
conducted. An optical-flow algorithm (Brox et al.,
2004) computes a vector field out of two successive
mapped images (Figure 5 right). Each vector spec-
ifies the direction and the magnitude of the move-
ment of a pixel between two frames. Due to the map-
ping step the rotation of the kiln is transformed in a
rightward movement. Consequently, discriminating
the solid bed from the kiln wall corresponds to de-
tecting the image region that is not constantly mov-
ing to the right. Since the material of the solid bed is
also transported up along the kiln wall before it col-
lapses respectively slides back in the opposite direc-
tion, an discrimination via movement is not possible
at all times. Thus we implemented a moving aver-
age filter which averages the movements of the last
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200 frames. In the so computed image the solid bed
can be segmented with a simple threshold operator.
Afterwards the segmented region in the mapped rect-
angular is mapped back to the original image. The
single steps of the segmentation filter chain are illus-
trated in figure 6.

Figure 5: Mapping of kiln’s inner surface to a rectangle
(left) and vector field of mapped kiln’s inner surface (right).

Figure 6: Solid bed segmentation algorithm for a camera
view from top-left.

4.2 Results and Discussion

The averaged horizontal velocities of an image se-
quence are shown in figure 7 left. Brighter gray val-
ues correspond to higher velocities. Whereas the dark
vertical stripe on the right side is due to the air supply
unit, the dark stripe more to the left is caused by the
dynamics of the solid bed. After a coarse definition
of the ROI the lower part of the mapped solid bed is
segmented via thresholding. The upper part is error-
prone at some sequences because of the mapping pro-
cess. Nevertheless the remapping of the segmented
region in the original image achieves accurate results
(Figure 7 right). In the next step extensions of the seg-
mentation method will be examined. For instance, the
best-fitting rectangular of the segmented region in the
mapped horizontal velocities will be determined. This
could improve the segmentation results in the more
distant region of the solid bed. Additionally, the dif-
ference between the segmented region and the best-
fitting rectangle could be used as an indicator for the
particular movement pattern of the solid bed.

Figure 7: Averaged horizontal velocity values (left) and seg-
mentation result (right).

5 CONCLUSIONS

The extraction of features from infrared image se-
quences of the inside of rotary kilns provides a high
potential to improve the process control. An impor-
tant requirement is the reliable and accurate segmen-
tation of the specific regions in the acquired images.
In this work we presented image segmentation filter
chains that were capable to segment the solid bed in
infrared images of a rotary kiln from the two most
common camera positions. Results show that the
combination of intensity-based and dynamic-based
features considerably enhance the segmentation re-
sults at a frontal view position of the camera. From a
top-left view on the solid bed the succession of a map-
ping process and an optical-flow computation enables
satisfying segmentation results. In future works the
correlation between extracted solid bed features with
process states will be examined, particularly with re-
gard to improvements for the process control.
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Abstract: A subject-in-the-loop feedback control system is composed of  a bioengineering system  including a subject, 
whose voice is received by a microphone, a computer that achieves the required signal processing of the 
sound signal by temporal and/or spectral computations and a speaker or earphones for auditory feedback to 
the subject of voice training. Frequency domain modifications of the signal are intended for voice training 
of subjects already familiar with traditional voice training. The objective of this paper is to present 
alternative methods for the implementation of subject-in-the-loop feedback control systems developed for 
voice training. The proposed feedback control scheme is an extension of the traditional control systems; 
feedback sensing and the control law are achieved by the human subject as a self-organizing controller. The 
experimental set-ups, developed for this purpose, contain programmable digital devices for real time 
modifications of the frequency content of the voice signal. The paper presents also a preliminary solution 
that satisfies the requirements for real-time operations, in particular that the subject does not perceive the 
delay between the sound generation and the auditory reception of the modified sound. The system performs 
spectral calculations for the analyses of the vocal sound signals. Preliminary experimental results illustrate 
the operation and the features of the proposed subject-in-the-loop real-time system for voice training. 

1 INTRODUCTION 

The purpose of this work is to develop a 
bioengineering experimental set-up with real-time 
capability for voice signal processing in a closed 
loop configuration. Acoustic loops refer to systems 
for signal amplitude increase or decrease of certain 
sound frequencies using digital manipulation of 
sound samples. The goal of this research is the 
design and construction of computer based modules 
for actors’ voice training, as well as, for singers and 
public speakers who were already subjected to 
traditional voice training. Such an Audio-Formant 
Mobility Trainer is an adjunct to voice-training. The 
reason for previous training requirement results from 
the fact that the subject will have to produce 
different voice qualities for which it is necessary to 
have acquired a certain mobility of the bodily parts 
that produce speech. The device is intended to 
facilitate the production of new voice qualities by 

increasing the mobility of one’s voice formants. The 
Audio-Formant Mobility Trainer is a module that 
can perform acoustical experiments with the 
subject’s voice and band-pass filtering for each of 
the formants for the purpose of auditory-feedback. 
Any formant can hence be chosen to be manipulated 
in order to increase the ability of the subject to 
perceive it in his own voice. There are three types of 
formant manipulations: 

1. Intensity: varying the relative intensity of the 
formant bandwidth ranging from filtering it out to 
increasing it above the spectral envelope.   

2. Bandwidth: increasing and decreasing its 
width. 

3. Pitch: increasing and decreasing its pitch. 

Typically, the learner uses a microphone and 
headphones while singing or speaking. His voice is 
analyzed and processed by the computer.  This 
training could be very useful for actors and singers 
who are called to produce different voice types. It 
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may be also helpful for learners of new vowels using 
analysis called LTAS (Long Time Average Spectra), 
thereby determining the formants that characterize 
foreign language. Preliminary research work 
(Nesulescu and Weiss et al., 2006, 2005, 2008) led 
to the confirmation that complex acoustic 
phenomena can be simulated for the needs of 
designing acoustic hardware in the form of a closed 
loop experimental set-up for acoustics analysis. The 
presence of the subject in the control loop results in 
interesting new issues for the feedback control 
design. 

2 AUDITORY FEEDBACK AND 
VOICE PRODUCTION 

Previous research showed that changing voice 
quality by altering the auditory perception of one’s 
voice is, to a limited degree, possible. If a person’s 
sound production possibilities are enlarged (through 
voice training), then altered auditory feedback might 
facilitate the generation of different voice qualities 
(Necsulescu, Weiss, and Pruner, 2008). The set-up 
consists in a subject hearing his voice through 
headphones while speaking into a microphone. 
However, the process allows a series of digital 
manipulations (temporal and spectral) designed to 
affect perception while examining the effects on 
vocal output. Whereas, the intensity feedback 
manipulations have been studied extensively 
(Purcell,  and Munhall, Vol. 119 2006), (Purcell and 
Munhall 120, 2006), spectral changes effects on 
voice quality in auditory feedback and their 
relationship to voice production are still relatively 
unknown. Original proponents of the use of servo 
mechanical theory have claimed a direct effect on 
the vocal output when modified voice is fed back to 
the speaker. Essentially, according to this theory, if 
certain bandwidths of the voice spectra are modified 
in such a manner as to increase or decrease the 
energy in those regions, the person emitting those 
sounds will unconsciously react if the modified 
voice signal is fed back to his ears. The possibility of 
affecting voice output by auditory feedback remains 
a topic of intense interest for those involved in 
voice, speech and accent training  (Necsulescu, 
Weiss and Pruner, 2008). This work has the long-
term goal to carry out audio-vocal filtering 
experiments including subjects with or without vocal 
training in order to determine whether voice training 
could allow for vocal adjustments in conditions 
related to filtered auditory feedback. This paper 

describes the construction of computer based 
module for auditory feedback with no perceived 
temporal delay.  

There are many teaching techniques in voice 
training, some auditory, some based on movement  
and some mixed. Independently of the technique, 
certain pedagogical approaches are often used. One 
of such techniques is bodily awareness through 
minimal movements (Purcell and Munhall, 2006). 
This objective of this approach is an effortless 
speech-motor learning system. A variable is 
introduced and the subject perceives it, plays with it, 
explores it, adjusts to it and integrates it in his own 
behaviour. This is the purpose of the Audio-Formant 
Mobility Trainer, an adjunct to voice-training when 
the learner has had already preliminary training with 
any traditional technique. The reason for the need 
for previous training is that the subject will have to 
produce different voice qualities for which it is 
necessary to have acquired a certain control of the 
mobility of the bodily parts that produce speech. The 
purpose of the device is expected to facilitate the 
production of new voice qualities by increasing the 
mobility of one’s voice formants. 

3 DESCRIPTION OF 
EXPERIMENT 

The first experiment tries to ascertain whether it is 
possible to teach subjects to vary their fourth 
formant (F4) at will. Previous research (Purcell, and 
Munhall, Vol. 119, 2006) has shown that subjects do 
it unconsciously when their auditory feedback is 
manipulated while uttering vowels. It is also known 
(Purcell and Munhall, 2006), that formant 
manipulation in pitch and bandwidth changes 
significantly the perceived voice quality 

4 EXPERIMENTAL SET-UP 

The main difficulty until recently was to achieve 
real-time capability in auditory feedback with 
programmable digital hardware. Some delay in 
auditory feedback cannot be avoided, but it is 
desired to reduce it, such that it will not be 
perceived.  

The block diagram of the complete auditory 
feedback system is shown in Figure 1. Figure 2 
shows this system in the traditional control system 
block diagram form. A human subject carries out in 
this case the feedback sensing, the comparator and 
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the controller (regulator). Figure 3 shows the block 
diagram of the PC based auditory feedback system, 
while Figure 4 shows the SimulinkR diagram of the 
real-time system for signal acquisition from AI, 
filtering, FFT frequency analysis, display and 
headphone signal generation to AO (Necsulescu, 
Weiss and Pruner. 
 

 

 

 

 

 
Figure 1: Block diagram of a generic auditory feedback 
system. 

 
Figure 2: Block diagram of the auditory feedback system 
in feedback control (regulator) configuration. 

 
Figure 3: Block diagram of the PC based auditory 
feedback system. 

 
Figure 4: The diagram of the real-time system for signal 
acquisition from AI, filtering, FFT frequency analysis, 
display and headphone signal generation to AO. 

5 PRELIMINARY 
EXPERIMENTAL SET-UP 
TESTING RESULT 

The experimental setup was tested for verifying its   
performance. The current subject, used for 
experiments, has had extensive voice training. He 
sang for each audio-vocal filtering condition a 60 
seconds French song using a neutral vowel. 
MATLAB representation of the amplitude versus 
time and the calculation of the Long Term Average 
Spectra (LTAS), permits the evaluation of the 
effects of voice signal processing (Purcell and  
Munhall, 2006). Figure 5 shows the frequency 
domain results of the sound signal in case of no 
headphones. These results are post-processed in 
frequency domain for the identification of formants 

 

Figure 5: Results for LTAS of the sound signal with no 
headphones. 

Figure 6 shows formant manipulation of the 
voice with LTAS for 500 Hz bandstop filtering. This 
figure shows what the subject heard following signal 
manipulation. 
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Figure 6: Formant manipulation of the voice with LTAS 
for 500 Hz bandstop filtering. 

Bandstop hearing while singing produces a 
typical 3 zone spectrum: 1. The highest peaks, from 
fundamental frequency to 1100 Hz; 2. The second 
highest peaks, from 2500 to 3500-4000 Hz; 3. A 
Bowl, from 1100 to 2500 Hz. 

 

Figure 7: Recording the effects for  the 500 Hz bandstop 
filtering. 

The 500 Hz bandstop produces a clear peak 
between 3500-4000 Hz. This indicates that the 
bigger the gap the bigger the compensation. After 
hearing the signal shown in Figure 6, the resulting 
spectral form from Figure 7 appear similar in this 
case to the one produced while singing without 
headphones, shown in Figure 5. Figure 8 shows the 
results of the intensified amplitude of a 500 Hz 
about 3300 Hz. After hearing the signal shown in 
Figure 8, the subject produces the signal with the 
spectral content shown in Figure 9. The spectral 
form from Figure 9 differs significantly from the 
results from Figure 6, for the case of no headphones. 
The spectrum is flattened when compared to the 
three-zone spectrum of no headphones condition. 
This confirms that the real time signal was reduced 
to the desired frequency domain and the audio test 
based on the system shown in Figure 1 confirmed 
subjectively the validity of this result. This 
preliminary confirmation of the significant effects of 
signal processing on the subject is an encouraging 

result for the prospect of using it in voice training. 
The subject produced different voice qualities 
unconsciously when given different auditory 
feedback conditions. The approach seems useful for 
training the voice for different voice qualities. 

 

Figure 8: Formant manipulation of the voice with LTAS 
for 500 Hz frequency band amplification. 

 

Figure 9: Recording of the effects of the 500 Hz frequency 
band amplification. 

6 CONCLUSIONS 

The experimental setup presented in this paper is 
useful for the voice training experiments in selected 
subjects. It includes:  

- Long term average spectra under several 
conditions; 

- Processing and storing data in the computer; 
- Comparison of spectra with filtering and, 

without filtering; 
- Comparison of experimental [trained] and non- 

trained groups. 
The proposed auditory feedback experimental 

set-up proved to satisfy the requirements of 
acquiring signals with a microphone and filtering 
procedure, as well as, displaying and transmitting 
the modified signals to the earphones in real time. 
Moreover, auditory signals were FFT processed for 
the successful identification of each particular 
subject formants. This experimental set-up was 
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deemed appropriate for purposes of voice training 
for selected subjects. 
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Abstract: An important task of geophysical research is in the answer to the question about the quality of signals, i.e., 
estimating the locus of the signal and the degree of their presence in noises. Such indications determine the 
degree of trust to consequent estimations (e.g., estimations of wave arrival times). As seismic data are 
periodic signals in their nature, conventional means for examining such signals are Fourier and spectral 
analyses. However, this method does not allow us to clear up questions about probability of signals presence 
and their locus in the recorded data. We consider another approach – the cluster analysis of periodic signals, 
propose the formal conditions which must be satisfied by a period of signal existence, and give some results 
of analysis of real data recorded in field conditions.  

1 INTRODUCTION 

The prompting motive of our research is the needs in 
noisy geophysical data analysis. The basis of such 
data is periodic (harmonic or frequency-modulated) 
signals recorded at discrete instants of time. 
However, the corresponding signals are widely used, 
and an appropriate research can be of interest in 
other fields of activity. 

In practice, geophysical data are recorded in field 
conditions. The point is that in the process of wave 
propagation and in recording data one or another 
type of errors takes place. Therefore, analysis of 
such data demands a special attention. Usually, in 
this case researchers attract a harmonic (I. I. 
Gurvich, and G. N. Boganic, 1980) or a spectral 
analysis (E. A. Davidova, and others, 2002). 
However, an appropriate approach cannot decide the 
dilemma “time-frequency” (the spectrum 
components are listed in a domain, where the time 
scale is absent). 

Currently, methods of wavelet analysis and 
transformation (A. A. Nikitin, 2006, E. Baziw, 1994) 
are of interest to researchers. Here, time localization 
of the signal frequency components can be found. 
Essentially, such an approach is an analog to 
convolution or linear concordant filtration, or, in 
other words, it is a development of the window 
Fourier analysis. 

We will treat periodic signals as time series and 
consider another approach, based on the cluster 
analysis. To the best of our knowledge, the notion of 
a cluster is used by few of authors to analyze 
periodic signals (Znak V. I. and Grachev O. V., 
2009). 

2 METHODOLOGY OF CLUSTER 
ANALYSIS OF PERIODIC 
SIGNALS 

We can treat the time evolvent of a periodic signal 
on a plane as a specific image, and set a problem of 
studying some or other its features. However, such 
an image becomes considerably complicated in the 
presence of noises. 

The problem can be simplified if an image of 
some integrated estimation of a signal is used as an 
object of analysis. Here, we offer to employ an 
estimation of a standard deviation (dispersion) on 
some running basis. The behaviour of such 
estimations as time function σ (t) will reflect the 
energy distribution of a signal in the region of their 
existence. Then, the evolvent of function σ (t) on a 
corresponding 2-D plane can be considered as an 
image of a cluster formation. Features of such an 
image are of interest for the purposes of analysis of 
periodic signals. 
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As the above estimation we use 
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where L is odd, x is signal values, j=(L-1)/2,…, N–
(L–1)/2 (N is a signal length). We will assume σ(t) is 
integers. 

Let σ̂  be the uppermost dispersion value: 0 ≤ σk 

≤ σ̂  and tk is an instant of time. Then, some integer 
h (0≤h≤σ̂ ) will be called a "threshold". Thus, we 
juxtaposed with our signal estimations a grid hl×σk 
on a 2-D plane, which will be denoted as Q: h=0,…, 
σ̂ ; k=(L-1)/2,…, N–(L–1)/2). Further, we will 
suppose that each point of the grid represents an 
event qk(h) ∈ Q, where q∈(0,1): 
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and locus in time is Δtr(h) = t1(r)(h) ÷ tn(r)(h). 
Naturally, both the quantity of such clusters and 

the cardinal number of each cluster depend on the 
threshold value. 

We can speak about two clusters of the two 
neighboring thresholds that a cluster Qs(r)(h+1) is a 
child of Qr(h) if they are intersecting in time: 
Δtr(h)&Δts(r)(h+1) ≠ 0. We will pool such clusters 
and call them a cluster family. The cardinal number 
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be a common cardinal number of cluster families on 
the threshold h. Then the relation  
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will be called a representative probability of the 
family Qr(h). 

Let us consider a series of functions Pr(h), 
r=1,…, m(h), h=1,…, σ̂ . We expect that the 
behavior of such functions reflects the degree of the 
presence of a signal in noise. At the same time, they 
are tied to subjects, which have their own locus in 
time. 

The matter of the problem is to investigate the 
behaviour of these functions for answering the 
questions about the degree of the presence of a 
periodic signal in noise, and its locus in noisy data.  

3 ON STUDING THE SIGNAL 
EXISTENCE 

Let us consider some cluster formation σk(L) as an 
image ℵ under condition of any running basis L 
(Fig. 1). 

 
Figure 1: An example of the mapping of the dispersion 
estimations with a running basis. 

Now, turn to the question about picking out the 
most informative threshold with regard to a 
representative probabilities. For answer on the 
question, we will study situations beginning from 
threshold h=0. However, first of all, we will make 
some remarks based on the nature of a signal in 
question. We suppose: 

1) A process of signal recording in time (t=0) 
begins before a signal arrival, i.e., T0>0, where T0 
is an instant of a signal arrival time. 
2) A signal on the dispersion estimator input is 
y=s+ξ, where s is a source signal, and ξ is an 
additive white noise with zero mean Gaussian 
distribution. Let tN  be a signal recording period, 
and ΔT a signal existence period. Then, the 
following conclusion is a consequence of such 
supposition: the probability of localizing the 
uppermost dispersion value k(σ̂ ) on ΔT is 
proportional to the ratios tN /ΔT and to the signal-
to-noise ratio, i.e., P(σ̂ (k)∈ΔT) ∼ tN /ΔT & s/ξ = 
f(tN /ΔT, s/ξ). (a more exact dependence needs a 
separate attention). 
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Now, we will study a cluster families beginning 
with threshold h0= 0. We can say, that the threshold 
h0=0 is non-informative for us because we have 
t1(0)=0 for a single clusters family Q1(h0) 
(obviously, P1(h0)= 1.0). We can say the same with 
regard to the threshold h1=1 if the same conditions 
t1(h1)=0 for single Q1(h1) (P1(h1)=1) are fulfilled, 
and so on. 

Let, for the first time in threshold raising, hl be 
such a threshold, where t1(hl) > 0 for m(hl) ≥ 1. In 
this case, we will have the three sets: 1) a set of 
instants of time of the beginning of cluster families  
t1(r)(hl), 2) a set of periods of existence of the 
appropriate cluster families Δt(r)(hl), and, 3) 
representative probabilities of the appropriate 
families Pr(hl) (r=1,…, m(hl)). 

Here, the following conditions are fulfilled:  
i) one (or more) of such instant of time at which the 

condition t1(r)(hl)>0 is fulfilled; 
ii) a set of probabilities includes such Pr(hl), that the 

condition Pr(hl)=max is fulfilled; 
iii) a set of periods of existence of cluster families 

includes such Δtr(hl) that the condition 
t( σ̂ )∈Δtr(hl) is fulfilled (1≤ r ≤m(hl)). 
We will suppose that a locus of signal existence 

is reflected by such a period of existence of the 
cluster family Δtr(hl), which fulfils (obeys) the 
following conditions: 

 
(7)

 

where Δtr(hl) is t1(r)(hl) ÷ tn(r)(hl). 

4 AN EXAMPLE OF STUDING A 
SIGNAL 

The methodology in question was used for analysis 
of data recorded in the course of monitoring (in 
2007) of the Karabetov mud volcano on Mt. of 
Taman Province (data recorded by Z-component of 
receivers for profile line T1, results of field 
experiments are currently accessible on the web_site 
http://opg.sscc.ru). Seismic (or vibro-) records 
were recorded from 10 T vibratory source with a 
frequency band of 10–64 Hz, and with a sampling 
frequency = 0.004 sec. Appropriate data can be 
found at http://opg.sscc.ru/db. 

The results obtained are given in the Table 1. 
The columns of this Table include distances between 

a vibratory source and a receiver (S), hmin÷hmax= σ̂ , 
periods of existence of the appropriate cluster fami- 
lies t1÷t2, and appropriate estimations of 
representative  probabilities (P)  for  running  basis  

Table 1: Estimations of signal locus in time. 

S m. L hmin ÷hmax t1÷t2 P 

2363 25 6÷415 3933÷19988 0.94 
 75 14÷396 3689÷15669 0.89 
 125 16÷390 1520÷14247 0.91 

2415 25 9÷305 2041÷19502 0.95 
 75 16÷292 2284÷19672 0.96 
 125 28÷279 3901÷9316 0.81 

2461 25 13÷156 3173÷9917 0.45 
 75 24÷133 3190÷10305 0.50 
 125 27÷121 3210÷10471 0.52 

2557 25 3÷64 3315÷19988 0.90 
 75 6÷53 3481÷19963 0.92 
 125 6÷46 3455÷19938 0.92 

2601 25 5÷165 4045÷19988 0.88 
 75 11÷151 4060÷18122 0.85 
 125 15÷132 3741÷18114 0.88 

2647 25 8÷98 3493÷8855 0.42 
 75 12÷88 3593÷14414 0.73 
 125 14÷86 2213÷13365 0.77 

2698 25 2÷13 8642÷19988 0.73 
 75 3÷13 8832÷19963 0,77 
 125 3÷13 8807÷19938 0.77 

2749 25 6÷87 1410÷12065 0.59 
 75 8÷84 1150÷19963 0.98 
 125 9÷82 1170÷19938 0.99 

2796 25 6÷87 2637÷15919 0.89 
 75 10÷78 972÷15800 0.98 
 125 10÷71 360÷16047 0.99 

2845 25 15÷111 3508÷10413 0.58 
 75 21÷105 569÷11594 0.82 
 125 22÷100 898÷11615 0.83 

2894 25 6÷51 3897÷18815 0.89 
 75 9÷46 3889÷15243 0.88 
 125 10÷43 3863÷11205 0.59 

2999 25 5÷76 9532÷19988 0.51 
 75 8÷67 9573÷19963 0.5 
 125 8÷56 1824÷19938 0.96 

3046 25 6÷60 5646÷19988 0.80 
 75 8÷52 2209÷19963 0.97 
 125 8÷47 2185÷19938 0.97 

3095 25 5÷111 3987÷19988 0.93 
 75 7÷90 3988÷19963 0.95 
 125 7÷76 3963÷19938 0.95 

3141 25 12÷67 3665÷11019 0.65 
 75 17÷61 3838÷9707 0.71 
 125 18÷54 4054÷9388 0.74 

3198 25 12÷74 4945÷19988 0.81 
 75 `8÷66 6011÷9346 0.43 
 125 18÷64 4288÷19938 0.87 
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L∈{25, 75, 125}. 
Estimations of signal locus in time for S∼0 m are 
given in the Table 2 (all the representative 
probabilities are equal to 1). 

The processing and analysis data were obtained 
by means of interactive computer system of 
designing and support of one-dimensional weighed 
order statistics filters (V. I. Znak, 2009). 

Table 2: Estimations of signal locus in time for S∼0 m. 

L hmin ÷hmax t1÷t2

25 6÷415 3870÷18883 
75 14÷396 3846÷18908 

125 16÷390 3821÷18933 

By way of example, an image of investigated 
signal (for S=2647 m) and appropriate dispersions is 
shown in Fig. 2. 

 

Figure 2: An image of signal and appropriate dispersions 
for L=25, L=125 (S=2647 m). 

Estimations of the data from the Table 1 are 
given in Fig. 3. 

 

Figure 3: Estimations of the time locus of the signal for 
running basis L∈{25, 75, 125} and for different distances. 

5 CONCLUSIONS 

We have considered the approach of cluster analysis 
of periodic signals, proposed the formal conditions 

which must be satisfied by a period of signal 
existence, and given some results of analysis of real 
data recorded in field conditions. Analysis of the 
results obtained by studying real signals allows us to 
say that the approach in question can result in close 
estimations of a locus in time of a pure signal, and in 
less close estimations of a locus in time of noisy 
signals.  

Our main objective was restricted by 
development of the method of formalized analysis of 
periodic signals for estimation of their period of 
existence. We have not concerned methods of 
improving signals as it is a theme of separate 
investigation. We suppose that more exact decisions 
can be attained by attracting analysis of the left and 
the right uniformity of cluster families (Znak V. I., 
2009) and frequency processing (Znak V. I., 2005). 
Cluster families, which reflect a locus of a signal on 
its boundaries, must have a higher uniformity than 
for others. 

The work is supported by the grant 09-07-00100. 
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Abstract: Uncomplicated and safe programming interfaces as well as flexible programs themselves become important
when robots are used for small lot size tasks or are operated by personnel without special robotics education.
This work takes a look at safe and easy interaction of a flexible articulated robot arm – actuated by fluidic
muscles – with its environment. A contact detection scheme for stiff collisions at speeds between 50 and
250 mm/s is presented and measurement results are disucussed. Moreover, a programming by demonstration
concept is described on the basis of a pick and place task. Both strategies (implemented on a seven axis
handling robot) rely on physical models to allow an operation without extra sensors.

1 INTRODUCTION

Programming a robot requires a high level of subject-
specific knowledge and concentration. Human errors
can cause great damage to the robots environment –
including people. Studies showed that most robot re-
lated accidents occur during programming or fault re-
covery (Clark and Lehto, 1999). For small lot sizes,
frequent reprogramming and adaptation increases the
occurance of these scenarios, thus heightening the
overall probability of harm to process equipment and
personnel.

Fluidic muscles are interesting actuators for de-
vices interacting with humans, because of their com-
pliance. See (Daerden and Lefeber, 2002) for an tech-
nology overview and (Van Damme et al., 2005) for
more on soft manipulators. Besides safety considera-
tions covered in (Bicchi and Tonietti, 2004), this com-
pliance can also be used to let the robot be more aware
of its surroundings.

For this paper we consider a robot actuated by
commercially available muscles (Hesse, 2003) of the
McKibben type. We show how the physical model
of the robot and its actuators can be used in two sce-
narios of robot environment interaction. This is done
without the need for any sensors in addition to the
ones present in the control loops (see Figure 1b).

In the first setting, the robot moves along a trajec-
tory at rather low speed and should be able to detect a
(stiff) collision with its surrounding at the tool with-
out causing damage. This sense of touch is meant to
free the programmer from the necessity to provide the
exact data of the process setup to the robot. Measure-
ment results for different speeds and spatial directions
are discussed.

The second part describes the direct interaction of
the operator with the robot to allow the programming
of a simple pick and place task completely by demon-
stration.

2 SYSTEM ARCHITECTURE

The robot configuration (1a) comprises seven rota-
tional joints. Five are actuated pneumatically. Of
these, three (1, 2 and 4) are driven by the one degree
of freedom muscle setup detailed below. The hand
joint (6, 7) is operated by a combination of three flu-
idic muscles and a cardan mechanism. The remaining
two joints (3, 5) contain standard brushless DC mo-
tors with harmonic drive gearing.
As shown in Figure 1b, a pneumatic muscle drive con-
sists of two muscles (Figure 1c) in an antagonistic
setup connected by a sprocket chain. The linear mo-
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Figure 1: Kinematic setup (joints, base and tool coordinatesystems) of the considered robotRomo (a), mostly actuated by
pneumatic drives like (b). The drives utilize fluidic muscles (c) and their characteristic is similar to the scheme shownin (d).

tion of the actuator is transformed into a rotation by an
according sprocket wheel supported by a ball bearing.
The absolute rotation angle is measured by a cable
extension sensor. Airflow to and from the muscles is
regulated by proportional directional valves. The air
pressure inside each actuator is measured by a sensor
mounted near the inlet. All sensors are connected to
16 bit A/D converters.

The compliance of the system stems from the soft
muscles and the compressible work medium air. In
this respect the actuation is roughly equivalent to two
nonlinear springs with adjustable pre-tensioning (see
Figure 1d).

3 MODELING

3.1 Fluidic Muscles

The static relations between forceF , contractionh
and pressurep of the fluidic muscles (Festo MAS,
Figure 1c) are provided in the form of datasheet di-
agrams by the manufacturer. For this work, we used
approximations of the form

F = a(h) p + b(h) , (1)

wherea(h) andb(h) are polynomials of order three
and six. Their coefficients have been identified in ex-
periments. One model muscle was used for each dif-
ferent diameter.

When two fluidic muscles are combined into an
antagonistic setup, the resulting actuator torque is

QM (∆p, q) = rS (F2−F1) , (2)

with the sprocket wheel radiusrS and the muscle
forcesF1 andF2 (see Figure 1b).QM can be written

as a function of the pressure difference∆p = p2− p1
and the joint angleq, to which the contractionsh1 and
h2 are geometrically linked.

3.2 Multi Body System

For modeling the mechanical part of the robot, the
equation of motion of the multibody system

M (q) q̈+g(q, q̇) = QM (3)

is used. Here,q and its time derivatives are the vec-
tors of the joint angles, velocities and accelerations
respectively,M is the mass matrix,g a term that in-
cludes gravitational forces, coriolis forces and so on.
A calibration term is also part ofg. The entries of
the vectorQM are the torques of the joint actuators
(mostly muscle pairs like in eq. 2). We calculated
and implemented this model by using the projection
equation in subsystem formulation (Bremer, 2008)

N

∑
k=1

(

∂ẏk

∂q̇

)T

(M k (yk) ÿk +gk (yk, ẏk)−Qk) = 0 (4)

which allowed us to combine smaller segmentsk (one
drive and the attached arm each) of the robot in a mod-
ular way. y are describing coordinates used for the
separate subsystems while the rest of the notation is
analogous to the one used in Equation 3. Geometry
and inertia data were exported from the CAD con-
struction files, damping terms were identified on the
real system.

4 CONTACT DETECTION

A robot manipulator is moving along some path (Fig-
ure 2). At an unknown location, it will collide with its
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Figure 2: Contact detection scenario.

surrounding. This is deliberate but must be handeled
in a manner as not to inflict damage. An algorithm
should be found to allow the robot an autonomous
(i.e. without the use of any extra sensors) detection
of such a collision.

After the detection, the robot should abort the ma-
neuver, report the incident to the sequence control and
hold its current position. Due to the limited band-
width of the pneumatic robot system, it is impossible
to avoid the peak in the contact force upon collision.
This has to be dealt with by choosing an appropri-
ate approaching velocity. After the impact, the robot
should not push against the surrounding.

The focus for this task is on two stiff clashing ob-
jects. (Haddadin et al., 2008) cover similar topics for
an electrically actuated robot with focus on safety.

4.1 Contact Force Estimation

In the contact case, the model multibody dynamics
Equation 3 does not hold any longer. There is a re-
maining term

QC = M (q) q̈+g(q, q̇)−QM (q,p) (5)

that we interpret as a vector of external contact
torques acting on the joints. Deviations from the
model are also included there as well as measurement
errors. The velocitieṡq and accelerations̈q are esti-
mated from the position sensor data.

As already mentioned, we are interested in the tool
contact scenario. Therefore, we use the relation for
the virtual work

δxT
TCPFC = δqT QC (6)

and

δxTCP =
∂xTCP

∂q
δq =

∂vTCP

∂q̇
δq (7)

to get an equivalent tool center force estimation,

FC =

(

(

∂vTCP

∂q̇

)T
)−1

QC. (8)

The vectorxTCP = [x y z]T contains the cartesian co-
ordinates of the tool center point,vTCP is the accord-
ing absolute translational speed. From the kinemat-
ics of the robot (Figure 1a), one can see that for a

reasonable tool geometry, joints 6 and 7 are insensi-
tive to contact forces because of the small lever arms.
More noise than information would be added, which
is why we did not include these joints in our algo-
rithm. Joints 3 and 5 are also excluded as they are
not actuated pneumatically. The Jacobian using the
velocities then reads

∂vTCP

∂q̇
=









∂vx
∂q̇1

∂vx
∂q̇2

∂vx
∂q̇4

∂vy
∂q̇1

∂vy
∂q̇2

∂vy
∂q̇4

∂vz
∂q̇1

∂vz
∂q̇2

∂vz
∂q̇4









. (9)

4.2 Detection Criterion

We base the decision whether a tool impact occured
or not on the two basic ideas that in the contact case
1. the model Equation 3 changes to Equation 5 and

2. the controller (which was designed for free trajec-
tories) performance declines significantly result-
ing in a limited tracking accuracy.

The most simple way to utilize the first idea is to com-
pare the projected contact force

FC = FC · td (10)
(td is the tangent vector of the desired path, Figure 2)
to some thresholdL in the form

C =

{

1 if FC > L
0 otherwise (11)

whereC = 1 means that contact is detected. Practi-
cally, it was impossible to find anL value resulting
in a low amount of false positives and negatives over
the desired workspace and speed range. This seems to
stem from the fact that the actuator model described
in Section 3.1 neglects too many effects (like drift and
hysteresis) to provide an accurate force measure.

To just detect the impact, we modified the criteron
to use

ḞC(s) =
s

(s+ λ)2 FC(s) , (12)

an estimation of the force derivative with some addi-
tional low-pass filtering applied.

We also conducted experiments with the second
aforementiond idea. Including the controller error on
acceleration level in the form

D = ḞC

(

(ẍd− ẍ)

‖ẋ‖
· td

)

(13)

showed the best results when again compared to some
constant levelL. Index d denotes desired values. For
very low speeds (below 50 mm/s) the only robust de-
tection found was via the position error (xd−x) which
led to a rather big delay in the detection. In most
cases, this will render the detection useless as such
slow movements are typically used for delicate han-
dling scenarios.
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4.3 Measurement Results

We evaluated the detection by driving the manipula-
tor against a workbench at various speeds (50, 100,
150 and 250 mm/s), in different directions (X+, Y+,
Z- – see Figure 1a – and mixed diagonal) and with
0.5 or 5 kg of payload mass. Each combination was
measured ten times.
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Figure 3: Example of estimated normal contact force in N
over time in s – compared to external sensor measurement.

Although the force characteristic (measured with
a three axis force sensor) varied over the different
scenarios, the detection was successful for nearly all
cases without adapting the threshold. Most problem-
atic was the combination of low speed and small pay-
load. Here we found at the same time false negatives
(5 for X+) and positives (3 for Y+). Other than that,
only one detection of over 300 failed.

The contact force – excluding impact peaks – al-
ways stayed below 20 N (and mostly below 10 N for
speeds below 150 mm/s).

5 SHOW-DO PROGRAMMING

In guidance mode, a human can grasp the robot and
move it freely through the workspace. The robot is
still supported by the torques resulting from the model
in Equation 3 but any additional effort from the con-
troller is limited to very low values. Due to the soft
joints, one can interact with the robot along the com-
plete structure.

The guidance mode can be used to quickly move
the robot out of the way, to interactively teach posi-
tions or to record complete continuous path segments.
In our showcase we used a handle with two buttons,
mounted on the lower arm of the robot, to let the user
teach complete pick and place applications – similar
to a macro recorder known from personal computer
software. Tool actions trigger special behaviour – for
example the ”pick” macro at execution time moves
the manipulator in tool direction until it touches the
workpiece and does not solely rely on the recorded
position information.

The interaction with the robot proved to be intu-
itive and all kinds of people were quickly able to per-
form programming tasks.

6 CONCLUSIONS

In this paper we show how to use models of the me-
chanical system and the actuators of a pneumatically
driven robot for interaction with the environment. The
illustrated approach worked well when the human op-
erator compensated the remaining model uncertain-
ties. The completely autonomous interaction also
showed good results for the simple case of contact de-
tection.

A first effort to employ the presented interaction
possibilities for more intuitive programming led to
promising feedback from users.
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Abstract: This paper presents a completely autonomous camera calibration framework for a vision sensor network con-
sisting of a large number of arbitrarily arranged cameras. In the proposed framework, a sequence of images for
calibration is collected without a tedious human intervention. Next, the system automatically extracts all nec-
essary features from the images and finds the best set of images that minimizes the error in 3D reconstruction
considering all cameras in the set.

1 INTRODUCTION

Calibration of multiple camera systems became an
important topic along with vision sensor networks
(VSN) such as for: virtual and augmented reality;
surveillance; battle field reconnaissance; etc. (Re-
magnino and Jones, 2002; Jaynes, 1999; Koller et al.,
1997). In order to calibrate a VSN several criti-
cal steps must be taken: 1) acquiring images syn-
chronously; 2) extracting feature points from the im-
ages; 3) establishing the correspondence among the
feature points in multiple images from multiple cam-
eras; 4) performing individual camera calibrations;
and 5) computing a global coordinate reference for
all cameras. Currently, a few of these steps still re-
quire a number of tedious and manual subtasks such
as: selecting good images from which feature points
can be extracted for calibration; manually establish-
ing the correspondences between feature points from
different cameras; etc. These tasks become quite chal-
lenging and time consuming especially when the VSN
has a large number of cameras. Moreover, a great hu-
man involvement in the calibration process can induce
errors that could lead to a poor overall accuracy of the
system. Therefore, it is quite desirable that vision sen-
sor networks can be autonomously calibrated.

In (Huang and Boufama, 2002), for example, a
semi-automatic calibration system was developed for
augmented reality. However, the method presented
still requires that the user clicks on four points per im-
age in order to construct homography matrices. Be-
sides the tedious requirement of clicking on a large

number of points, the user is also required to be very
careful when performing this task. Otherwise, the ac-
curacy of the calibration will degenerate with every
point wrongly selected.

Another common approach is to resort to some
special marker, such as a laser pointer (Svoboda et al.,
2005) or a LED stick (Baker and Aloimonos, 2000).
One of the main drawbacks of these kinds of systems
is in the quite large number of images that must be
obtained in order to cover a reasonable small space –
since only one or two feature points can be obtained
from each image.

In (Olsen and Hoover, 2001), a system to cali-
brate cameras in a hallway was proposed using several
square tiles. Similar to the landmarks in (Koller et al.,
1997), their method not only requires that several tiles
be carefully positioned, but also that the area covered
by the tiles spans the field of view of all cameras in
the hallway.

A pattern-free approach was proposed in (Chen
et al., 2005), where the trajectory of a bouncing ball
is used for calibration. Yet their method is tested only
using computer simulation and it is unclear whether
their algorithm can perform at all in a real situation.
Another pattern-free approach is the system described
in (Yamazoe et al., 2006). In that case, a geometry
constraint is used to extract feature points from a hu-
man silhouette. However, their method requires a tra-
ditional pre-calibration step in order to estimate the
fundamental matrices used for the final calibration.

In this paper, we present a completely autonomous
framework that performs optimal multi-camera cali-
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(a) original image (b) detected lines

(c) detected features (d) final detected corners

Figure 1: Steps of the detection algorithm in (Han and DeS-
ouza, 2007).

bration in terms of the final error in 3D reconstruc-
tion for any given subset of the cameras. In order to
achieve that, the system only requires that a sequence
of images be captured by the cameras while a hu-
man presents a calibration pattern at arbitrary poses
in front of the cameras. Then the proposed algorithm
automatically: searches for feature points on the pat-
tern that will be used for calibration; selects the best
set of images that optimizes the overall accuracy from
calibration; and computes the individual camera cal-
ibrations as well as the best sequence of transforma-
tions from the camera to a global coordinate frame.

2 THE PROPOSED ALGORITHM

As we mentioned earlier, the proposed framework for
the calibration of multiple cameras in a vision sensor
network consists of several steps. In this paper we
will focus only on steps 2, 3 and 5 above.

Figures 1(a)-(d) show the various steps of our fea-
ture detection algorithm developed in (Han and DeS-
ouza, 2007). As illustrated by these figures, a small
number of spurious lines and consequently spurious
feature points are initially detected due to noise in the
image. However, after a few more steps into the de-
tection algorithm, all spurious feature points are elim-
inated, as depicted in Figure 1(d). Finally, given the
shape of the pattern, the algorithm automatically es-
tablishes an order to each corner point. This ordering
system is later used for feature correspondence.

The existence of noise in the images greatly af-
fects the performance of the feature detection algo-
rithm. Hence, it is necessary to evaluate these images,
assign a score to them, and choose only those that can
lead to the best calibration. The algorithm initially as-

signs a uniform score of 100 to every image acquired.
Then, algorithm starts to deduct a penalty whenever
the image fails to satisfy a certain expectation. To
rank the image, the penalty is formulated as:

Score j = 100−100×∑
n
i=1 pi + si× | N−n |

si = max(stdvui)+max(stdvvi)

pi =
(stdvui+stdvvi)

N
(1)

Where stdvui and stdvvi are the standard deviations

in, respectively, the u and v coordinates of detected
corners; N is the total number of corners in the pattern
and n is the number of corners detected. The rationale
behind this scoring scheme is to assign a penalty that
is proportional to the uncertainty (stdv) in the detected
feature point.

Once an image rank is created using the above
scores, the algorithm must start selecting images for
calibration. We cluster the images according to two
non-exclusive criteria: orientation (straight-centered,
tilted-forward, tilted-backward, tilted-to-the-left and
tilted-to-the-right) of the pattern and its distance
(near, medium and far) to the camera. The cluster-
ing of the images is performed by a K-means algo-
rithm using the the angles of the edges and the pat-
tern’s apparent size. Once the clusters are formed,
the algorithm selects for each camera calibration five
images according to the rank Score j. That is, one im-
age from each of the five orientations is selected from
the medium clusters. Next, two more images from the
near and far clusters are selected based solely on their
ranks – that is, these images can come from any of the
five orientation clusters. Finally, two extra images of
the pattern are selected for every pair of cameras that
share a view of the pattern at that pose. Once the im-
ages are chosen, the calibration is performed using a
popular method found in the literature (Zhang, 2000).

The final step of the algorithm is the problem of
finding the best transformation from the coordinate
frame of any camera i to any camera j. However, not
all possible paths between cameras assure the same
accuracy in 3D reconstruction. Due to the quality
of the image used for calibration, some paths may
lead to better accuracy than others. We approached
this problem using a graph search algorithm which
is the same as the problem of finding all-pairs short-
est paths. We first compute the shortest-path where
weights are scored as described above. Next we ap-
ply the Floyd-Warshall Algorithm (Floyd, 1962) to
find the best path and therefore the best transforma-
tion between camera coordinate systems.

EXPERIMENTING WITH AUTONOMOUS CALIBRATION OF A CAMERA RIG ON A VISION SENSOR
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(a) no radial distortion (b) with radial distortion

Figure 2: Errors of 3d reconstruction vs. levels of noise.
Blue lines denote the errors using the best images and red
lines denote the errors using poorly ranked images.

3 EXPERIMENTAL RESULTS

We tested our proposed algorithm for two different
situations. The first group of tests was done with syn-
thetic data and we used from 6 to 42 virtual cameras.
The second group of tests was done with real data us-
ing 6 cameras.

Using the intrinsic parameters from real cameras,
we initially created a virtual space with 18 cameras –
all pointing to the center of the space. We set the ori-
gin of this space at the center, so that the positions of
all 18 cameras could be easily determined. These ar-
bitrary intrinsic and extrinsic parameters of the cam-
eras will later be referred to as our ground truth. Next,
two thousand positions of the synthetic pattern were
randomly generated and noise plus camera radial dis-
tortion were added at various levels to simulate the
effects of real data. One last position of the pattern
was created separately from the training set for test-
ing purpose. The above procedure was repeated 10
times and the results were averaged over all trials.

The amount of noise and distortion added var-
ied through the entire experiment. However, even
when the amount of noise – the standard deviation
of a white (Gaussian) noise – is 2 pixels, the algo-
rithm still performs very well, with less than 1cm of
error in 3D reconstruction. Also, in order to con-
trast the algorithm with a bad scenario in which the
images for calibration are not appropriately selected,
we compared the performance of the calibration us-
ing images that scored poorly. Figures 2(a) and (b)
show the error in 3D reconstruction as a function of
the noise. The error is calculated as the difference
between the estimated (reconstructed) coordinates of
the test points and the ground truth. Figure 2(a) shows
the simulation performed without adding radial dis-
tortion, while for 2(b), a typical radial distortion (from
the real lenses) of 0.3 was added.

We also tested our algorithm with real data. Us-
ing the calibration parameters obtained using the pro-
posed algorithm and the pixel coordinates of a set of
predefined points in space as perceived by all 6 cam-

(a) synthetic sphere (b) real sphere

(c) human upper body in (Lam et al., 2009)

Figure 3: 3D Reconstructions.

eras, we reconstructed the spatial coordinates of these
points and compared the calculated values with the
real ones.

The calibration error was measured by averaging
the results for 20 different snapshots while present-
ing the reference points to all cameras. The reference
points were exactly 50cm apart. Each snapshot was
taken by all 6 cameras, so a total of 120 images were
used for this test. The accuracy of the final calibra-
tion was determined by calculating the distance be-
tween two reference points. The accuracy in 3D re-
construction was 50.6264cm – or less than 1.5% of the
actual distance. Also, the small standard deviation
(0.2498cm) shows that the calibration obtained with
our algorithm gives a very consistent 3D reconstruc-
tion. It is important to mention that, for the current
baseline of the cameras, a deviation of a single pixel
in the location of the marks on the ruler already incurs
on an error of almost 3mm in the reconstruction.

4 3D OBJECT MODELING

Since the main application for our camera rig is for
3D object modeling, we tested the accuracy of the cal-
ibration by reconstructing a sphere based on the idea
of visual hull (Laurentini, 1994) and the human body
using an algorithm for multi-view 3D modeling pre-
sented in (Lam et al., 2009). As before, the tests were
conducted for both synthetic data and real data.

In the first case, synthetic data, we created multi-
ples of 6 virtual cameras (6,12,18, . . .) arbitrarily po-
sitioned around the object. By utilizing intrinsic and
distortion parameters, we synthesized the images of
a sphere (ball) with 20cm of radius. Using the voxel
carving approach (Dyer, 2001), we reconstructed the
sphere and measured its radius. In simple terms, this
approach consists of: 1) defining a set of voxels in
the 3D space; 2) marking each voxel according to the
occupancy of the object as projected onto each of the
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Table 1: Estimated radii vs. the number of virtual cameras.

# of virtual cameras 6 12 18 24 30 36 42
estimated radius (cm) 21.53 21.35 21.00 20.43 20.25 20.15 20.15

6n image planes; and 3) finding the intersection of the
occupancy for all 6n cameras. Table 1 shows the re-
lationship between the reconstructed radii versus the
number of cameras used for reconstruction. As ex-
pected, the error decreases as the number of cameras
increases. That is because, among other reasons, the
occupancy defined by each camera view forms a cone
in space and the intersection of any subset of camera
views approximates the sphere by the surface of such
cones. Every time a new camera is added to the sub-
set, the approximation becomes closer to the actual
shape of the sphere. Since this procedure also relies
on a sphere-fitting algorithm to circumscribe the oc-
cupied voxels, the detected radius tends always to be
larger than the actual radius. For the real data, six
cameras were used to take images of a ball. For each
image, a circular Hough transform was used to detect
the boundary and the 2D radius of the ball. As before,
we relied on a voxel carving approach to reconstruct
the ball. Figures 3(a) and (b) depict the reconstructed
sphere for both synthetic data and real data. For the
real ball, also with 20cm of radius, a 3D sphere was
fitted and the radius was estimated. The performance
of the framework using real cameras was 24.3cm. Fi-
nally, Figure 3(c) depicts the result from our multi-
view algorithm for 3D modeling.

5 CONCLUSIONS

We have presented a novel method for autonomous
camera calibration of a multi-camera rig. The exper-
imental results showed that the algorithm is vital in
order to obtain good 3D reconstruction. That is, the
algorithm’s selection of the best images for calibra-
tion leads to an improved calibration of as much as ten
times of that obtained without using the algorithm. Fi-
nally, an application for the camera rig was presented
where a sphere was placed in the middle of the rig
and a 3D representation of the same sphere was con-
structed with an error in reconstruction (real camera)
approaching the theoretical (synthetic cameras) error.
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Abstract: The controller of an environmentally powered wireless sensor node (WSN) seeks to maximize the quality
of the data measurements and to communicate frequently with the network, while balancing the uncertain
energy intake with the consumption. To devise such system manager we use the Markov Decision Process
(MDP) optimization framework. However, our problem has physical characteristics that are not captured in
the standard MDP model: namely, the radio interface takes a non-negligible amount of time to synchronize
with the network before starting to transmit the acquired data, which translates into MDP actions spanning
over multiple epochs. Optimizing without considering this multi-epoch actions requirement results in sub-
optimal MDP policies, which, under certain conditions described in the paper, waste on average 50% of the
radio activity. Therefore, we incorporate this new constraint in the MDP formulation, and obtain an optimal
policy that performs on average 83% better than a standard MDP policy. This solution outperforms also some
heuristic policies we use for comparison by 14% and 154%.

1 INTRODUCTION

Advances in microelectronic technology allow us to
build low-cost and low-power miniaturized Wireless
Sensor Nodes (WSN), which can sense and transmit
the information. Such devices seek to attain a good
quality of service, while functioning for a long dura-
tion. Therefore, a series of energy management tech-
niques are proposed in the literature (Anastasi et al.,
2009) to reduce the power consumption of the sen-
sor node, among which the most notable one is duty
cycling the activity of the components of the node,
such as powering on and off the radio transceiver
periodically. Another possibility is to harvest and
use the energy from the environment (Paradiso and
Starner, 2005). Even if the harvesters can ensure a
theoretically unlimited amount of energy over time,
the power they provide is unpredictable. We address
this issue by using power storage elements, such as
rechargeable batteries or supercapacitors, in order for
the system to have energy when it is not available
from the harvester. However, these buffers are finite,
and, therefore, they cannot completely hide the unre-
liability of the energy source, for example, when the
harvester is not generating energy for a long period of
time.

Concrete examples of environmentally powered

sensor nodes are found in the literature: solar pow-
ered devices (Moser et al., 2008; Jiang et al., 2005;
Dubois-Ferrière et al., 2006), thermal powered (Gy-
selinckx et al., 2005) and vibrational ones (Roundy
et al., 2005).

To motivate the novelty of the paper, we focus on
a particular characteristic of these energy harvesters.
While the solar radiation and, together with it, the en-
ergy output of a photovoltaic panel, have normally a
slow variation over the range of hours, an eolian har-
vester can experience fast variations, in the order of
seconds (Twidell and Weir, 1986). We call the former
type a slow-dynamics harvester, and the latter a high-
dynamics one.

In this paper, we consider a wireless sensor node
powered by such a high-dynamics harvester, which
uses eolian energy. The node runs a reactive applica-
tion, which senses and transmits wirelessly the data to
a basestation at a specified rate. This rate is normally
in the same order of magnitude with the frequency
of variation of the harvested energy. Managing such
a device is a novel contribution and, due to the fast
temporal properties of the harvester, it raises new con-
straints that we need to take into consideration.

Our goal is to devise a sensor node controller that
maximizes the number of measurements of the phys-
ical property in the time unit (the sensing duty cycle)
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and transmit the data to the basestation at the specified
rate. Similar optimization formulations can be found
in (Kansal et al., 2004), which adapts the system duty
cycle in order to match the energy profile intake, and
in (Niyato et al., 2007), which computes policies that
optimize certain Quality of Service (QoS) metrics.
Differently from them, we perform multi-criteria op-
timization, having two types of commands to manip-
ulate the sensing and the radio transceiver duty cycle.

Since, in principle, we also want to have a reduced
production cost, in this paper we consider a sensor
node system with: i) an energy harvester device that
generates on average the required energy level, since
this impacts the production cost; ii) a small sized en-
ergy storage element - the size of the buffer is deter-
mined by the longest ”blackout” period. We argue
that the problem we present is useful when the system
has little energy in the storage element, when predic-
tion of the energy intake can bring great benefit.

The contributions of the paper are: i) we build
a representative Markov chain model for the eolian
harvester powering the node; ii) we reduce the sen-
sor node control problem to an average reward Con-
strained Markov Decision Process (MDP) formula-
tion, one of the most complex planning problems; iii)
then, we introduce in the optimization problem the
proposed multi-epoch action constraints, relevant for
our setting; iv) we solve the problem rigorously using
various tools we developed on top of existing soft-
ware, and compare the benefits of our method to some
simple heuristic policies we introduce.

2 DESCRIPTION OF THE
SYSTEM MODEL AND OF THE
OPTIMIZATION PROBLEM

As advocated in (Şuşu et al., 2008; Poggi et al., 2000),
an accurate model of the energetic sources is essen-
tial for evaluating the system’s average productivity
or the availability, and, in principle, to ensure the
system’s management. Simulation provides results
only for the period over which environmental energy
data is available. Since the results are different if we
use other time series with the same statistical proper-
ties, we are interested to know the range of these re-
sults. Therefore, finding a representative model able
to capture the uncertainty of the energy source re-
quires attentive thinking. (Poggi et al., 2000) pro-
poses a first-order stationary Discrete Time Markov
Chain (DTMC) model for each month of the year,
due to the big monthly variations, built from traces
taken over a period of 20 years. In a similar direction

goes (Nfaoui et al., 2003) for wind speed measure-
ments.

Similarly, in this paper we use an offline built first-
order DTMC model for an eolian energy harvester us-
ing wind speed traces collected by the SensorScope
project (Barrenetxea et al., 2006) from EPFL. Since
we do not perform experiments with a real device,
the model for the energy harvester is using simplify-
ing assumptions such as the energy produced by an
eolian harvester is directly proportional to the wind
speed. Therefore, in this paper we do not put accent
on an end-to-end treatment of this problem from the-
ory to full implementation, but focus mostly on the
modeling and optimization part.

The method described in this paper is general in
the sense it can be applied in settings using other
forms of environmental energy, which can be repre-
sented by Markovian models.

The system has a dedicated controller that ob-
serves the parameters of the node and controls it in
order to optimize its functionality. A command speci-
fies the sensing duty cycle (e.g., with values 0%, 50%,
100%) and the power state of the radio transceiver.
Our modeling problem uses a discrete time setting:
the controller is invoked at each time step = 1 second
period (or epoch).

We assume, after studying the real and simulated
values of our sensor node platform, that the energy
consumed by the operation of the radio transceiver in
an epoch is 40 mJ. The energy consumed in an epoch
by the sensing equipment and the microcontroller is a
multiple of 10 mJ, proportional to the duty cycle. We
also assume the sensor node has a small energy stor-
age element of 1,000 mJ. For our model, we assume
that a unit of energy represents 10 mJ.

2.1 The MDP Model

As already discussed, we formulate this control prob-
lem on a discrete time MDP model, M , which is de-
fined by: i) a finite set of reachable states (under any
policy), S ; ii) a finite set of actions, A ; iii) an ini-
tial probability distribution over S , p1; iv) a transition
probability matrix for each action, represented by the
function p : S ×A × S → [0,1] denoting the proba-
bility to transition at a destination state from a source
state if using a specific action; v) two reward func-
tions rR ,rSDC : S → R, which we define below.

For our setting, M is obtained through the par-
allel composition of the system modules: the energy
harvester, the energy buffer, the node (with the sens-
ing and radio components) and the controller, as de-
picted in Figure 1. The MDP actions are the already
discussed commands that control the sensing duty-
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Figure 1: Behavioral black-box model of the system.

cycle and the radio. The duration of an epoch takes
time step units.

MDP States and Actions: Two of the state vari-
ables of the system are bu f f erLevel, which repre-
sents the energy stored in the energy buffer at each
epoch and harvesterState, which describes the en-
ergy output of the harvester in a period. The action
variables, which are also state variables for the MDP
model, are SDCAction, which specifies the sensing
duty cycle of the node, and RAction, which represents
the power command to the radio transceiver.

An MDP state s ∈ S is defined by the tuple of
values of these four variables. Also, an MDP ac-
tion a ∈ A is completely defined by the values of
SDCAction and RAction in the following epoch.

MDP Rewards: To express the quality of the sam-
pled data by the node, we add to each MDP state s
the reward rSDC(s), which is a function of the sensing
duty cycle. We use in this paper a concave function:
0.0 for 0% duty cycle (for SDCAction = 0), 8.0 for
50% duty cycle (SDCAction = 1) and 10.0 for 100%
duty cycle (SDCAction = 2).

As already discussed, we can put a soft real time
constraint on the functionality of the node: we want to
have a certain average period, which we call Tlateness,
of transmitting via radio the acquired data to the
basestation. We do this in order that the basesta-
tion continuously benefits of sensed data that is about
Tlateness seconds old.

To account for the frequency of sending via ra-
dio the data we put on each state s the reward rR(s)
with value 1.0 if s employs the radio transceiver
(RAction = 1) and 0.0 if not (RAction = 0).

We also do not want to allow the possibility of is-
suing an action that results in running out of energy
without terminating the initiated action. Therefore,
we put big negative rewards on such states, such that
the solution MDP policy avoids them. This makes
sense since the solution either maximizes the objec-
tive function value, or keeps the value of the con-
straint above a specified threshold and using any num-
ber of big negative reward states in the solution is not
compatible with these goals. For the simulations we
perform in Section 3.1, if we run out of power in an

epoch (i.e, bu f f erLevel′< 0) we consider the sensing
duty cycle reward and the radio reward to be zero.

Semantics: The precise semantics of the MDP model
is the following: i) we start with RAction = 0 and
SDCAction = 2 (the radio transceiver is turned off
and the node senses with maximum duty cycle), and
with bu f f erLevel set at maximum; ii) the energy in-
take happens at the beginning of the epoch, instan-
taneously, and the consumption happens immediately
afterwards during the same epoch, by executing the
actions for RAction and SDCAction, associated to the
state; iii) the controller observes the values of the sys-
tem variables at the beginning of the epoch and com-
putes the values of RAction′ and SDCAction′ for the
next epoch.

2.2 The Optimization Problem

As we have previously stated, we seek to maximize
the sensing MDP reward, while meeting an average
radio transmission rate of 1/Tlateness.

The solution to our problem is a Markov ran-
domized stationary policy π : S →4(A), which pre-
scribes for each state the optimal probability distribu-
tion over the actions the controller has to use in order
to attain the problem objectives.

The mathematical formulation of our problem is
given in (1). Tlatency is a constant representing the
number of epochs the radio needs to transmit, on aver-
age, during a Tlateness period, for the time being, equal
to 1.

max
π

lim
N→∞

1
N

Eπ{
N−1

∑
i=0

rSDC(i)} (1)

s.t. lim
N→∞

1
N

Eπ{
N−1

∑
i=0

rR(i)} ≥ Tlatency

Tlateness

We can prove our MDP is unichain. In such a case,
(Puterman, 1994) arguments we can reduce this opti-
mization problem to the Linear Program (LP) in (2).
The variables of the LP, xs,a, are called limiting aver-
age state-action frequencies and represent the proba-
bility the system occupies state s and chooses action
a under the solution policy corresponding to x.

max ∑
s∈S

∑
a∈A

xs,arSDC(s) (2)

s.t. ∑
a∈A

xs,a− ∑
s′∈S

∑
a∈A

p(s′|s,a)xs′,a = 0, ∀s ∈ S ,

∑
s∈S

∑
a∈A

xs,a = 1,

∑
s∈S

∑
a∈A

xs,arR(s,a)≥ Tlatency

Tlateness
,

xs,a ≥ 0, ∀s ∈ S ,a ∈ A
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MDP

const int PSEMAX = 100; //the capacity of the energy storage element
//(1 unit = 10 mJ)

module Harvester
harvesterState: [0..9] init initHarvesterState;

[tick] harvesterState = 0 -> 0.927 : (harvesterState’ = 0)
+ 0.064 : (harvesterState’ = 1) + ...;

//...
//the rest of the description of this module is omitted

endmodule

formula update_bufferLevel = bufferLevel + harvesterState - SDCAction
- 4*RAction;

module EnergyBuffer
bufferLevel:[0..PSEMAX] init PSEMAX;

[tick] update_bufferLevel > 0 & update_bufferLevel <= PSEMAX ->
(bufferLevel’ = update_bufferLevel);

[tick] update_bufferLevel > PSEMAX -> (bufferLevel’ = PSEMAX);
[tick] update_bufferLevel <= 0 -> (bufferLevel’ = 0);

endmodule

//A generic system controller: see both RadioController and
SDCController
module RadioController
RAction:[0..1];

[tick] true -> (RAction’ = 0);
[tick] true -> (RAction’ = 1);

endmodule

module SDCController
SDCAction:[0..2];

[tick] true -> (SDCAction’ = 0);
[tick] true -> (SDCAction’ = 1);
[tick] true -> (SDCAction’ = 2);

endmodule

Figure 2: The PRISM MDP model of the system.

3 PRACTICAL DETAILS OF THE
PROBLEM

To concretely solve the problem, we start by speci-
fying the model in PRISM, a probabilistic analysis
tool (Kwiatkowska et al., 2004) we use extensively
in our project. A simple model example with a freely
specified system controller, the unknown of our prob-
lem, is given in Figure 2.

We develop some small programs that take the
MDP representation exported from PRISM and out-
put the corresponding LP that solves the MDP opti-
mization problem. To make the problem more precise
and robust, the coefficients of the LP have 16 decimal
digits precision. We solve the LP with CPLEX (IBM
ILOG, 2008), a fast commercial (I)LP solver, which
is able to handle LPs up to tenths of thousands of vari-
ables.

The capacity of the energy storage element,
PSEMAX , is 100 and Tlateness is 10. We also assume
there is only one initial state, the one with a full en-
ergy storage element, with the maximum level of har-
vested energy, with RAction = 0 and SDCAction = 2.

Once the MDP policy is obtained, to assess that
it conforms to the specification - mainly that the ex-

pected radio reward is met - but also to compute vari-
ous other properties such as the value of the expected
sensing reward, we compose the solution policy with
the PRISM specification of the MDP and perform ex-
haustive simulation (i.e., probabilistic model check-
ing) by using the cumulative reward properties of
PRISM to compute the expected total rewards for a
specified number of steps, and then compute the aver-
age reward per epoch.

Since we want to show the benefits of implement-
ing a stochastic policy controller, we introduce two
more runtime policies, which are deterministic and
compare the three of them in the following sections.
The three different controllers are:

• MDP: this is the stochastic policy, which uses
the energy harvester model to accurately predict
the future energy income. Relying on the cur-
rent value of bu f f erLevel and on the prediction,
the policy chooses the optimal sensing duty cy-
cle, SDCAction′, and the power state for the radio,
RAction′.

• Conservative: the policy varies the sensing duty
cycle proportionally with the bu f f erLevel. Also,
the policy controls the radio the following way: in
the case bu f f erLevel is too small, the controller
assumes the worst-case situation under which it
does not receive anymore energy from the envi-
ronment, and turns off the radio; otherwise, the
radio is turned on, periodically.

• Greedy: the policy uses the maximum sens-
ing duty cycle, no matter what the value of
bu f f erLevel is. The node tries to turn the radio
on and to send data to the basestation periodically,
at every Tlateness seconds, disregarding the fact it
might run out of power.

The Conservative and Greedy policies do not
make use of the probabilistic harvester model. The
Greedy controller does not care about the state of
the energy harvester and observes, at most, only the
charge of the energy buffer. In all the experiments
we perform in the following sections, we count for
the radio and sensing rewards of the policies only the
epochs in which the system does not run out of en-
ergy.

3.1 Considering The Multi-epoch Radio
Transceiver Actions

So far, we did not take into consideration that turn-
ing on the radio transceiver of the sensor node fol-
lowed by transmitting the acquired data are costly
operations, which can take longer than one epoch
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module RadioController
RAction:[0..1];
counter:[0..T_LATENESS - 1];

[tick] counter = 0 -> (RAction’ = 0) & (counter’ = 1);
[tick] counter > 0 & counter <= T_LATENCY - 1 & RAction = 0 ->

(RAction’ = 0)
& (counter’ = counter + 1);

[tick] counter = 0 -> (RAction’ = 1) & (counter’ = 1);
[tick] counter > 0 & counter <= T_LATENCY - 1 & RAction = 1 ->

(RAction’ = 1) & (counter’ = counter + 1);
[tick] counter >= T_LATENCY & counter < T_LATENESS - 1 ->

(RAction’ = 0) & (counter’ = counter + 1);
[tick] counter = T_LATENESS - 1 -> (RAction’ = 0) & (counter’ = 0);

endmodule

Figure 3: The PRISM radio controller specification with
Tlatency-epochs long actions.

because the node has to synchronize with the net-
work. For the SensorScope platform, which uses the
BMAC protocol, the time the radio needs to synchro-
nize to the network and send the data is Tlatency exact =
2.25 seconds (Şuşu et al., 2008). For the sake of the
energy efficiency, since the radio is the most power
consuming component of the sensor node, we do
not want to turn it off while synchronizing or trans-
mitting. Therefore, under these conditions, the ra-
dio power off command should be issued at least
Tlatency = dTlatency exact

time step e = 3 epochs later from the mo-
ment we turned on the radio.

In order to handle the optimization with multi-
epoch actions, we add a new state variable, counter,
to the PRISM model, which keeps track of how many
epochs have passed from the beginning of the cur-
rent RAction = 1 issue. We then allow to change to
RAction = 0 only if counter ≥ Tlatency.

Adding this variable gives us the possibility to turn
on the radio only at the beginning of the Tlateness pe-
riod for exactly Tlatency periods. This implies that the
counter variable has to take values between 0 and
Tlateness − 1. The PRISM specification of the radio
controller with the variable counter is given in Fig-
ure 3. We compose this component with the others
of the model in Figure 2. The radio constraint in our
formulations (1) and (2), specifying to have at least
Tlatency/Tlateness average radio reward per epoch, is in
accordance with the behavior described above.

4 OPTIMAL SOLUTION AND
COMPARISON

We call π3 the MDP optimal policy that generates
only Tlatency-epochs long radio actions (Tlatency = 3)
and π1 the one on which we do not impose this con-
straint.

We present in Table 1 the simulation results ob-
tained with PRISM for π3, together with the ones for
the Conservative and the Greedy policies, for which

Table 1: The expected total radio (R) and sensing (SDC) re-
wards of the solution policies for constrained optimization,
for various horizon length (hl) values.

module RadioController
RAction:[0..1];
counter:[0..T_LATENESS - 1];

[tick] counter = 0 -> (RAction’ = 0) & (counter’ = 1);
[tick] counter > 0 & counter <= T_LATENCY - 1 & RAction = 0 ->

(RAction’ = 0)
& (counter’ = counter + 1);

[tick] counter = 0 -> (RAction’ = 1) & (counter’ = 1);
[tick] counter > 0 & counter <= T_LATENCY - 1 & RAction = 1 ->

(RAction’ = 1) & (counter’ = counter + 1);
[tick] counter >= T_LATENCY & counter < T_LATENESS - 1 ->

(RAction’ = 0) & (counter’ = counter + 1);
[tick] counter = T_LATENESS - 1 -> (RAction’ = 0) & (counter’ = 0);

endmodule

Figure 3: The PRISM radio controller specification with
Tlatency-epochs long actions.

the radio and sensing rewards of the policies only the
epochs in which the system does not run out of en-
ergy.

3.1 Considering The Multi-epoch Radio
Transceiver Actions

So far, we did not take into consideration that turn-
ing on the radio transceiver of the sensor node fol-
lowed by transmitting the acquired data are costly
operations, which can take longer than one epoch
because the node has to synchronize with the net-
work. For the SensorScope platform, which uses the
BMAC protocol, the time the radio needs to synchro-
nize to the network and send the data is Tlatency exact =
2.25 seconds (Şuşu et al., 2008). For the sake of the
energy efficiency, since the radio is the most power
consuming component of the sensor node, we do
not want to turn it off while synchronizing or trans-
mitting. Therefore, under these conditions, the ra-
dio power off command should be issued at least
Tlatency = dTlatency exact

time step e = 3 epochs later from the mo-
ment we turned on the radio.

In order to handle the optimization with multi-
epoch actions, we add a new state variable, counter,
to the PRISM model, which keeps track of how many
epochs have passed from the beginning of the cur-
rent RAction = 1 issue. We then allow to change to
RAction = 0 only if counter ≥ Tlatency.

Adding this variable gives us the possibility to turn
on the radio only at the beginning of the Tlateness pe-
riod for exactly Tlatency periods. This implies that the
counter variable has to take values between 0 and
Tlateness − 1. The PRISM specification of the radio
controller with the variable counter is given in Fig-
ure 3. We compose this component with the others
of the model in Figure 2. The radio constraint in our
formulations (1) and (2), specifying to have at least
Tlatency/Tlateness average radio reward per epoch, is in
accordance with the behavior described above.

4 OPTIMAL SOLUTION AND
COMPARISON

We call π3 the MDP optimal policy that generates
only Tlatency-epochs long radio actions (Tlatency = 3)
and π1 the one on which we do not impose this con-
straint.

We present in Table 1 the simulation results ob-
tained with PRISM for π3, together with the ones for
the Conservative and the Greedy policies, for which
we present only the radio rewards that are Tlatency-
epochs (or more) long. As we can see, the π3 pol-
icy has average rewards per epoch of 0.30 for the ra-
dio and 4.53 for sensing. π1 attains on average per
epoch rewards of 0.30 for the radio (out of which only
49.57% satisfies the Tlatency constraint) and 4.96 for
sensing. To compare π1 and π3 we use the product be-
tween the expected Tlatency-feasible radio reward and
the expected sensing reward. This product is 0.744
for the former and 1.359 for the latter, which means
π3 performs with 83% better than π1. Using the same
metric, π3 is better with 14% than the Conservative
policy and with 154% than the Greedy one. The
Greedy policy is the only one that runs out of energy,
about 1.73% of the time.

Table 1: The expected total radio (R) and sensing (SDC) re-
wards of the solution policies for constrained optimization,
for various horizon length (hl) values.

MDP Conservative Greedy
hl policy π3 policy policy

R SDC R SDC R SDC
104 3,099 45,587 1,945 61,768 1,031 52,727

105 30,822 453,302 19,395 615,398 10,192 524,071

106 308,055 4,530,441 193,893 6,151,698 101,809 5,237,512

The MDP has 39,390 reachable states. The as-
sociated LP uses six times more variables and takes
more than six days to be solved exactly on a stan-
dard computer platform. Therefore, we use competi-
tive approximation methods, the details of which we
omit in this paper, to find the solution, which reduce
the search time to a couple of hours.

The optimal policy π3 prescribes for each reach-
able state of the system the best sensing duty cycle
and radio management that maximizes the expected
sensing quality, generates only Tlatency-epochs long
radio transmissions and does not run out of energy,
for the given harvester DTMC model.

we present only the radio rewards that are Tlatency-
epochs (or more) long. As we can see, the π3 pol-
icy has average rewards per epoch of 0.30 for the ra-
dio and 4.53 for sensing. π1 attains on average per
epoch rewards of 0.30 for the radio (out of which only
49.57% satisfies the Tlatency constraint) and 4.96 for
sensing. To compare π1 and π3 we use the product be-
tween the expected Tlatency-feasible radio reward and
the expected sensing reward. This product is 0.744
for the former and 1.359 for the latter, which means
π3 performs with 83% better than π1. Using the same
metric, π3 is better with 14% than the Conservative
policy and with 154% than the Greedy one. The
Greedy policy is the only one that runs out of energy,
about 1.73% of the time.

The MDP has 39,390 reachable states. The as-
sociated LP uses six times more variables and takes
more than six days to be solved exactly on a stan-
dard computer platform. Therefore, we use competi-
tive approximation methods, the details of which we
omit in this paper, to find the solution, which reduce
the search time to a couple of hours.

The optimal policy π3 prescribes for each reach-
able state of the system the best sensing duty cycle
and radio management that maximizes the expected
sensing quality, generates only Tlatency-epochs long
radio transmissions and does not run out of energy,
for the given harvester DTMC model.

5 CONCLUSIONS

In this paper we have modeled and improved the func-
tionality of a wireless sensor node with Markov De-
cision Processes (MDPs). Because of the long time
the radio transceiver takes to synchronize with the
network, we have introduced MDP actions that take
longer than one epoch to complete. Optimizing with-
out taking into consideration these multi-epoch ac-
tions results in suboptimal MDP policies. We pro-
posed a method to find an optimal solution and com-
pared the result to various heuristic policies.

Our problem with multi-epoch actions has some
similarities with the Semi-Markov Decision Process
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(SMDP) (Puterman, 1994; Hu and Yue, 2007) models
with variable sojourn times. Note that our setting is
even more different, since we have action types with
different completion times.
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Abstract: In this paper, a framework is presented to generate configurations in reconfigurable manufacturing systems
(RMS). This framework is based on a high conception level of reconfigurable manufacturing systems, and uses
a multicriteria decision algorithm to select operations tocarry out the request. Provisional product scheduling
is then used to define the “simple configuration”. This paper focuses on the generation process of the “near-
most appropriate” configuration to carry out a request. To doso, the same multicriteria decision algorithm
is used to select “reserved operations” to improve the generated configuration.A case of study illustrates our
approach and demonstrates how we can use this framework to generate the “near-optimal” configuration and
improve reconfigurability.

1 INTRODUCTION

Manufacturing flexibility is the key for markets facing
increasing client demands, frequent volume changes
and product requirement. In such a system, choices
at the system organization level can be delayed un-
til exploitation. Indeed, this organization must be
taken into account at the conception level. To help
a designer choose (resources, operations, ...), a set of
analysis and evaluations must be applied to the sys-
tem. The system description must specify all possible
information for this analysis. New scheduling tech-
niques which help to answer more complex demands
are needed. On the other hand, the main goal in to-
day’s markets is the reaction of manufacturing sys-
tems when unexpected events occur. Recently, new
ideas related to design, description, sequencing prod-
ucts, planning, loading and scheduling policies have
been introduced. Architecture design for manufactur-
ing systems, equiped with the correct level of flexi-
bility to face the specific production problem, are in-
troduced in (Nucci and Grieco, 2008) and in (Terkaj
et al., 2009). (Kurnaz et al., 2005) considers that the
order in which products are produced can have a con-
siderable impact on primary performance metrics. Se-
quencing decisions can impact customer responsive-
ness. In (Dpto et al., 2002), loading and schedul-
ing processes evolves jointly in Felxible Manufactur-
ing Cell (FMC). (Lamotte, 2006) proposes DeSyRe,

a language to describe reconfigurable manufacturing
systems. In this paper, we propose improving the
DeSyRe language to take into account and improve
the reconfiguration concept at the description level.
We also consider how disruptions (machine break-
downs, customer order changes, etc.) impact the gen-
erated configuration in a reconfigurable manufactur-
ing system producing multiple products. The rest of
this paper is organized as follows. Section 2 gives an
extended presentation of the high conception level of
RMS’s. Section 3 presents the configuration gener-
ation process. A use case illustrates the use of our
framework in section 4, before moving on to the con-
clusion in section 5.

2 A HIGH CONCEPTION LEVEL
FOR RMS

Manufacturing systems can generally be described
from multiple levels of granularity. Fractal manufac-
turing systems (Ryu et al., 2003) takes into account
this granularity by using a multi-level representation.
To represent and manipulate reconfigurable manu-
facturing system concepts, we use a description lan-
guage called “DeSyRe” basically developed and in-
troduced by (Lamotte, 2006). Metamodels show re-
lations between different aspects of a RMS. Models
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combine a horizontal decomposition between archi-
tecture and configuration and a vertical one between
logical and physical descriptions. We apply this high
level conception to add new dynamic aspects and im-
prove the RMS description. In the next subsections,
we present the extended description language version
“DeSyReE”.

2.1 The represented Aspects

In “DeSyReE”, the reconfigurable system is broken
down according to the decomposition illustrated in
Figure 1. A horizontal axis separates the architec-
ture of the system from its configuration. The archi-
tecture consists of all system elements (functions, or
resources) and their potential connections. It is pre-
sented in section 2.2. These components are parame-
terized and inter-connected through the configuration
presented in section 2.3. The vertical axis separates
the logical architecture from the physical one. The
logical part consists in the functions and their associ-
ations to form logical operating sequences. The phys-
ical part consists in the resources and the transport be-
tween these resources. The physical part provides the
structure on which the logical part is executed. Oper-
ations are in the center of the model description. Each
operation implements a function on a resource creat-
ing a link between the logical and the physical archi-
tecture. It also links the configuration to the architec-
ture since operations are defined in the architecture
and used in the configuration.

Figure 1: The new decomposition of RMSs.

2.2 A Meta-model to represent
Architectures

The architecture of a reconfigurable manufacturing
system should represent all system potentialities (see
figure 2). It is separated into two parts: the log-
ical architecture, which is constituted by functions
and function sequences applied to products that can
be performed on the system, and the physical archi-
tecture which describes the physical elements of the
system (resources, connections, ports, etc. . . ). To

achieve a complete architecture representation, op-
erating modes of the whole system should be pro-
vided. The role of such representation is to help carry
out decisions about resource modes and configuration
changing. A lot of information is needed to manage
resource modes, see (Hamani et al., 2009), and per-
form performance and cost analysis. This information
is introduced using a simple diagram graph for each
resource to describe their modes and transitions be-
tween these modes. For the sake of simplicity, here,
we propose to take into account the following modes:
the mode “stop” when the power is off, the mode “in
production” when the resource is in use, the mode
“in preparation” when the resource is not in use, nor
ready to execute an operation, the mode “break down”
when a failure occurs on the resource and the mode
“idle” when the power is on and the resource is ready
to use.

Logical architecture is mapped onto physical ar-
chitecture through potential operations, which link a
function with a resource.

Architecture

LogicalArchitecture

PhysicalArchitecture

PotentialOperation

Function

PotentialTransfering

Product

Resource

FunctionSequence

ParamatrizedFunction

MachiningResource

StockResource

Port

ModeDG

Transition

ToPortRef

FromPortRef

[*]
 [*]

 [*]

 [*]

[*]

[0-1] [0-1]

[*]

[*]
[*] [*]

 [*]

 [*]

[*]

[*]

[*]  [*]

 [*]

[*]

[*]

Connection

PotentialMachining

PotentialStocking

 [*]  [*]

 [*]  [*]

TransportResource

Figure 2: Extended architecture metamodel.

2.3 A Meta-model to represent
Configurations

The concept of configurations lay on the separation of
the component content from its use in the architecture.
A configuration is constituted by function instances to
realize a machining operation, connection instances
to realize a transfer operation, operations which re-
fer to an operation defined in the architecture model
and operation sequences which realize a function se-
quence. The metamodel representing the configura-
tion is given in figure 3.
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[*]
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Figure 3: Extended configuration metamodel.

Several types of configurations are defined de-
pending on the use of architecture components. A
minimal configuration contains the needed operations
to carry out a mission. A simple configuration is de-
fined as the set of “used” operations which lead to
the completion of a mission. A flexible configuration
is defined by a set of “used” and “reserved” opera-
tions to simplify the reconfigurability aspect. Finally,
a maximal configuration is defined as the set of poten-
tial operations which lead to carrying out a mission.
In the next section we present the Configuration Gen-
eration module.

3 CONFIGURATION
GENERATION

As can be seen in the figure 4, three technologies
are used: Model driven engineering (MDE), object
oriented programmation and multiCriteria Decision
Making (MCDM). Modeling concepts are introduced
to describe architectures and configurations. The
Model Driven engineering approach (MDE) is then
used, a transformation module is used to generate the
maximal configuration from the architecture descip-
tion model. This transformation is expressed in a
transformation language such as ATL (Bézivin et al.,
2005).

Extended
Description Model

(Architecture)

Description Model
(maximal  Configuration)

Maximal Configuration
Generator

MDE Object Oriented MCDM

AHP Algorithm

Step 1

Step 2

Simple Configuration
Generator

+
Products Scheduling

Flexible Configuration
Generator

+
Products Scheduling

"near-optimal"
 Configuration

Description Model
("near-optimal"
 Configuration)

Figure 4: A framework to generate configurations.

Generated code is based on the architecture and
maximal configuration description models. Object

oriented development (using Java) is then used to
carry out the “near most-appropriate” configuration.
At runtime, both steps (1 and 2) use the MultiCrite-
ria Decision Making approach (MCDM) to solve in-
determinism due to the high flexibility of our system
and to carry out the request in the configuration. For
more details about the MCDM approach see (Kanso
et al., 2009). A simple configuration is generated in
step 1. The obtained configuration contains only the
“used” operations to carry out the mission. It means
that, in case of failure there is no garantee to replace
the failed operation. Our framework tries to avoid the
reconfiguration process as much as possible, by im-
proving the generated configuration with a compati-
ble degree of flexibility. We deal with two kinds of
unexpected events: changes at the request level (case
of customer demand changes) and changes at the sys-
tem level itself (case of failures and system errors).
When unexpected events occur, errors, failures or cus-
tomer demand changes provide the need of additional
operations to replace the failed ones. Operations in
need are evidently defined in the architecture. To an-
swer this need, a flexible configuration is generated in
step 2. This last configuration consists of the simple
configuration improved by adding “reserved” opera-
tions using the MCDM approach. The obtained con-
figuration description model is then generated using
MDE.

4 SAMPLE EXPERIMENTATION

We present, in this section, a simple example to
demonstrate how our framework can be used to gener-
ate the “near optimal” configuration. The purpose of
this experimentation is not to generate optimal sug-
gestions, but rather to provide a simple demonstration
to help users taking their decisions during production.
To do so, we consider a simple reconfigurable man-
ufacturing system with two products. The “logical
architecture” contains two functions (F1 andF2) and
three function sequences (S1, S2 andS3). S1 consists
in implementingF1. S2 consists in implementingF2.
S3 consists in implementingF1 thenF2.

The “Physical Architecture” of the proposed sys-
tem is defined to set up our experiments (see figure 5).
It consists of convoyers (CV1 - CV6), buffers (IN and
OUT), machining areas (M1 - M4) and a robot (Rbt1).
To increase the flexibility of the system, this archi-
tecture consists of the two-directional convoyers (CV2
andCV5). In the description model of the architec-
ture, we refine, for each resource, its capacity, its ac-
tive mode, the list of the concerned resource modes
and the transitions between these modes.
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Figure 5: Physical Architecture of the proposed system.

Eight machining operations have been defined to
assign the defined functions to the machining areas:
OM1,F1, OM1,F2, OM2,F1 andOM2,F2, etc. . .

Fourteen transfer operations have also been de-
fined to realize a transfer using a transfer ressource:
OtCv1,INM1, OtRbt,INM1, OtRbt,INM2, OtCv2,M1M2, OtCv2,M2M1,
etc. . .

4.1 Maximal Configuration Generation

In this subsection, we present the transformation
module used to generate the “maximal configuration”
using the architecture description model. Based on
the specified mission (product types and quantities),
some operations cannot be used in the system. The
concerned resources are idle during production. To
optimise the configuration cost, we must generate the
“maximal configuration”. At this stage, we take into
consideration the system part which contains the pos-
sible operations to carry out the request. If all po-
tential operations can be used to realize our mission,
the maximal configuration represents the use of the
whole system. For reasons of simplicity, in our ex-
ample, the maximal configuration represents the use
of the whole system to carry out two different prod-
uct types (P4 andP5). Each operation in the architec-
ture model is projected to generate an operation in the
configuration model. The link to a function instance
or a connection instance in the configuration model
is based on the type of the operation in the architec-
ture. A function sequence can be realized by different
operation sequences. For example,S1 is the function
sequence which consists of applying the functionF1
on a product. It can be realized on the machining re-
sourceM1, M2, M3 or on M4. These four solutions
are defined in the configuration model as a set of 88
operation sequences, since transfer may be realized
by different transfer sequences too. Indeed, we gen-
erate 674 possible operation sequences based on the
function sequences defined in the architecture model.

It should be noticed that by using all the opera-
tions and operation sequences of the system in the
configuration at runtime, the reconfiguration time, in

case of failure can be shorten (it depends on calcula-
tion and decision making time), and the cost of the
configuration is surely much higher since a lot of re-
sources are idle. Therefore, we propose to generate
the “near-optimal” configuration which answer a bet-
ter cost-performance trade-off. In the next subsection,
we refine the “Simple Configuration generation” pro-
cess based on the architecture and the maximal con-
figuration description models.

4.2 Simple Configuration Generation

The specified mission consists of producing three lots
of P4 and two lots ofP5. Decisions, of which trans-
porter (or machining resource) is used, are taken by
applying the ‘AHP’ algorithm. For more details about
the proposed algorithm please check (Kanso et al.,
2009). The “Simple Configuration Generation” pro-
cess consists of selecting, for each product instance,
an operation sequence taken into account the system
state (resource availability, waiting time, preparation
time, mode changes, transfer between two different
machining resources). We use the necessary informa-
tion in the architecture to decide which is the most
appropriate operation to realize next. This process
has been implemented using Java in eclipse environ-
ment. Once the application is launched, the selection
process starts. The architecture of the proposed sys-
tem is updated depending on each resource capacity
and modes in the system while executing an operation
on a product. The “simple configuration” is obtained
when each product instance specifies its operation se-
quence and its provisional scheduling. We define at
this level the “used operation” as an operation used
by a product to realize a function in a configuration.
For the proposed example we get the configuration
composed of the followed operation sequences:
1. to realizeP4, S1 must be applied. Therefore, the

operation sequence chosen is as follows:

• OS1,S1: {OtCv1,INM1, OM1,F1, OtRbt,M1OUT }

2. to realizeP5, S3 must be applied. Therefore, the
operation sequence choosed is as follows:

• OS12,S3: {OtCv1,INM1, OM1,F1, OM1,F2,
OtRbt,M1OUT }

4.3 Flexible Configuration Generation

In case of production problems and more precisely
in case of failure when unexpected events occur
(demand changes, resource breakdowns, unavailable
tools, etc. . . ). Previously generated simple configu-
rations may no longer work. Operations used in the
“simple configuration” may be unique and no another
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operation, defined at the configuration level, can re-
alize the same function. The obvious solution is to
reconfigure the system. Although, we propose to im-
prove the generated configuration and optimise the re-
quest completion time. Therefore, we need to extend
the “simple configuration” and add “reserved opera-
tions”. At this level, we define a “reserved operation”
as an operation chosen to replace a failed operation
in a configuration. This will help us carrying out
the request in the system without going through the
reconfiguration process. To do so, “reserved opera-
tions” are selected using the ‘AHP’ algorithm. When
the “reserved operations” are specified, we generate
the corresponding operation sequences to fill out the
generated configuration. In other words, we generate
reserved operation sequences to extend the obtained
“simple configuration” and get the “flexible configu-
ration” to improve system responsiveness. Projecting
this extension on our example, we get the “flexible
configuration” by duplicating operations since each
function (or transfer) can be realized using four re-
sources (M1 - M4) for a function, and the robot or
a convoyer for a tranfer). We note that in our case
the obtained “flexible configuration” corresponds to
“162” operation sequence of the “maximal configu-
ration” using two machining resources (M1 andM2)
and “used operations” are realized in priority.

5 CONCLUSIONS

Reconfigurable Manufacturing Systems are faced
with frequent disruptions that impact the production
quality. A low-cost solution is needed to recover
the system. In this paper, the use of a high con-
ception level for reconfigurable manufacturing sys-
tems is presented to include different features and de-
scribe both architecture and configuration. The sug-
gested framework produces “near-optimal ” configu-
ration by generating the corresponding “flexible con-
figuration” based on the generated “simple configu-
ration” and the architecture. A simple example illus-
trating the way we can use the proposed framework
is presented in section 4. First, the production envi-
ronment has been presented. Secondly, the “maximal
configuration” generation is presented by refining the
transformation module. Third, the “simple configura-
tion” generation process is described before moving
on to presenting the “flexible configuration” genera-
tion process. Configuration choices usually depend
on preferences, on choices obtained at the scheduling
level, and on constraintes defined by clients at the re-
quest level. “Minimal” and “Simple” configurations
are not always the best solutions. Configurations with

a higher degree of flexibility may respond to requests
with better measures, and may answer a better cost-
performance trade-off. Although the existing frame-
work provides opportunity for many different types
of analyses, additional extensions will be beneficial
as well. These include inventory management during
production and transfer sequence management; new
configuration extension rules; and more specific crite-
ria to improve operation choice. More generally, we
would like to permit a broader class of configurations,
such as serial parallel lines with crossover, so that the
framework can be applied in an even greater number
of circumstances.
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Abstract: To optimize the transportation processes inside transfer stations the degree of automation has to be increased
without the loose of flexibility. Therefore this paper proposes a detailed architecture for an intelligent material
flow system based on the technologies of Multi-Agent-Systems (MAS) and wireless sensor networks. Fur-
thermore, a novel framework is proposed that eases the integration process between the MAS and the physical
level of heterogeneous conveyors.

1 INTRODUCTION

Flexibility will be one of the most important drivers
for technological improvements in material flow sys-
tems in the future. A new flexible material flow sys-
tem has to be reconfigurable by design and in the
end there are no additional costs allowed (Windth,
2007). To circumvent this problem new systems
should be designed as autonomous decentralized co-
operating objects, e.g. goods and the transportation
system autonomously make decisions (Scholz-Reiter
et al., 2007b). The autonomous decisions can be made
in two ways (1) the good driven way(Scholz-Reiter
et al., 2007a) (Scholz-Reiter et al., 2006): An embed-
ded device attached to the package escorts the goods
to its destination. During the transportation process
the embedded device cooperates with the environ-
ment to achieve its goal. (2) The transportation sys-
tem driven way: The environment around the goods
makes the decisions. With the arrival and identifi-
cation of a good at the entry transfer point the in-
telligent environment autonomously creates a specific
transport order. From now on this virtual order es-
corts each intelligent transportation device that han-
dles these goods.
We assume that for material flows system that are spe-
cialized on movement of goods, it will not be feasible
to attach an intelligent device to each good, due to
cost reasons. Therefore we follow the approach of the
intelligent environment with its intelligent transporta-

tion devices. Thereby the intelligent conveyor is able
to plan and drive the appropriate route through the en-
vironment to reach the sink transfer point. These in-
telligent transportation devices can have very differ-
ent abilities and automation degrees and are therefore
suited for different transportation task and situations.
For example, automated guided vehicles (AGV) are
used for basic load while traditional fork lift trucks
(FLT) are used in peak load situation. The challenge
that will be addressed here is the coordination of het-
erogeneous conveyors inside a transfer station which
is based on Multi Agent Systems (MAS) and Wireless
Sensor Networks (WSN).

Paper Organization. The remainder of the paper is
organized as follows: Section 2 describes the transfer
station scenario with the heterogeneous transportation
devices within. Section 3 introduces the architecture
of the proposed MAS. Section 4 describes a frame-
work that eases the integration process between MAS
and the field level of the different conveyors. Section
5 describes the intelligent environment that is based
on WSN technology. Section 6 ends the paper with
concluding remarks.

2 SCENARIO

Traditionally, heterogeneous conveyor types are used
inside a transfer station. The transportation devices
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are operated and/or coordinated by human beings, to
transport goods from the entry transfer point to the
sink transfer point. Each kind of transportation device
has different abilities to cope with the current load sit-
uation of the transfer station, depending on its degree
of automation and flexibility. Each of these properties
make an optimal coordination of the heterogeneous
devices (regarding transportation cost, throughput or
optimal balance load of the conveyors) very difficult.
In the scenario depicted in figure 1, AGV and manu-
ally operated FLT work together to cope with the cur-
rent load situation.

Figure 1: Material flow with an intelligent environment.

To ease the coordination process for an optimal
throughput, all conveyors are intelligent transporta-
tion systems. This means each conveyor is able to
decide itself if he is willing to take a transport order
or not. But this freedom comes with duty. Each intel-
ligent transportation system has to offer its position to
an intelligent environment. The intelligent environ-
ment is virtually separated into areas that can either
be free or set to be (pre)allocated by the intelligent
conveyors. The different states of areas are needed
to avoid collisions between the heterogeneous intel-
ligent conveyors. Before an intelligent conveyor is
entering a new area, it will allocate this area (depicted
red) or will search for another route to reach his sink
transfer point. During the planning process of routes,
the conveyor will eventually be able to (pre)allocate
the areas it will need during its transport process (de-
picted blue). The intelligent environment is physi-
cally represented by a WSN. This WSN is able to lo-
cate the intelligent conveyors and also could act as a
database for the mentioned area status information.

3 CONTROL ARCHITECTURE

The scenario described in the previous section would
traditionally require a central control, incorporating
the state of every conveyor and the position of every
good into work directives given to every conveyor.
The design and implementation of a central control
system is a non-trivial and lengthy task, and “a key
cost driver” (Schmidt and Schulze, 2009) in the cal-
culation of transport costs.

De-centralized systems promise to alleviate this
costs by using self-organization of (semi-) au-
tonomous agents, allowing for rapid adaption of the
transport routes to new requirements. This paper pro-
poses a decentral organization for material flows, us-
ing a system of multiple autonomous agents work-
ing together (MAS). This distributed approach is also
the subject of other research projects, for example
(Ten Hompel et al., 2008) and (Leit 2009).

3.1 Agents

Our architecture consists of two types of agents –
transfer points and conveyors – interacting with each
other and an intelligent environment. While conveyor
agents expose a uniform set of properties and abilities
to the MAS, the underlying physical objects they rep-
resent can differ widely. In this regard, an agent is an
abstraction, providing a common way of interacting
with physical objects that perform the same function
(e.g. conveying goods), yet function in different ways.

Transfer Point. A transfer point represents a place
where goods are transferred from one part of the sys-
tem into another. The physical objects these agents
represent could be terminals stationed at transfer sta-
tions, used to enter transport jobs into the MAS. The
transfer point agents then communicate the job to all
conveyor agents.

A transport job consists of the start and end trans-
fer points, as well as a time constraint for finishing the
transport and relevant information about the good to
be conveyed, like weight and dimensions.

The conveyor agents, upon receiving a job, can bid
on the job in the manner of an auction, giving a cost
estimate for the transport. The transfer point agent
selects the conveyor with the least cost estimate, and
assigns the job to it.

Conveyor. A conveyor agent exposes the conveyors
functionality to the MAS, allowing the transport of
goods to be planned and executed. They receive job
announcements from the transfer point agents, and
bid on them with a cost estimate for the transport. The
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estimate is calculated by finding a route through the
work area, querying the environment (see figure 2)
for the states of the areas along the planned route (see
section 2 and figure 1), and calculating the costs of a
transport along that route. The winner of the auction
then generates a job from the auction, and proceeds to
pick up and deliver the goods.

To do this, a series of operations needs to be gen-
erated which the physical agent has to execute. This
is done by breaking a transport job down into abstract
actions, which are then turned into a series of oper-
ations using a device dependent transformation. An
action is an abstract description of one step of the
transport process, such as ‘pick up good X’ or ‘trans-
port good to point A’, while an operation is an atomic
function that a physical conveyor can perform, such
as ‘drive forward’, ‘revolve belt’ or ‘locate good X
within environment’. Operations are sent via a mid-
dleware, which allows for device independent com-
munication. An overview of this process can be seen
in 2.

However, in case of a human operating the con-
veyor, actions are not broken down further but sent
directly, since it can be assumed that a human will un-
derstand the intention and act correctly, making fine
grained instructions pointless.

Figure 2: Control architecture of the conveyor.

3.2 Agent Requirements

To let an agent fulfill its tasks, it needs an intelli-
gent environment and a physical conveyor. An ad-
ditional middleware enables the agent to interact with
the physical objects, which can differ widely, and the
intelligent environment (see figure 2). For a detailed
description of the middleware, see section 4. The
intelligent environment consists of a WSN (see sec-
tion 5), where sensor nodes are placed throughout the
working area. It will be queried for information by
the conveyor agents, for example for their own posi-
tion in the environment, whether or not a certain area

is currently occupied by other conveyors, or how the
occupation of an area has been in the past.

In a pro-active scenario, the conveyors may ad-
ditionally exchange information about their predicted
usage of the environment, further improving the qual-
ity of the planned routes (preallocation, see section
2). However, since interactions with human beings
can not be fully predicted, information generated this
way is only of limited accuracy, possibly resulting in
a probabilistic planning strategy. It is currently not
determined how or where data about future usage of
areas can be saved and kept available to all agents.
Further research into this problem field is required.

4 MIDDLEWARE

The aforementioned MAS is one of the key compo-
nent to operate the described material flow scenario
with its heterogenous conveyors. But the MAS needs
always direct contact to the conveyor or its operator to
put the planned route into practice. Nevertheless the
communication between the MAS and the conveyer is
from the MAS point of view very abstract. Therefore
is a link between the MAS and the Conveyer needed.
This chapter presents a novel Integration Process for
Conveyor with a corresponding configurable Middle-
ware (MW). Thereby, the MW acts as mediator be-
tween the MAS and the Conveyers Sensor and Ac-
tors. Therefore we briefly discuss the requirements of
the such a MW and than propose the MW architecture
itself.

4.1 Middleware Requirements

Such a middleware should ease the integration pro-
cess between the MAS and the conveyer. Therefore
the MW should address the following aspects:

• adaptable to the unique conveyer specific query
set, that the MAS is presupposing

• adaptable to the heterogenous sensors and actors
the conveyer possesses. This means:

– eased integration of different communication
protocols, like CAN or ProfiBus, into the MW

– on-the-fly transformation of the exchanged bi-
nary messages between the MAS and convey-
ors. This is necessary due to the different mes-
sage content that the MAS and the Conveyors
imply.
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4.2 Architecture

To comply with the above stated requirements our ap-
proach is based on SOA Technology. Although we
don’t assume that XML based Automation-Protocols,
e.g. OPC UA, will achieve the major acceptance
in the domain due to real time constraint and over-
head, we propose to adapt the SOA idea of an En-
terprise Service Bus (ESB) to our needs. Histori-
cally ESB comes from the Enterprise Architecture In-
tegration where systems and protocols are tradition-
ally very heterogenous. Hence an ESB allows to inte-
grate different protocols extensions (called adapters)
to the middleware. To mediate now between the dif-
ferent semantic meaning of the messages a message
transformation is needed, which is traditionally XSLT
based. To overcome the realtime hurdles due to the
XSLT interpretation of the ESB our Middleware acts
as extendable Framework (see figure 3).

Figure 3: Middleware Architecture.

Each middleware layer (depicted in blue) will pro-
vide basic function that run the specific adapters (de-
picted in red). Such an Architecture will ease the
portation step to other programming languages and
other operating system so that this MW could even be
ported to an Embedded System.

5 WIRELESS SENSOR
NETWORK

In the cognitive environment of the proposed trans-
fer station scenario (Ommen et al., 2009) (Beth et al.,
2009) the routes are distributed and intelligent enti-
ties. They need to be networked to communicate with
the conveyors to enable the distributed localization
method. The routes have to provide the ability to lo-
calize the conveyor, to answer the occupation state of
the route and to give an average usage feedback of

the route (re-active approach). Furthermore the sen-
sor network should acts as a communication relay for
the conveyors and other sensor nodes.

5.1 Limited Resources

Resources are a critical point in designing a sensor
network. For the deployment of the sensor network in
the logistic in-door scenario the following points have
to be considered.

1. One point to consider is the critical bandwidth and
range of the sensor network.

2. For the deployment of a large number of nodes
in industrial environments – with high flexibility
and mobility requirements – the installation of a
static electric power supply for all nodes is too
expensive and not feasible. Therefore there are
always nodes that can not be supplied with static
electric power and the limited energy of the sensor
nodes has to be considered.

3. A third point is the limited storage space of a sen-
sor node, e.g. a typical sensor node like the MicaZ
1 has only 4KB RAM and 512 KB of flash mem-
ory on board.

4. A last point is the inaccurate RSSI-based localiza-
tion of standard sensor nodes.

5.2 Approaches

In the proposed scenario the sensor network uses
multi-hop communication to circumvent the limited
propagation of radio waves in logistic in-door facili-
ties and to extend the range of the sensor nodes and
the conveyors.

Localization Procedure. The conveyors need to
know their own position. The distributed fixed sen-
sors nodes have an area to observe. This area is sur-
rounded by at least three - in our model - four sen-
sor nodes. A special node of the group is the home
node, it is a sensor node responsible for fault toler-
antly storing the data of one or more routes in the area.
For the localization a trilateration method based on
IEEE 802.15.4b compatible (Nanotron Technologies,
2007) ranging data will be used. In (Röhrig, 2009)
this localization method, combined with appropriate
Kalman filtering, provided an accuracy of 0,5m. The
conveyor node has to initiate the localization proce-
dure with the nodes of the localization group. A lo-
calization group is formed by issuing a broadcast call

1www.xbow.com
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for all neighborhood nodes able to localize the con-
veyor node. The localization procedure comprises the
gathering of the distances from the mobile conveyor
node to all nodes in the localization group and the
necessary algorithms 2 to calculate the position. Af-
terwards, the conveyor node sends the position back
to the home node. The home node of the route has to
store the arrival time of the query, the ID of the con-
veyor and the estimated occupation time of the route.
The estimated occupation time is a worst case time
consisting of the average passing time for the route
and an additional time for loading or unloading goods
on the route.

Distributed Queries. Occupation and Average
Queries from the conveyor nodes can be executed
from every point in the scenario area and are answered
by the home nodes of the localization groups. On Oc-
cupation Queries the conveyor asks for the occupa-
tion state of a route with a certain ID and at the time
of the query. To answer this query, a message with
the route ID and the occupation query type has to be
sent to the home node of the route. If the route is
occupied, the home node answers the query by send-
ing back the occupation time to the inquirer ID. On
Average Queries The conveyor asks for the average
occupation state of a route in the past. This allows the
conveyor to derive a usage estimation and to choose
an alternative route in case of a possible jam situation.
To answer this query, a message with the route ID and
the estimation query type has to be sent to the home
node of the route. The home node has to gather the
past occupation times of the route belonging to the
queried ID and averages them. Afterwards, it sends
the averaged time back to the inquirer.

The data scheme for the localization of the nodes
needs the attribute of the identity of the conveyors,
the entry time of the conveyors and the (estimated)
occupation time of the route:

RouteOccupation : { [ID: char, entrytime: float,
occtime: float] }
The data scheme for the averaged values of the nodes
needs the attribute of the identity of the route and the
average occupation time tocctimein time period taverage:

RouteAvg: { [RouteID: char,occtime: float] }

Storage Strategy and Energy Consumption.
(Diao et al., 2007) stated that the storage of sen-
sor data is energetically (Pottie and Kaiser, 2000)
more efficient instead to transmit the data via the
rf-channel. As a side-effect the bandwidth usage of

2Solving a linear equation

the sensor network is reduced too. Furthermore, a
consideration of the storage place of the sensor data
necessary. The variables that have to be considered
are the query rate, the event rate and the storage
place. There are three approaches to choose the
storage place in a distributed sensor network. The
central data storage to an external server. This is
optimal for applications where the query rate to
the server is larger than the event rate (Tilak et al.,
2006). For applications with a higher event rate than
query rate the local storage is more energy efficient.
For large scale sensor networks, e.g greater than
10000 sensor nodes, with a slightly higher event
rate than query rate - the data centric storage (DCS)
(Ratnasamy et al., 2002) is suitable. Here the place
for data storage is chosen based on the attributes of
the sensor data. For the scenario in this paper the
local storage is suitable. The data is stored at the
same place where the query takes place and therefore
no additionally communication is necessary. The
limited storage space on the sensor nodes has to be
considered too. Assumed that the typical workload
for an 100m x 100m sized cross-docking area is
750000 goods a year, the workload per hour would
be 129 3 goods. If the localization group is squared
and has a side length xloc of 25m , e.g. the typical
working range for a nanotron localization system, the
memory used per hour Mhour would be 9288 Bytes (8
localizations x 9 bytes per localization x 129 goods).
A simple approach is to store every localization event
occurred in one single home node responsible for the
whole scenario. The (MicaZ) RAM would last for
1/2 hour and using the (MicaZ) flash storage would
last for 56 hours. The intelligent approach is to store
the localization events only for the occupation time
of the conveyors and afterwards the time is used to
build the average occupation time. If only the average
value per hour is stored - the RAM is sufficient for
4 days (4kb / 5 bytes/ 8 localizations) and the flash
storage would last for 546 days.

5.3 Wireless Sensor Network -
Conclusion

The main problems for a wireless sensor network
in a decentral logistic scenario are reliable localiza-
tion and the limited resources of the nodes. It was
discussed that the localization with IEEE 802.15.4b
based ranging is suitable for the scenario. Further-
more, with an appropriate storage strategy the limited
storage space and energy resources are sufficient for
the scenario.

3365 days a year and 16 hours a day
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6 CONCLUSIONS AND FUTURE
WORK

In this paper several approaches for optimization of
the transportation processes inside a transfer stations
have been showed. The proposed architecture for in-
telligent material flow systems includes Multi-Agent-
Systems and wireless sensor networks that are coop-
erating in a pro-active or re-active manner. Further
research has to be done to decide the best cooperating
manner. The main problems for a wireless sensor net-
work in a intelligent material flow system have been
figured out and it was discussed that with an appro-
priate storage strategy the limited storage space and
energy resources are sufficient for an intelligent ma-
terial flow systems. Furthermore, a novel framework
was proposed that eases the integration process be-
tween the control level and the physical level of het-
erogeneous conveyors. In the future the architecture
and the framework have to be tested for real logistic
setups and the lessons learned will be demonstrated
in successive publications.
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Abstract: In this paper we investigate how timeless ontologies such as DFault, an ontology for fault diagnosis in power
transmission networks can be re-engineered to include temporal entities. We propose a methodology, FONTE

(Factorising ONTology Engineering complexity), that allows this complex process to be factored by dividing
the problem into parts: modelling the domain concepts ontology (atemporal and aspatial), modelling or ac-
quiring the temporal and /or spatial ontology, and finally producing the target ontology by assembling these
modular ontologies via a semi-automated process.

1 INTRODUCTION

In recent years many technologies have been de-
veloped allowing the capture and transmission
(e.g., smart sensors networks and wireless communi-
cations) of information about the state of a wide range
of devices connected to networks scattered over large
geographical areas (e.g., power transmission grids).
The emergence of technology standards lowered the
prices for these devices/technologies and eased its in-
tegration with existing systems. The result is that
the data owners are overloaded with large quantities
of heterogeneous information. One major challenge
therefore consists of developing applications able to
provide end-users with a system overview in a hu-
man readable, relevant and consistent manner, so as
to interpret and manage the system being monitored.
There are at least two issues obstructing this goal: the
information heterogeneity and the requirement for ap-
propriate models for spatial and temporal knowledge
(STK). The modelling of STK in intelligent systems
is a complex process. This work proposes a semi-
automatic method, FONTE (Factorising ONTology
Engineering complexity), based on the assembling of
multiple ontologies in order to obtain the target on-
tology. This method tackles both the above problem-
atic issues: information heterogeneity and modelling
STK. The first is addressed through the use of on-
tologies as building blocks, given that ontologies are

shared and common agreed models about a specific
domain. The second issue is addressed through the
use of a set of rules that drives the process of assem-
bling orthogonal categories, like space and time, in
a semi-automatic way, releasing the knowledge en-
gineer and the experts from the rendering of intri-
cate concepts related to complex theories of time and
space.

2 FONTE METHODOLOGY

In order to illustrate the assembly process two
ontologies will be used as building blocks
for the target ontology, a temporal ontol-
ogy and the timeless domain ontology DFault
(www.dei.isep.ipp.pt/∼jsantos/F2C/DFault) for fault
diagnosis in power transmission networks.

Modular Ontologies. The assembly process can
be used either for the development of ontologies
with time from scratch, or for re-engineering exist-
ing atemporal ontologies in order to include time. For
our case study we have used the time-less DFault on-
tology that captures the main concepts related to the
characterisation of the Portugese National Electricity
Transmission Grid (RNT) (www.ren.pt), and concepts
related to fault diagnosis in power transmission net-
works (previously used to develop the SPARSE sys-
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tem (Vale et al., 2002)).
The DFault ontology (OWL version)includes 92

classes, 30 properties and 30 restrictions. The hi-
erarchy is divided in four sub hierarchies, with root
concepts: Event, Entity, Local and Object. The Event
class includes the different type of events that may oc-
cur in the electric network, such as breaker tripping or
power lines going out of service. The Entity class in-
cludes the organisations (e.g., suppliers, clients) and
persons involved in the management/exploration of
the network. The Object class is divided into phys-
ical objects, which include the electric network de-
vices and facilities, and abstract objects, which in-
clude the faults diagnosis and messages acquired from
the SCADA (Supervisory Control And Data Acquisi-
tion) system. The Local class represents a hierarchy of
physical locations, which are used to spatially charac-
terise the network devices and facilities.

Tripping Breaker

Technician Device

hasBreaker

isA
operates

operatedBy

Figure 1: Excerpt of the DFault Ontology.

Fig. 1 presents an excerpt of the DFault ontol-
ogy that was used in order to elucidate the FONTE
method and the Protg plug-in that supports it. A cir-
cuit breaker is an electrical device designed to protect
a circuit from damage caused by an electrical event
such as overload or short circuit. Its basic function is
to detect a fault condition and, by interrupting conti-
nuity (tripping), to immediately discontinue electrical
flow. A circuit breaker can be reset (either manually
or automatically) to resume normal operation.

The temporal ontology used in our case study
(see Fig. 2 for the UML-like depiction of an
excerpt) embodies many concepts such as Instant
or Period found in ‘standard’ ontologies such as
OWL-Time (www.w3.org/TR/owltime/) or SUMO
(www.ontologyportal.org/) and assumes a standard
interpretation, mapping time points and intervals to
real numbers and intervals on the real line respec-
tively. A temporal representation requires the char-
acterisation of time itself and temporal incidence,
which are represented in our temporal ontology by
TemporalEntity and Eventuality, respectively. A fur-
ther notion, TimedThing, which is used during the as-
sembly process, bridges between temporal concepts
and domain concepts .
Temporal Entities. In the temporal ontology we
used for the case study there are two subclasses of
TemporalEntity: Instant and Period. The relations
before, after and equality can hold between Instants,

TimeRoot

TemporalEntity Eventuality TimedThing

Process

startedBy:Event

finishedBy:Event

duringAt:Period

Event
startes:Process

finishesBy:Process

atTime:Instant

Instant

starts:Interval

finishes:Interval

Period

startedBy:Instant

finishedBy:Instant

TimedConcept

TimedRelation

IntervalThing

PeriodThing

Figure 2: Excerpt of the Temporal Ontology.

respectively represented by the symbols:≺, Â, =, al-
lowing an algebra based on points to be defined(Vilain
et al., 1989). It is assumed that the before and after are
strict linear, i.e. irreflexive, asymmetric, transitive and
linear. The thirteen binary relations proposed in the
Allen’s interval algebra (Allen, 1983) can be defined
easily from ≺, Â, and =. The starts and finishes are
relations from TemporalEntity to Instant. Also, there
are no null duration periods and each period is unique.
Processes and Events. There are two subclasses of
Eventuality, Process and Event, in order to be possible
to express continuous and instantaneous eventualities,
respectively. Event has a relation atTime to Instant
while Process has a relation duringAt to Period. The
relations starts and finishes can be used to state what
can start or finish a process.
The Assembly Method. FONTE (Santos and Staab,
2003) allows the targeted complex ontology to be
built by factorising concepts into their temporal, spa-
tial and domain (atemporal and aspatial) aspects, and
then assembling the temporally/spatially situated en-
tity from these primitive concepts. This is more sim-
ilar to a Cartesian Product than a union of ontolo-
gies. Each of these component ontologies can be
built/acquired independently, allowing a factorisation
of complexity. The ontologies assembly is performed
through an iterative and interactive process that com-
bines two types of inputs: i) human assembly ac-
tions between the component ontologies; and ii) auto-
matic assembly proposals obtained from semantic and
structural analysis of the ontologies. This process is
propelled by a set of rules and a set of constraints. The
set of rules drives a semi-automatic process proposing
assembly actions; the set of constraints allows to as-
sess which of the generated proposals are valid.

The proposed methodology divides the task of
building a temporalised ontology for power network
control and monitoring into the task of constructing
simpler sub-ontologies which can be built indepen-
dently, factorising the problem complexity. The do-
main concepts ontology DFault (DO) and the tempo-
ral ontology (TO) (both described in the previous sec-
tion) will be used to illustrate the assembly process.
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The methodology hence proposes to obtain the
target ontology (power network control and monitor-
ing with a temporal) through a semi-automatic pro-
cess of assembling. The concept DO.Device.Breaker
will be linked with TO.TemporalEntity, while the
property DO.Device.Breaker.triggering will be linked
with TO.Process. In this way the instances of
DO.Device.Breaker concept will have a time span
of use. Instances of DO.Device.Breaker.triggering
process have a time span in which they occur
and additionally the user will be asked to assem-
ble the events that define the beginning and end-
ing of this process (e.g., DO.Device.Breaker.opening
and DO.Device.Breaker.closing). After this step,
related concepts, properties and axioms are pro-
posed for assembling, through a cascade process:
e.g. sibling concepts of DO.Device.Breaker such
as DO.Device.Line or DO.Device.Transformer will be
proposed for the assembly process; properties and
axioms related to DO.Device.Breaker.triggering like
. . . .triggering.monophasic or . . . .triggering.triphasic
would be proposed for assembly depending on their
characteristic event sequence.
Protg Plug-in. In order to support the iterative and in-
teractive process used in FONTE, a Protg plug-in was
developed. An assembly task consists of the defini-
tion of the actions to be performed in the target on-
tology after the performance of an assembly action
(e.g., creation of a relation isA between a domain and
a temporal concept). Due to the characteristics of the
platform (Protg), two types of tasks were defined:
Internal Tasks, which allow basic operations to ma-
nipulate the ontologies to be performed (e.g., create,
delete and modify classes or properties), and provide
access to the API functionalities of the Protg platform
in a transparent mode;
External Tasks. (also called assembly rules), which
are procedures written in a pseudo-code language
that includes common program language instructions
(e.g., if, then, else) and special keywords (e.g., do,
propose, check) whose semantics has been previously
provided. In order to facilitate the edition/creation of
these tasks, a specific tool supported in a graphic in-
terface was developed (see below).

The FONTE plug-in architecture (see Fig. 3) has
different abstraction levels which present several ad-
vantages for the knowledge engineer: i) the knowl-
edge engineer does not need to know the specifics
of the Protg API to manipulate the ontologies. In
addition, the Internal Tasks provide an abstraction
level between External Tasks and Protg API assur-
ing independency between the External Tasks and the
Protg API version; ii) the External Tasks may be cre-
ated/edited during the execution time and do not re-

quire the alteration of the application and consequent
compilation; iii) Different rules set (stored in distinct
files) allow different temporal/spatial theories in the
assembly process to be used in a flexible way.

Internal Task

Task

isA

External Taskuses

isA

Protégé API uses

FONTE plug-in

provides

Rule Editor

create/edit

Figure 3: FONTE plug-in architecture.

The plug-in provides a set of functionalities, such
as: linking concepts of the domain and tempo-
ral/spatial ontology; accepting, rejecting or even de-
laying the execution of a task; and visualising statis-
tics of the assembly process. As depicted in Fig. 4,
the plug-in has two panels for the manipulation of on-
tologies (on the left-hand side) and a list of propos-
als (on the right-hand side). The panel further to the
left contains the domain ontology (DFault, which is
timeless and spaceless); from this panel it is possible
to access the classes and properties hierarchies. The
other panel contains the temporal/spatial ontologies
to be used as construction blocks for the production
of the target ontology. The list of proposals contains
the records of the task instances generated by the sys-
tem. Details of this list are presented below.

To promote the assembly process the knowledge
engineer needs to select the ontologies that will par-
ticipate in the assembly process as well as the files
containing the assembly rules for each ontology;
these can be selected using the setup window (trig-
gered by the setup button shown in Fig. 4).

All the tasks that are successfully performed (ei-
ther triggered manually by user-driven action or auto-
matically by the structural analysis module) are added
to a list containing the instance tasks historic. Associ-
ated with each task instance proposal there is: a trig-
ger list (the elements that triggered the proposal); the
task weight (an indication of the importance of each
proposal, which influences the likelhood of proposal
acceptance during the assembly process); and a ques-
tion in natural language (a phrase that summarises
the proposal objective, instantiated with the elements
contained in the instance task).

As the assembly process progresses, more propos-
als are generated. If different concepts happen to pro-
pose the same task instance, all the elements that have
triggered that proposal are included in the trigger list
and the proposal weight is increased.

All the proposed task instances are stored in the
list of proposals, which can be sorted by different
criteria (e.g., id, trigger or weight). The user can
then accept, reject, or even delay for later analysis,
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Figure 4: FONTE plug-in for Protg.

each of the proposals. In order to avoid overload-
ing the knowledge engineer with useless proposals,
rejected proposals are never automatically proposed
again(though they may be manually retrieved).

In addition to the functionalities described above,
the plug-in also provides statistics about the assembly
process (results of the tool performance, including the
initial and current status of the domain ontology, the
number of tasks that has been initiated by the user and
how many proposals have been accepted or rejected).
A facility for saving a sequence of performed tasks
as a script file is also provided to allow a knowledge
engineer to easily totally or partially repeat a certain
set of tasks.

An application was developed to facilitate the cre-
ation of external files of rules. This supports the
knowledge engineer through a simple and interactive
graphic interface. The file management system pro-
vides a graphic visualisation of the rules included in
each file and offers various functionalities, such as:
sorting the list through different criteria; modifying
the order in which the rules are interpreted during
the assembly process; visualising the rules in XML
or pseudo-code; removing, editing or creating new
assembly rules. The knowledge engineer is alerted
about potential consistency errors (e.g., non declared
variables) or warnings (e.g., to declaring a variable
that is not used).

3 CONCLUSIONS AND FUTURE
WORK

In this paper we discussed the engineering of time in
DFault, an ontology for fault diagnosis in power trans-
mission networks. We proposed FONTE, a method
that supports the engineering of complex ontologies
including temporal and/or spatial knowledge that al-
lows process complexity to be factored by dividing

the problem in parts: modelling the domain concepts
ontology (atemporal and aspatial), modelling or ac-
quiring the temporal and/or spatial ontology, and fi-
nally producing the target ontology by assembling
these modular ontologies through a semi-automated
rule based approach.

A Protg plug-in developed to support method
FONTE, which allows FONTE to be used in an in-
tegrated form in the development of ontologies, was
also described. The FONTE methodology works in-
dependently of the temporal/spatial theory since it
allows different sets of assembly rules to be used
for each specific theory. A tool to support the cre-
ation/edition of these rule sets was also summarised.

Future work includes: i) evaluating the generic
characteristics of the proposed method with differ-
ent spatial/temporal ontologies (including 4D ontolo-
gies); ii) developing a functionality to predict the im-
pact of the acceptance of a particular proposal; iii) im-
proving the generation of automatic proposals during
the assembly process; (ii) and (iii) may be achieved
through the use of semantic analysis, previously suc-
cessfully used in diverse processes of ontology engi-
neering (e.g., merging, mapping and alignment).
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Abstract: The paper considers assembly systems for low product demand. In the last five decades a large variety of 
assembly line structures and solutions procedures have been proposed to balance assembly line. Author of 
this paper compares single assembly line and assembly rotating round table. Estimation of final results of 
balance of both structures is discussed. It is shown that implementation of different structures are 
appropriate for low product demand. Numerical example of design assembly single line and assembly 
rotating round table helps to understand mentioned structures.  

1 INTRODUCTION 

Since always people created new items for their own 
needs and if these appeared to be helpful they tried 
both to improve them and manufacture them faster. 
In order to balance supply and demand the 
development of technology was a must. Definition 
of production can be therefore understood as 
transforming raw materials into a complete valuable 
product. This transformation combines various tasks 
of human work, automation and technology. It 
consists of steps after which the temporary product 
is closer to the final state. All these processes 
combined together define the assembly line which 
formal definition states: Industrial arrangement of 
machines, equipment, and workers for continuous 
flow of workpieces in mass-production operations. 
An assembly line is designed by determining the 
sequences of operations for manufacture of each 
component as well as the final product. Each 
movement of material is made as simple and short as 
possible, with no cross flow or backtracking. Work 
assignments, numbers of machines, and production 
rates are programmed so that all operations 
performed along the line are compatible. Automated 
assembly lines consist entirely of machines run by 
other machines and are used in such continuous-
process industries as petroleum refining and 
chemical manufacture and in many modern 
automobile-engine plants. Although it does not seem 
difficult by the definition it is a complex field of 
research. One of the reasons may be the fact that the 

first automated production line was implemented in 
20th century, actually in the year 1913 in Ford Motor 
Company, USA.  In assembly systems the most 
often used is the flow line – a particular example of 
such a structure is the assembly line. Balancing of 
such a line consists of assigning various tasks to 
work stations (Salveson, 1955). The objective of 
balancing leads to defining the cycle time with 
constant number of work stations or inversely 
calculating the number of stations with given cycle 
time. In order to start balancing we need to have a 
finite set of work stations, tasks with corresponding 
times and relationships between them i.e. in a form 
of a precedence diagram. Balancing of an assembly 
line is the answer to the question - how to allocate 
resources on a flow line in order to finalize the end 
product most effectively. Effectively in this case 
means assigning tasks equally between stations to 
minimize idle times and equalize work load. A 
balanced line needs to fulfill (Sury, 1971), (Scholl, 
1998), (Beker and Scholl, 2005): 

• precedence diagram restrictions 
ast one) 

m 

2 ASSEMBLY LINE STRUCTURE 

There exist also a classification regarding plant 
layout which is used to describe the arrangement of 

• positive number of stations (at le
• cycle time c greater or equal maximu

station time. 
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physical facilities in a production plant (Scholl, 
1998). Five types of layout can be distinguished: 

• serial lines, 
• U-shaped lines, 
• parallel lines, 

. 

Lines 

 line production 
systems. It is determined by the flow of materials. It 

lures, 
o changing demand rates. 

• parallel stations, 
• two-sided lines

2.1 Serial (Single) 

This is a very basic layout of a flow

is mostly used for small size products. These lines 
have several disadvantages: 

• monotone work, 
• sensibility due to fai
• inflexibility due t

 
Figure 1: Serial line. 

2.2 U-shape

ms of a serial line it 
was redesigned to a form of U-shape (U-line). In 

d Lines 

In order to deal with the proble

such a line operators can work at more than one 
station simultaneously. For example first operator 
may both load and unload product units. As they are 
included in more tasks during production process 
they are gaining very important experience and 
enlarge horizons. It is very helpful in case of just-in-
time production systems as it improves flexibility 
which is crucial in dynamically changing demand 
rates. What more, stations are closer together what 
results in better communication between operators 
and in case of emergency they are able to help each 
other effectively. 

1

2.3 Parallel Lines 

In order to deal with problems described in case of a 
serial line it might be a good idea to create several 
lines doing the same or similar tasks. 
Figure 2. U-line structure. 
The advantages of such a solution (Sauer, 1997): 

• increased flexibility for mixed-model 
systems, 

• flexibility due to changing demand rates, 
• lowered risk of machine breakdown 

stopping the whole production, 
• cycle time can be more flexibly chosen 

which leads to more feasible solutions. 
The optimal number of lines is however a subject of 
discussion for every single case separately. 

2 M-1

M

….

N N-1 M+1….
Flow line direction

Flow line direction

 
Figure 2: U-line structure. 

1 2 N-1 N….
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1 2 N-1 N….

1 2 N-1 N….

Flow line direction

Flow line direction

 
Figure 3: Parallel lines. 

2.4 Parallel Stations 

As an extension of serial lines bottlenecks are 
replaced with parallel stations. Tasks performed on 
parallel stations are the same and throughput is this 
way increased (Askin and Zhou, 1997). 

1

2

N-1 N….
Flow line direction

….

2  
Figure 4: Parallel stations. 

2.5 Two-sided Lines 

This kind of flow lines is mainly used in case of 
heavy workpieces when it is more convenient to 
operate on both sides of a workpiece rather than 
rotating it. Instead of single working-place, there are 
pairs of two directly facing stations such as 1 and 2. 
As an example car line can be considered, and 
mounting some parts like: side – doors (left, right 
side), muffler (i.e. right side) or lights with no 
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preference to the side. Such a solution makes the 
line much more flexible as the workpiece can be 
accessed either from left or right (Bartholdi, 1993). 
In comparison to serial lines: 

• it can shorten the line length,  
• reduce unnecessary work reaching to the 

other side of the workpiece. 

1 3 N-3 N-1….
Flow line direction

2 4 N-2 N….  
Figure 5: Two-sided line. 

3 LOW MIX PRODUCT DEMAND 

The volume of production is not a widely discussed 
topic over the literature. There are numerous articles 
about mixed-model assembly systems however they 
do not investigate the problem of low product 
demand. A formulation of a problem given in 
(Bukchin et. al, 2002) should give an idea about it. J. 
Bukchin indicates that it’s long gone, when 
everybody was buying a black painted Ford T as 
long as it was cheap. Back than, high productivity 
was achieved by introducing a perfectly single 
model with no additional features. 
Nowadays, the life cycle of a product is relatively 
short and the demand for varied product is high. 
Consequently, a set of similar products needs to be 
assembled in relatively low volume. The goal to 
such an approach is flexible responding to shorter 
product life cycles, low to medium production 
volumes, changing demand patterns and a higher 
variety of product models and options. 

The conditions for such an installation are: 
• assembly-to-order production, 
• low product demand (low volume 

production), 
• number of tasks greater than number of 

stations, 
• lack of mechanical conveyance,  
• Highly skilled workers. 

It might be extended with conditions given by 
(Heike et. al, 2001): 

• flexible fixtures, 
• flexible tooling, 
• delivery of material. 

Such conditions give a good base for an assembly 
system robust to demand changes. Having a good 
balancing algorithm is a goal in this case. 
When the demand for a set of similar products is 
insufficiently high in order to install a complete 
assembly line a solution given in (Battini et. al, 
2007) might be used. Most of the authors use 
combined precedence diagrams in order to reduce 
multiple models into a single model. As the plant 
layout, they majority uses a straight line in some 
cases allowing parallel workstations for omitting the 
bottleneck effects. What more, some allow 
duplicating stations in series. Authors investigation 
U-shaped lines indicate their benefits over 
traditional serial lines. Some of them are: 

• improvement in labour productivity, 
• job enlargement for human operators, 
• great interaction between operators, 
• reduction in number of required workstations, 
• lead time contraction, 
• increase of flexibility. 

They suggest (Aase et. al, 2004) this kind of lines in 
case of number of tasks less than 30 and 10 stations. 
Fixed position layout should be taken into account 
dealing with heavy workpieces as it is more 
convenient to switch operators places rather than i.e. 
rotating the part (Heike et. al, 2001). Generally, 
when set-up times required between different 
versions are significantly high a job shop layout 
suits the best (McMullen, 2007). 

4 ASSEMBLY ROTATING ROUND 
TABLE 

The model and the procedure discussed in this 
section bases on (Battini et. al, 2007). D. Battini  
introduces a mixed-model assembly system 
consisting of a rotating assembly table with a fixed 
number of stations. It is a semi-automated system 
therefore some stations are occupied by human 
operators, some by machines and other are free. 
Human operators are indicated by “O” while 
automated ones as “A”. The resource assignment is 
assumed to have no limitations, every operator or 
machine can be placed at any station of the table. 
The product assembled with such a system is 
assumed to be homogenous with some additional 
features that enable creation of joint precedence 
diagram with known tasks’ durations. The rotating 
table is a multi-turn one, as a matter of fact a batch 
of one single product is completed in n number of 
turns, with n ≥ 2. The table is an example of unpaced 
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synchronous line controlled assembly system. It 
means that all the tasks performed by operators need 
to be completed before the shift of the table. It is 
assumed that it has a pneumatic motion and all 
operators need to press a button as an information 
that they finished their task. If all the tasks are 
finished the table switches their position with switch 
time ts≥ 2s (move time between 2 stations). Every 
switch of the table moves the workpiece to 
following station – one station at each table switch. 

1

2

3

4

5

6

OP1

OP2

 
Figure 6: Example of rotating assembly round table (two 
human operators and six stations). 

The assumption of rotating round table are: 
1. The assembly rotating round table is multi-

turn type. 
2. Precedence diagrams of all model types can 

be accumulated into a single combined 
precedence diagram. 

3. The line production policy is “assembly-to-
order”. 

4. Workpieces are fixed on the table and there is 
only one workpiece at the station of the table 
at a time. 

5. Each station has only either one operator or 
one actuator. 

6. Idle operators cannot be used to help the 
operators of other stations 

7. The table switches only when all the opened 
stations have finished their job. 

8. The first task of the cycle is the load of all the 
workpieces of the same batch on a table and 
is always assigned to first operator. 

9. The last task of the cycle is the download of 
the assembled units and can be assigned to 
any operator. 

The objectives for this assembly system are: 
1. Optimize the load balancing of each station 

activated in the rotating table 
2. Optimize the resource positioning in order to 

minimize the entire make span of the 

assembly batch, and consequently, the 
average cycle time. 

The goal of this paper is to compare serial assembly 
system and rotating round table. 

5 ESTIMATION OF FINAL 
RESULTS OF BALANCING 
PROBLEM 

Some measures of solution quality have appeared in 
line balancing problem. Below are presented three of 
them (Scholl, 1998). 

Line efficiency (LE) shows the percentage 
utilization of the line. It is expressed as ratio of total 
station time to the cycle time multiplied by the 
number of workstations: 

100%
Kc

ST
LE

K

1i
i

⋅
⋅

=
∑
=

( )

 (1) 

where: 
K - total number of workstations, 
c - cycle time. 

Smoothness index (SI) describes relative 
smoothness for a given assembly line balance. 
Perfect balance is indicated by smoothness index 0. 
This index is calculated in the following manner: 

∑
=

−=
K

1i

2
imax STSTSI  (2) 

where: 
STmax = maximum station time (in most cases 
cycle time), 
STi = station time of station i. 

Time of the line (LT) describes the period of 
time which is need for the product to be completed 
on an assembly line: 

( ) KT1KcLT += ⋅ −  (3)

where: 
c - cycle time, 
K -total number of workstations. 

The average cycle time for rotating round table is 
calculated due to the formula: 

K
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Z
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ksZK

Z
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= ∈

⋅+
=C  (4)

where: 
C – average cycle time, 
t(Sk) – station load, 
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ASZ – set of stations activated in turn z, 
Z – 1,..,Z are table runs, 
K – total number of stations, 
ts – switch time of the table, 
Xk – distance in switches between the major 

load station and each activated in turn z. 

6 NUMERICAL EXAMPLES 

In this chapter an illustrative example of serial 
assembly line and assembly rotating round table is 
shown. An 8 tasks example of final product is 
considered. In both cases for founding end solution 
of balance a heuristic procedure (Update 
Immediately First Fit – Number of Followers) was 
implemented. 

1

2

3

4 5 6

7 8

 
Figure 7: Precedence graph of numerical example. 

Table 1: Operation time of numerical example. 

Task i Time ti Task i Time ti
1 18 5 7 
2 13 6 14 
3 6 7 11 
4 9 8 2 

 

6.1 Serial Assembly Line 

We consider serial assembly line with two workers it 
means with workstation. It is a problem knows as 
Simple Assembly Line Balancing Problem Type 2 
when the number of stations is given and value of 
cycle time is calculated.  

1

N
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i
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K
=

⎡ ⎤
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⎢ ⎥
⎢ ⎥= ⎢ ⎥
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∑  
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where: 
c – cycle time of serial assembly line, 
ti – operation time of task i. 

 
Figure 8: Serial two stations line.  

 
Figure 9: Balance of serial line for calculated example. 

The calculated cycle time is 40 (the total operation 
time is 80) so we got final solution of balanced line: 
Station 1 {1, 4, 3, 7) and Station 2 {5, 2, 6, 8). The 
solution is optimal (mostly we obtain using heuristic 
method only feasible solution) and calculated 
measures are: SI = 0, LE = 100% and LT = 80). 

6.2 Assembly Rotating Round Table 

We consider now assembly rotating table with 2 
human operators and six workstations. We obtain 
final results for 6 cases it means we calculate 
average cycle time for six different location of 
human workers. Starting from position 1 and 2 we 
relocate second operator to location 3, 4, 5 and 6. 
Operator 1 is always assigned to station 1. 
Relocation of Operator 2 causes that the distance 
between both workers changes.  

OP1

1

2

3

4

5

6

OP2

 
Figure 10: Location of human workers at assembly 
rotating round table (1st case) and direction of movement. 

Using heuristic described in (Battini et. al, 2007) we 
obtained   results  which  are  presented  in  Table  2: 
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Table 2: Operation time of numerical example. 

 OP 1 OP2 Cycle Turns 
1 Station 1 Station 2 53 2 
2 Station 1 Station 3 61 3 
3 Station 2 Station 3 53 2 
4 Station 1 Station 4 56 3 
5 Station 2 Station 4 61 3 
6 Station 3 Station 4 53 2 
7 Station 1 Station 5 58 3 
8 Station 2 Station 5 56 3 
9 Station 3 Station 5 61 3 
10 Station 4 Station 5 53 2 
11 Station 1 Station 6 70 2 
12 Station 2 Station 6 58 3 
13 Station 3 Station 6 56 3 
14 Station 4 Station 6 61 3 
15 Station 5 Station 6 53 2 

The best average cycle time for assembly rotating 
round table is 53 and it occurs always when 
Operator 1 and Operator 2 are located next to other. 
In this case we need to execute only two turns. The 
final solution is: Operator 1 executes tasks 1 and 6 
and Operator 2 executes tasks 2, 3, 4, 5, 7 and 8. 
Additionally we can calculate the time when final 
products is ready to unload from assembly system. 
In our case the ready product leaves the system in 
216 units of time. We should remember that 
assembly rotating system is mostly effective in case 
when product demand is equal to the total number of 
stations. 

7 CONCLUSIONS 

In the paper two assembly systems were considered. 
First assembly lines were presented. Next assembly 
rotating round table was shown. The problems 
seems interesting for low product demand. Known 
procedures of solving balance of line structures 
allow to get very easy optimal or near optimal 
solution for two stations line. Investigated assembly 
rotating round table allows to quick changes of 
assembling different product. Heuristic procedure 
improves the result of average cycle time from 70 to 
53. This kind of assembly table takes benefits from 
layout described in section 4 dealing with their 
disadvantages such as monotony, boredom, 
operators overload and communication. Different 
measures of final result (smoothness index, line 
efficiency, line time or average cycle time) simplify 
the choice of the most appropriate solution. We 
should underline that assembly rotating round table 
system don’t need additional sequencing procedure. 
Mixed product assembly deals with many 
precedence relations but we choose only this one 

with maximal number of tasks and connection. 
Therefore we calculated the balance of whole model 
with maximal task time operations. It allows to 
choice appropriate cycle time of turn. In serial lines 
we need to sequence the mix product model and 
sometimes to stop the line (different model cycle 
time) or to add additional parallel station. 

This research was supported in part by grant of 
Ministry of Science and Higher Education BK 
209/Rau1/2009 t.5 
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Abstract: An adaptive control system in conjunction with off-line optimization is built which controlling the cutting 

force and maintaining constant roughness of the surface being milled by digital adaptation of cutting 

parameters. In this way it compensates all disturbances during the cutting process: tool wear, non-

homogeneity of the workpiece material, vibrations, chatter etc. The basic adaptive control design is based 

on the control scheme (UNKS) consisting of two neural identificators of the process dynamics and primary 

neural regulator.  

1 INTRODUCTION 

The use of computer numerical control (CNC) 

machining centers has expanded rapidly through the 

years. A great advantage of the CNC machining 

center is that it reduces the skill requirements of 

machine operators. However, a common drawback 

of CNC end milling is that its operating parameter 

such as spindle speed or feedrate is prescribed 

conservatively either by a part programmer or by a 

relatively static database in order to preserve the 

tool. As a result, many CNC systems run under 

inefficient operating conditions. For this reason, 

CNC machine tool control systems, which provide 

on-line adjustment of the operating parameters, are 

being studied with interest (Balic, 2000). These 

systems can be classified into three types: a 

geometric adaptive compensation (GAC) system; an 

adaptive control optimization (ACO) system; and an 

adaptive control constraints (ACC) system.  

There is no controller that can respond quickly 

enough to sudden changes in the cut geometry to 

eliminate large spikes in cutting forces. Therefore, 

we implement on-line adaptive control in 

conjunction with off-line optimization. The 

optimization is performed with algorithm developed 

by researchers (Zuperl, 2004) and (Cus, 2003). In 

our AC system, the feedrate is adjusted on-line in 

order to maintain a constant cutting force in spite of 

variations in cutting conditions.  

2 NEURAL FORCE CONTROL 

STRATEGY 

The overall force control strategy consists of 

optimizing the feedrates off-line, and then applying 

on-line adaptive control during the machining 

process. The basic idea of this design is to merge the 

off-line cutting condition optimization algorithm and 

adaptive force control (Figure 1). Based on this new 

combined control system, very complicated 

processes can be controlled more easily and 

accurately compared to standard approaches. The 

objective of the developed combined control system 

is keeping the metal removal rate (MRR) as high as 

possible and maintaining cutting force as close as 

possible to a given reference value. Combined 

control system is automatically adjusted to instant 

cutting conditions by adaptation of feedrate.. 

Sequence of steps for on-line optimization of the 

milling process is presented below: 

1. The recommended cutting conditions are 

determined by ANfis software (Mursec, 2000) for 

selecting the recommended cutting conditions. 

2. Optimization of recommended cutting conditions 

by PSO optimization. 

3. The pre-programmed feedrates determined by off-

line optimization algorithm are sent to CNC 

controller of the milling machine . 

4. The measured cutting forces are sent to neural 

control scheme. 
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Figure 1: Adaptive force control combined with off-line optimization. 

5. Neural control scheme adjusts the optimal 

feedrates and sends it back to the machine. 

6. Steps 1 to 3 are repeated until termination of 

machining.  

The adaptive controller adjusts the feedrate by 

assigning a feedrate override percentage to the CNC 

controller on a 4-axis Heller, based on a measured 

peak force. The actual feedrate is the product of the 

feedrate override percentage (DNCFRO) and the 

programmed feedrate. The fundamental control 

principle is based on the neural control scheme 

(UNKS) consisting of three parts (Figure 1). The 

first part is the loop known as external feedback 

(conventional control loop). The feedback control is 

based on the error between the measured (Fm) and 

desired (Fref) cutting force. The primary feedback 

controller is a neural network (NM-R). The second 

part (NM-1) acts as the process dynamics (cutting 

dynamics) identifier. The third part of the system is 

neural network 2 (NM-2). The NM-2 learns the 

process inverse dynamics. The UNKS operates 

according to the following procedure. The sensory 

feedback is effective mainly in the learning stage. 

This loop provides a conventional feedback signal to 

control the process. During the learning stage, NM-2 

learns the inverse dynamics. As learning proceeds, 

the internal feedback gradually takes over the role of 

the external feedback and primary controller. Then, 

as learning proceeds further, the inverse dynamics 

part will replace the external feedback control. The 

final result is that the plant is controlled mainly by 

NM-1 and NM-2 since the process output error is 

nearly zero. 

3 EXPERIMENTAL SET-UP 

The data acquisition equipment consists of 

dynamometer, fixture and software module. The 

cutting forces were measured with a piezoelectric 

dynamometer (Kistler 9255) mounted between the 

workpiece and the machining table. The interface 

hardware module consists of a connecting plan 

block, analogue signal conditioning modules and a 

16 channel A/D interface board (PC-MIO-16E-4). In 

the A/D board, the analogue signal will be 

transformed into a digital signal so that the 

LabVIEW software is able to read and receive the 

data. The ball-end milling cutter with 

interchangeable cutting inserts of type R216-16B20-

040 with two cutting edges, of 16 mm diameter and 

10° helix angle was selected for machining. 

The cutting insert material is P10-20 coated with 

TiC/TiN, designated GC 1025.  
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Experiment: Prismatic Workpiece 
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Test_A 

Constant feedrate 

Cutting conditions: Feedrate: 0.08mm/tooth, Cutting speed: v=80m/min, 

Pre-programmed axial depth of cut AD=2 mm, Radial depth of cut RD 

=4mm, Fref=270N (Kopac, 2002), Result: Figure: 3a. 

Test_B 

Proposed adaptive control system 

Starting feedrate: 0.08mm/tooth, Allowable adjusting rate: 00.8 - 0.20 mm/ 

teeth, Cutting speed: v=80m/min; Result: Figure: 3b. 

Figure 2: Plan of experiment; Cutting conditions for prismatic workpiece. 
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Figure 3: Response of MRR, resulting cutting force and feedrate. a) Conventional milling-Test_A. b) Milling with proposed 
adaptive control system-Test_B. 

4 PROGRAM DACP 

The program for digital adaptation of cutting 

parameters (DACP) is developed by software packet 

LabVIEW 7. During developing of DACP program 

the following requirements are taken into 

consideration:  

 It must established communication between   

dynamometer and data acquisition card, 

 Enable the selecting of measuring channels and 

calibration of measuring system, 

 Establish communication with CNC controls, 

 Actuate visual and sound signals in case of 

cutting tool overloading. 

Control panel of DACP consists of three main parts. 

Upper part of panel is a monitoring part. Monitoring 

part has switches which enable user to define 

scanning parameters, measuring ranges, and 

accuracy of measuring.  

Middle part is a control part. It consists of four 

buttons for controlling the milling process. 

Reference cutting force and desired surface 

roughness is set into the system by two graphical 

slides. All important information about 

communication state is displayed at the bottom of 

control panel. A communication module was 

developed to communicate with CNC via an RS-232 

serial line.  
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5 EXPERIMENTAL TESTING 

OF CONTROL SYSTEM 

The stability and robustness of the proposed control 
strategy is verified by experiments on a CNC milling 
machine for Ck 45 and 16MnCrSi5 XM steel 
prismatic workpieces with variation of axial cutting 
depth. Details of the experimental conditions and the  
dimensions of the workpiece are shown in Figure 2. 
Feedrates for each cut are first optimized off-line, 
and then machining runs are made with controller 
action. The first test is conventional cutting with the 
constant feedrate (Test_A). In the second test, the 
proposed control system was applied to demonstrate 
its performance (Test_B). The parameters for 
adaptive control are the same as for the experiments 
in the conventional milling (Zuperl, 2003). 

Figure 3 is the response of the cutting force and 
the feedrate when the cutting depth is changed. It 
shows the experimental result where the feedrate is 
adjusted on-line to maintain the maximal cutting 
force at the desired value.  

6 RESULTS AND DISCUSSION 

As compared to most of the existing end milling 

control systems (Chen, 2006), the proposed adaptive 

system has the following advantages: 1. the 

computational complexity of UNKS does not 

increase much with the complexity of process; 2. the 

learning ability of UNKS is more powerful than that 

of conventional adaptive controller; 3. UNKS has a 

generalisation capability; 4. insensitive to changes in 

workpiece geometry, cutter geometry, and 

workpiece material; 5. cost-efficient and easy to 

implement; and 6. mathematically modeling-free.  

Comparing the Figure 3a to Figure 3b, the 

cutting force for the neural control milling system is 

maintained at about 250N, and the feedrate of the 

adaptive milling system is close to that of the 

conventional milling from point C to point D. From 

point A to point C the feedrate of the adaptive 

milling system is higher than for the classical CNC 

system, so the milling efficiency of the adaptive 

milling is improved.  

The time analysis for conventional and adaptive 

control system has been curried out. By adaptive 

control system of time saving of 40% with one cut 

was reached. The complete machining requires 15 

cuts; thus machining of a simple workpiece is 

shortened for 155 seconds.  

The system remains stable in all experiments, 

with little degradation in performance. The results 

reached are in accordance with the objectives of 

researches, according to which the controlled cutting 

force must not deviate from the desired value for 

more than 10% (Zuperl, 2005).   

7 CONCLUSIONS 

In this paper, an inteligent control algorithm that 

controls feedrate is proposed to regulate the cutting 

force. On the basis of the cutting process modeling, 

off-line optimization and neural control scheme 

(UNKS) the combined system for off-line 

optimization and adaptive adjustment of cutting 

parameters is built. This is an adaptive control 

system controlling the cutting force and maintaining 

constant roughness of the surface being milled by 

digital adaptation of cutting parameters.  

In order to check the applicability of the 

adaptive control algorithm, cutting experiments were 

carried out under various cutting conditions, 

different tool diameters and different work materials. 

Experiments have confirmed efficiency of the 

adaptive control system, which is reflected in 

improved surface quality and decreased tool wear.  
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Abstract: In this paper, we present a simulation based model in order to study the effects of information sharing in a 
serial supply chain. This chain is multi-product and multi-echelon. Our approach focuses on the study of 
two shared information simultaneously. The first one is the replenishment leadtime coming from the 
upstream and the second one is the customers’ demand coming from the downstream of the supply chain. 
Thus, we present four scenarios of information sharing. The demand is supposed normally distributed and 
the leadtime is random. We develop a cost model consisting of holding, ordering, penalty and transportation 
costs. The difference of the optimal costs between each studied scenario represents the performance 
indicator of the information sharing. Two different decisions are considered in our work: centralised and 
decentralised. The developed model for each studied situation is solved by ILOG CPLEX integrated in a 
JAVA program.  To conclude, the results of our numerical experimentations are analysed. 

1 INTRODUCTION 

For many enterprises, the supply chain management 
has become an important element of strategic 
advantage to gain a competitive edge over their 
competitors. In the sever competition times, the 
enterprises want to obtain competition advantage, 
they must carry on the cooperation with the other 
echelons in the same supply chain, and try to 
establish win-win cooperation relationship. The 
information sharing is the foundation of the 
cooperation between different links of supply chain, 
and also is one main origin of the supply chain 
advantages.  

In this context, researches are numerous. The 
existing works deal with the study of different types 
of information sharing in different circumstances. 
Namely, the studied decision and the source of the 
share, etc. The centralised decision represents the 
most treated case (Chu and Lee, 2006), (Rached et 
al., 2009). The decentralised decision is treated in 

(Birendra et al., 2007), (Laux et al., 2004), (Li et al., 
2006). However, (Zhao and Qui, 2007) considered 
simultaneously centralised and decentralised 
decision. Concerning the provenance of the 
information to share, on the one hand, many papers 
have treated the case of downstream information 
sharing (Agrawal et al., 2008), (Hsiao and Shieh, 
2006), (Li and Zhang, 2008). On the other hand, 
(Chen and Yu, 2005), (Jia et al., 2007) and (Mehrabi 
et al., 2007) presented shared information which is 
coming from upstream. However, few papers 
considered the case of shared information coming 
simultaneously from the upstream and the 
downstream (Birendra et al., 2007), (Rached et al., 
2009). The solver CPLEX is used in many recent 
works including a study of optimisation and the 
information sharing in supply chains. In (Li and 
Zhang, 2008) authors present an objective function 
which includes a cost formulation solved using 
GAMS-CPLEX. In (Lehoux et al., 2007), authors 
presented seven models aiming to study the value of 
collaboration between a supplier and his customer. 
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To compare and analyse their developed models, 
they use the solver CPLEX.  

According to the above review, we propose to 
study the effects of two information shared 
simultaneously upon the supply chain performance 
with several scenarios and circumstances. The 
remainder of this paper is organised as follows. 
Section 2 reviews the structure of studied supply 
chain and introduces the different studied scenario. 
Section 3 presents the simulation and analysis 
results. Finally, conclusions are made in Section 4. 

2 STRUCTURE OF STUDIED 
SUPPLY CHAIN AND THE 
RESOLUTION METHOD 

The supply chain structure in this paper is a four-
echelon model Figure 1, which includes several 
customers, one retailer, one warehouse and one 
supplier. There are various items of information 
which can be shared such as inventory level, 
production capacity, etc. The shared information 
refers to costumers’ demand coming from the 
downstream of the supply chain and replenishment 
leadtime coming from the upstream. We assume that 
the costumers’ demand is normally distributed, the 
leadtime between the supplier and the warehouse is 
random and the leadtime between the warehouse and 
the retailer is fixed for all periods. 

 
Figure 1: Studied supply chain with information and 
materiel flows.  

We study the sharing of two information 
simultaneously, which are the demand coming from 
the downstream of supply chain and the leadtime 
coming from the upstream.  

To investigate the effect of information sharing 
upon supply chain performance, for each studied 
decision, four scenarios are designed with respect to 
the two types of information mentioned above. 

In the case of decentralised decision, the retailer 
performs a local optimisation of its costs before 

placing their orders. According to this order 
quantity, the warehouse proceeds to a second local 
cost optimisation to place an order to the supplier. 

According to the centralised decision presented 
in Figure 2, the four studied scenarios are as follows: 

 Case of Replenishment Leadtime and Demand 
Information Sharing: At the beginning of each 
period, the decision maker (warehouse) is 
informed about the exact replenishment 
leadtime and the customers’ demand of the 
current period. So, he calculates the order 
quantity witch minimise the total system cost 
according to the replenishment leadtime and 
the exact demand of all periods. 

 Case of Replenishment Leadtime Information 
Sharing Only: The order quantity is calculated 
by the decision maker according to the exact 
replenishment leadtime and independently of 
the customers’ demand. 

 Case of Demand Information Sharing Only: In 
this case, the warehouse calculates the order 
quantity according to the exact customers’ 
demand and independently of replenishment 
leadtime. 

 Case of No Information Sharing: The decision 
maker cannot choose the optimal order 
quantity according to the replenishment 
leadtime and/or the customers’ demand of 
each period. So, he uses fixed values of both 
information for all periods to calculate the 
optimal order quantity. 

3 EXPERIMENTAL RESULTS 

In our simulation and in order to study the sensibility 
and the robustness of our formulation, we use 
different combinations of replenishment leadtime 
and customers’ demand in each scenario as follows:  

 Small leadtime [ ]4  to1=t , noted L1st; L
 Large leadtime [ ]21  to1=tL , noted L2nd; 
 High leadtime [ ]12  to8=tL , noted L3rd; 
 First mean value of demand (high 

demand) 380=μ , noted D1st; 
 Small demand 100=μ , noted D2nd; 
Medium demand 230=μ , noted D3rd. 

We use in each simulation the same standard 
deviation σ =80. 
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Figure 2: Activity diagram integrating all studied scenarios in a centralised decision. 

In our work we deal with the problem of 
optimisation based on a centralised (Table 1) and 
decentralised decision (Table 2) using CPLEX. 

 IS: Is the case of Information Sharing; 
 NIS: Is the case of No Information Sharing; 
 DemI: Demand Information; 
 LtI: Leadtime Information.  

Table 1: Total system cost in centralised decision. 

    DemI 
    TSC (103) 
    IS NIS 

LtI 

L1st 

D1st IS 5,1347 8,4099 
NIS 6,1216 11,1132 

D2nd IS 3,9821 5,2154 
NIS 4,7612 7,1256 

D3rd IS 4,4782 6,8154 
NIS 5,9373 10,0347 

L2nd 

D1st IS 5,1277 8,2367 
NIS 7,4385 10,9521 

D2nd IS 3,9482 5,9610 
NIS 4,5659 6,9581 

D3rd IS 6,0274 7,7147 
NIS 6,8416 8,2618 

L3rd 

D1st IS 7,1639 9,2184 
NIS 8,1374 10,3514 

D2nd IS 4,1132 4,8952 
NIS 4,5173 5,5901 

D3rd IS 3,2467 5,1458 
NIS 3,8962 7,7259 

 

Table 2: Total system cost in decentralised decision. 

    DemI 
    TSC (103) 
    IS NIS 

LtI 

L1st 

D1st IS 6,2704 10,5806 
NIS 9,2921 12,8980 

D2nd IS 5,2502 6,7198 
NIS 6,4988 7,5044 

D3rd IS 5,9443 7,8265 
NIS 6,3447 10,5558 

L2nd 

D1st IS 6,9277 9,5627 
NIS 8,8154 12,9171 

D2nd IS 5,2502 7,2198 
NIS 6,4059 8,2461 

D3rd IS 6,2276 8,0747 
NIS 6,7546 8,7996 

L3rd 

D1st IS 7,8686 9,8018 
NIS 8,4053 11,0514 

D2nd IS 5,3212 6,7635 
NIS 5,8177 6,9859 

D3rd IS 5,2606 7,5315 
NIS 5,9153 9,9776 

In Table 1 and Table 2, we present nine values of 
simulations. Illustrated by the different combinations 
of (L1st, L2nd and L3rd) and (D1st, D2nd and D3rd).For 
each case we present TSC (103) for four scenarios of 
customers’ demand and replenishment leadtime 
information sharing.  

Based on the simulations in Table 1, we study 
the centralised decision. Regarding the total system 
cost, the results show an average percentage at 
21.12% of reduction of logistic cost in the case of 
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leadtime information sharing compared to the 
scenario of no information sharing. Whereas the 
demand information sharing compared to the 
scenario of no information sharing presents an 
average of 33.15% reduction of logistic cost.. When 
the two information are simultaneously shared, we 
obtain 44.66% of of logistic cost reduction 
compared to the case of no information sharing. For 
the decentralised decision illustrated by Table 2, 
Compared to the case of no information sharing, we 
can deduce 16.70% and 27.75% of reduction of 
logistic cost concern, respectively, the case of 
leadtime information sharing and, the case of 
demand information sharing. When the two studied 
information are simultaneously shared, we obtain 
38.92% of reduction of logistic cost compared to the 
case of no information sharing. In the case of no 
information sharing, the centralised decision 
presents 12.16% of reduction of logistic cost 
compared to the case of decentralised decision. 
Thus, the centralised decision compared to the case 
of decentralised decision presents a percentage at 
16.83%, 18.72% and 20.43% of reduction of logistic 
cost concern, respectively, the case of leadtime 
information sharing, the case of demand information 
sharing and the case of two information shared 
simultaneously. In the studied circumstances, we can 
conclude that the information sharing and the 
centralised decision present an advantage in terms of 
reduction of logistic cost compared to the case of 
decentralised decision. 

4 CONCLUSIONS 

In this paper, we are interested to the evaluating of 
information sharing in supply chain. We treated in 
particular the case of multi-product multi-echelon 
supply chain. We studied the value of information, 
specially two information shared simultaneously. 
The firs information comes from the downstream 
(demand) and the second come from the upstream 
(leadtime) of supply chain. Moreover, the effect of 
two kinds of decision has been also studied 
(centralised and decentralised decision). We used the 
traditional replenishment policies as a logistic 
reference cost. The numerical experimentation 
shows that the information sharing allows reducing 
the total logistic costs (transportation and storage 
costs). Moreover, the centralised decision is more 
beneficial in terms of reduction of logistic cost 
compared to the decentralised decision.  
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Abstract: For navigation on outdoor surfaces, usually having different kind of roughness and soft irregularities, this 
paper proposal is that a wheeled robot combines the gradient method for path planning, alongside it adjusts 
velocity based on a multi-layer fuzzy neural network; the network integrates information about the 
roughness and the soft slopes of the terrain to compute the navigation velocity. The implementation is 
simple and computationally low-cost. The experimental tests show the advantage in the performance of the 
robot by varying the velocity depending on the terrain features. 

1 INTRODUCTION 

Robotic autonomous navigation throughout outdoor 
terrains is highly complex. Obstacle detection and 
avoidance for no collision as well as the terrain 
features information for no slides are both required. 
Environment data must be quick and accurately 
processed by the robot’s navigation systems for a 
right displacing. Besides, when information from 
human remote controllers is not quick available, the 
autonomous robots should be equipped for 
convenient reactions, particularly in front of 
unpredicted circumstances. Actually, by moving on 
outdoors, the autonomous robot’s velocity control 
regarding the terrain features, beyond the obstacle 
location and avoidance, it has been few attended and 
it is a weakness for efficient and safe navigation 
nowadays.  

For wheeled-robots navigation on terrains, it is 
necessary data about the surface features such that 
automated safe navigation is ensured. The feature 
which this work focuses is the surface roughness 
where the robot moves on. The robot’s velocity 
during real navigation depends on the terrain 
roughness. 

Outdoor autonomous robots are particularly 
relevant employed for terrain exploration missions. 
The terrain difficulties of soon system planets –like 
Mars– to move through soil, rocks and slopes, 
requires the usage of robots with the highest degree 
of autonomy to overcome such difficulties. In Earth 

exploration missions where human lives may be in 
dangerous circumstances, the autonomous robots are 
as well required. For instance, search of explosive 
minas, active volcano craters exploration to 
determine the eruption risk. 

Kelly and Stentz (1998) propose a navigation 
system for outdoors robots which includes 
perception, mapping and obstacle avoidance. 
Regarding the environment perception, Lambert et 
al. (2008) introduces a probabilistic modelling useful 
to avoid or to mitigate eventual collisions, which is 
used for updating a robot braking action. Selekwa et 
al. (2008) and Ward & Zelinsky (2000) addressed 
the navigation and path planning of an autonomous 
robot which varies the velocity according to the 
proximity of obstacles detected by infrared sensors. 

So far, all the referred works on outdoor 
autonomous robots do not include in their proposals 
information about terrain surface roughness during 
navigation. In this work, two algorithms are 
implemented for robot autonomous navigation, one 
for path planning and the other for velocity updating 
regarding the terrains features. The present proposal 
is tested with a small wheeled-robot moving over 
outdoors terrains containing grass, ground, garden 
sand and soil, as the ones in Figure 1 and Figure 2. It 
is assumed that the robot can move on slopes with 
inclination angles less than 15 degrees; otherwise, 
the slopes are considered as obstacles, thus, the 
robot wraps them, in order to overcome them.  
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Figure 1: Robot’s navigation outdoor surface. 

 

Figure 2: Test environment. 

Surface textures are captured via artificial vision, 
after image processing the estimation of the terrain 
roughness as well as the slopes inclinations are 
gotten. Then, the algorithms output indicates the 
velocity the robot can achieve. Bright and uniform 
lighting during navigation is required to guaranty 
consistent roughness recognition; therefore the 
presence of shadows, which treatment is a hard task 
to pattern recognition (Kahraman and Stegmann, 
2006), is out of the scope of this work. 

During outdoors navigation, human drivers 
estimate the convenient vehicle velocity by 
regarding their previous experience when driving on 
similar terrain textures. In other words, humans 
estimate how rough, in average, the terrain is, 
instead if specific texture details are recognized. 

Human drivers that navigate on uneven terrains 
do not need to know about specific details but on the 
textures appearance average. The average 
recognition of ranges of textures as the humans learn 
is the behave experience to be mimicked and 
implemented to strength the robots’ navigation 
abilities. The algorithms for path planning differ 
depending on the type of application, exploration on 
unknown terrains (Seraji and Howard, 2002), car 
navigation on roads (Sun et al., 2006), planet 
exploration (Seraji and Werger, 2007) or indoor 
navigation (Ward and Zelinsky, 2000), or if the 

environment is either dynamic (Kim et al., 2007) or 
static (Wang and Liu, 2005). 

For our purpose, the robot moves on the 
calculated path by adjusting its velocity depending 
on the terrain features. The path planning algorithm 
called gradient method, in static environments, 
recalculates the path in real time whenever an 
obstacle is found (Konolige, 2000). The gradient 
method is integrated for our navigation proposal. 

The rest of the article is organized as follows: 
Section 2 summarizes the closest antecedents in the 
field of autonomous navigation; then, the method 
and architecture of the fuzzy neural network for 
speed updating, together with the gradient method 
for path planning are introduced. Section 3 describes 
the integration of both algorithms for wheeled-robot 
navigation, together with the tests and experimental 
results. Discussion in Section 4, then the paper ends 
with conclusions in Section 5. 

2 VELOCITY UPDATING BY 
FUZZY NEURAL NETWORK 

2.1 Terrain Roughness Recognition 

The classification of terrain roughness has almost no 
received attention, and just recently is being a bit 
more attended. For instance, Larson et al. (2005) 
analysis the terrain roughness by means of spatial 
discrimination which then is (meta-) classified. 
Seraji and Howard (2002) assess the navigation 
strategy with the terrain’s features of roughness, 
slopes and discontinuity. Ishigami et al. (2007) 
generate a path over a rough terrain with a terrain-
based criterion function, and then the robot is 
controlled so as to move on the chosen path. In 
Brooks and Iagnemma (2009) do roughness 
recognition by using artificial vision, so recognition 
of novel textures is later to off-line recognition 
training from sample texture. Pereira et al. (2009) 
plotted maps of terrains incorporating roughness 
information that is based on the measurement of 
vibrations occurring in the suspension of the vehicle; 
this online method can recognize textures at the 
moment the vehicle passes over them, what is a 
limitation for velocity updating. 

For velocity updating according to the terrain 
features, our proposal sets to imitate as human 
beings do. For safe navigation on irregular terrains, 
the human’s velocity estimation is via imprecise but 
enough surface texture recognition. When a human 
driver notes a new texture, he uses his experience to 
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Figure 3: The proposal diagram. 

estimate how rough the texture is, and then he 
decides the car driving speed without slide risks. 

As illustrated in the diagram of Figure 3, in the 
first step, the terrain’s textures are neural-net-
clustered in a roughness meta-class: a Supervised 
Neural Network (SNN) classifies textures forming 
the meta-class; then, a Fuzzy Neural Network (FNN) 
extends the supervised one, matches each terrain 
roughness with the corresponding robot velocity 
meanwhile the robot navigates safely. 

Slopes are detected by two infrared sensors. One 
infrared sensor is located in the frontal part of the 
robot does parallel ray projection to the robot’s 
motion; the other sensor projects its ray directly to 
the floor perpendicular to the first sensor. The 
inclination angle of slopes is computed by 
trigonometric operations.  

The off-line and on-line steps to adapt velocity 
regarding the terrains roughness and the inclination 
slopes while navigating are next described: 

Roughness Identification (Off-line Training)  
1) Select representative images of the terrain 

textures, where the robot moves on. 
2) Characterize the texture using the 

Appearance Based Vision method which 
computes the principal components of the 
images distribution. 

3) Train the SNN with the texture-roughness 
relationship previously established by the 
human expert driver. 

4) Train the FNN to determine the velocity 
regarding the texture roughness as well as the 
inclination angle of slopes, according to an 
expert driver’s directives, make the fuzzy sets 
and the inferece IF-THEN rules system. 

Velocity Updating and Robot’s Motion (On-line  
Steps) 
5) Acquisition of terrain images with the robot’s 

camera. 

6) The SNN classifies the texture and assigns its 
roughness, this data is forwarded to the FNN. 

7) The FNN inputs are both, the texture 
roughness and the slope inclination angle (to 
determine if the robot can pass on the slope, 
or should move around it). 

8) With the texture roughness and slope 
inclination data, the FNN updates the 
velocity. The robot’s mechanical control 
system adjust the velocity. 

9) The cycle is repeated as the robot moves, and 
the velocity is cycle updated. 

2.2 The Fuzzy Neural Network 

This section introduces the five-layer fuzzy neural 
network, whose output sets the velocity the robot 
can achieve safely. The terrain features recognition 
followed by the robot velocity tuning is shown in 
Figure 4. The roughness and slope input data are 
assessed and then used to adjust the robot’s velocity, 
that is the FNN output data, see Table 1. The FNN 
first layer inputs are the slope size and the texture 
roughness, the second layer sets the terms of input 
membership variables, the third sets the terms of the 
rule base, the fourth sets the term of output 
membership variables, and in the fifth one, the 
output is the robot’s velocity. The textures 
roughness is classified in three fuzzy sets, High (H), 
Medium (M) and Low (L). The inclination angles of 
slopes are classified in six fuzzy sets: Plain (Pl), 
Slightly Plain (SP), Slightly Sloped (SS), Moderato 
Sloped (MS), High Slope (HS) and Very High (VH). 
The FNN output values are either: High Velocity 
(HV), Moderate Velocity (MV), Low Velocity (LW) 
or Stop (ST). Membership functions of the input and 
output variables terms denote the corresponding 
texture roughness, slope inclination and velocity, 
respectively.  

 

Figure 4: The Fuzzy Neural Network. 

The fuzzy-making procedure maps the crisp 
input values to the linguistic fuzzy terms with 
membership values in [0,1]. In this work the 
trapezoid membership functions (MF) for texture 
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variable and the triangle MF for angle variable are 
respectively used. The FL inference rules governing 
the input - output relationship are in the Table 1. 
Taking X, Y, Z as variables of the respective 
predicates, the form of inference rules is: 

IF Slope angle is X AND Roughness is Y THEN 
Velocity is Z. 

The de-fuzzy procedure maps the fuzzy output 
from the inference mechanism to a crisp signal. 
When the robot finds a slope steeper than the 
allowed threshold, it stops, and evaluates which 
movement to make, whose decision concerns to path 
planning. The gradient method (Konolige, 2000) is 
integrated to present proposal. 

2.3 The Gradient Method for Path 
Planning 

The gradient method requires a discrete 
configuration of the navigation space in which the 
path cost function is sampled. At each point of the 
workspace, the gradient method uses a navigation 
function to generate a gradient field that represents 
the optimum path to the target point. The gradient of 
navigation function indicates the path direction with 
lowest cost, at  each  point  in the  navigation  space; 
this optimum path to the target is continuously 
calculated, and is determined based on the length 
and the proximity to obstacles, in addition to any 
other criteria that may be chosen. By itself, the 
gradient method can lead the path with the lowest 
cost in static and completely unknown 
environments; this method is efficient for real time 
monitoring the movements of mobile robots 
equipped with laser beams.  

3 THE NAVIGATION 
ALGORITHM 

The robot autonomous navigation requires the 
concurrent operation of path planning and velocity 
estimation algorithms. The first step is to create a 
virtual map of the robot navigation space; hence the 
surface is divided into squares for providing the 
required detail level of space model. The next step is 
to calculate the optimal path between initial and goal 
locations using the gradient method.  

After path planning, the texture recognition 
algorithm is turned on to determine the robot 
velocity. The roughness surface data in addition to 
information from sensors that measure the slopes 
   

   

Table 1: The velocity updating fuzzy rules. 

Rule 
No. 

Input Output 
Slope angle Roughness Velocity 

1 Pl L HV 
2 Pl M HV 
3 Pl H HV 
4 SP L MV 
5 SP M HV 
6 SP H HV 
7 SS L MV 
8 SS M MV 
9 SS H HV 

10 MS L LV 
11 MS M MV 
12 MS H MV 
13 HS L LV 
14 HS M LV 
15 HS H MV 
16 VH L ST 
17 VH M ST 
18 VH H LV 

inclination are processed. Hence, the robot receives 
the instruction to move at the estimated velocity in 
the prior determined trajectory. If during the trip the 
sensors detect an obstacle or slopes with inclination 
greater than 15 degrees, the robot stops and the 
velocity estimation algorithm is turned off; the 
obstacle is registered and a new path to the goal 
location is recalculated. After that, the velocity 
estimation algorithm is turned on again, and the 
robot learns to move in the new trajectory at the 
estimated speed. Otherwise, i.e., if the robot does not 
find an obstacle on its path, then its speed is 
updated. 

Note that the velocity estimation algorithm is not 
being executed all the time, but it is turned off when 
the robot finds an obstacle; at this circumstance, the 
camera records the obstacle images instead of 
surface texture. If the velocity estimation algorithm 
would not be turned off, the velocity would be 
estimated based on images of the obstacle texture, 
what is wrong; furthermore, in front of obstacle the 
robot should overcomes the obstacle with specific 
movements and the velocity change is irrelevant.  

The robot stops when it determines that has 
reached the goal location. The robot computes its 
location from the distance it has travelled since the 
initial location, by using odometry. The following 
list summarizes the robot navigation steps, see 
Figure 5: 

1. Create a virtual map of robot space 
navigation, surface discretization, 
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2. Define the initial and goal locations of the 
robot, 

3. Compute the path with the gradient method,  
4. Artificial vision is turned on for texture 

recognition, 
5. Velocity is estimated with data from textures 

and slopes of the surface, 
6. The robot receives the order to advance along 

the path at the estimated velocity,  
7. The robot velocity is updated when a change 

in texture is recognized, or if sensors detect a 
slope on the surface, or if both events occur, 

8. If sensors detect an obstacle, or if slope 
inclination is greater than 15 degrees, then 
the robot stops and texture recognition 
algorithm is turned off, return to step 3; 
Otherwise, velocity is updated, return to step 
7, 

9. The robot stops when it has reached the goal 
location or destination. 

3.1 Experimental Step 

A car-like rover from the Bioloid robot transformer 
kit (ROBOTIS, 2010) is used, which uses a 
processing unit, four servomotors for power 
transmission to the wheels, two infrared sensors 
located in the robot front, and a wireless camera on 
top-front of the robot. The robot dimensions are 9.5 
cm width per 15 cm length. In these experiments the 
FNN is trained with terrain textures from images in 
Figure 1. 

 

Figure 5: Path Planning and Velocity estimation 
algorithms running concurrently. 

In this platform it is used a personal computer 
(PC) and the processor of the robot, to form a 

master-slave architecture, wirelessly communicated. 
On the PC are implemented and executed the path 
planning and velocity estimation algorithms. The 
robot, on one hand, reports to the PC the sensors 
readings and wirelessly transmits the images 
captured by the camera. On the other hand, the robot 
performs the movements in accordance with 
instructions that the PC communicates it. The 
experiments are performed in the environment 
shown in Figure 2, whose area is 2.25 m2, covered 
with dust, soil, dry leaves, branches and 2 cm-high 
grass; it contains rocks and small earth-mounds. The 
goal point is located 2.12 meters in a straight line 
from the initial location of the robot. 

There were conducted 30 tests divided into three 
parts, using the path planning algorithm. In first part, 
the tests were performed at medium constant 
velocity 6.95 cm/s; in the second part at the 
maximum velocity the robot can reach 13.88 cm/s. 
The other tests were performed with velocity 
updating, combining path planning and velocity 
updating algorithms. Table 2 shows the results. 

With velocity updating, both the detection of the 
robot environment and path planning are 
strengthened. By adjusting the velocity according to 
surface characteristics, safety increases and/or the 
travel time of the robot decreases. That is, if it 
detects that the surface is slippery then the robot 
slows down, although the robot spends more time to 
reach the goal location, the probability that the robot 
has an accident decreases. 

3.2 Results and Navigation 
Performance 

The common standards criterion to evaluate the 
performance of robots is (Dai et al., 2007), (Matthies 
et al., 1995): accurate estimation of the robot 
location, fast and accurate detection of the robot 
environment and reliable path planning for moving 
from one place to another without colliding with 
obstacles in unknown environments. This is true for 
this proposal and adds the following: 

• The total time it takes the robot to make the 
route and, 

• Comparing the distance travelled by the robot 
with the straight line distance between the 
initial and goal locations. 

When the robot moves at medium constant 
velocity (6.94 cm/s), it runs 107.72% of the straight 
line distance between the initial and goal locations. 
The travel distance is increased because of the 
obstacle avoidance and the location estimation errors 
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Table 2: Autonomous navigation results with and without 
velocity updating. 

 
Constant velocity 

With 
velocity 

updating 

Navigation 
velocity 

6.94 cm/s 
13.88 
cm/s 

8.65 cm/s 
(average 
velocity) 

Navigation 
distance 

228.5 cm 
111.29 

cm 
220.33 cm 

Navigation 
time 

43.10 s 19.08 s 32.55 s 

generated by the slippage of wheels. On the other 
hand, when the robot moves at maximum constant 
velocity (13.88 cm/s) runs, on average, 52.46% of 
the path. The plausible explanation is that when the 
robot moves at maximum velocity the wheels slip 
more often and therefore the location estimation of 
the robot becomes very imprecise. With velocity 
updating the robot travels the 103.86% of the 
straight line distance between the initial and goal 
locations. In this case the distance is less than with 
medium constant velocity because the wheel 
slippage is less frequent, see Table 3. By updating 
the velocity the robot moves slower in areas that 
favour the slippage of wheels, for instance loose 
soil. Because of there are fewer slippages, the 
location estimation of the robot is more accurate and 
consequently the robot approaches the goal location. 

The navigation time with velocity updating is 
32.41% less and 41.38% higher than medium and 
maximum constant velocity, respectively. It is noted 
that with medium constant velocity the robot travels 
a path with good accuracy but spends more time 
doing the travelling. With maximum constant 
velocity the travelling is fast but the accuracy to 
traverse the path is very bad. With velocity updating 
performance is improved because the precision of 
the robot in the travelling of the trajectory is good 
and is performed in less time, i.e., the robot moves at 
optimum velocity, depending on surface 
characteristics, avoiding wheel slippage. With our 
approach the average velocity represents 62.13% of 
the maximum velocity the robot can reach. 

4 DISCUSSION 

Within the present approach, the robot moves on 
surfaces with different kinds of textures, to make 
navigation more versatile than such related works. 
The Martian surface can be considered as a special 
case of our approach because these surfaces are 
   

Table 3: Percentage of travelled distances, with maximum 
and medium constant velocity; and with velocity updating. 

 Constant Velocity With 
velocity 

updating 
Medium Maximum 

Percentage 
of distance 
travelled 

107.72% 52.46% 103.86% 

covered with sand and rocks, i.e., there is only one 
type of roughness. Actually, for the purpose of 
autonomous navigation on rough terrains is not a 
requisite to recognize textures at a high detail level. 
The high precision methods on details recognition 
are not the adequate but failed for supporting robots 
navigation –strongly some times. In addition, the 
detailed recognition of surfaces is computationally 
expensive, but a low consume of resources is 
recommended through autonomous navigation. 

Our approach can be improved on the location 
estimation of the robot. So far, it has been used 
odometry only to calculate the robot location. Most 
of the works, if not all, that employ odometry use 
other tools to estimate the location of the robot such 
as electronic compasses (Seraji and Werger, 2007), 
sonar sensors (Dai et al., 2007), GPS (Matthies et 
al., 1995), among others. However, velocity 
updating reduces wheel slippage and the drift errors 
are small or occur less often. 

On the other hand, the proposed algorithms are 
not limited to be applied to small vehicles. They can 
be extrapolated to other vehicles, depending on the 
particular characteristics, which define the 
appropriate rules of the vehicle operation. The 
algorithm is scalable to different vehicles by using 
as parameters their particular characteristics, such as 
weight, size and motor power, tires material and tire 
tread, among others.  

In this proposal we claim that for velocity 
updating the experience of human drivers is 
mimicking by using the inference system of the 
fuzzy neural network, which model the operation of 
the vehicle based on the driver experience. 

There are works that model the vehicles driving 
with differential equations (Nakamura et al., 2007), 
(Kim et al., 2008), (Ward and Iagnemma, 2008). But 
this approach is difficult because, in general, 
differential equations are nonlinear, and their 
solution is hard to obtain. 

Within the algorithms testing, we have simulated 
the path of a truck. These tests consisted of placing a 
camera on the roof of the truck. The truck runs on 
various types of textures. During the truck trips, the 
camera recorded from a similar driver’s visual field 
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the crossed surfaces. Then, texture images are 
extracted from video recordings, which are 
processed by the algorithms.  

The velocity updating results are encouraging. 
To process the 480×640-pixel images with the 
microprocessor Centrino Core 2 Duo at 2 GHz and 
1.99 Gb RAM, the algorithms time spent is small, 
0.3 seconds. It leads to conclude that vehicles with 
these computer capacities have enough time to react 
or to break on the next 5 meters, as soon as they are 
moving at 60 km/hr, which is a car maximum 
velocity in the city, and a standard speed on 
principal roads.  

5 CONCLUSIONS 

In this paper a proposal for wheeled robot navigation 
on outdoor surfaces with different kind of roughness 
and soft irregularities is presented. The robot 
integrates the path planning gradient method with a 
multi-layer fuzzy neural network in order to adjust 
velocity, by regarding the roughness and the slopes 
of the terrain. The artificial vision implementation is 
computationally low-cost. Wheeled-robot navigation 
becomes more efficient and safe because of the 
velocity updating. That is because, whenever the 
robots navigates, the velocity is updated by 
regarding the terrains characteristics, the wheel 
slippage is significant reduced, hence improving, the 
precision to achieve the goal location as well as the 
navigation time; thereafter, the risk that the robot 
suffers an accident is also decreased. On the 
opposite, without velocity updating it becomes more 
difficult the goal location approach as reported 
results show. 
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Abstract: Efficient vehicle routing is critical to the operational profitability and customer satisfaction of vehicle fleet-
related businesses, especially in light of increasing, and highly volatile, fuel prices. Growing pressures to 
reduce negative environmental impacts have suggested that a second metric (vehicle emissions) should also 
be considered in vehicle routing. Currently, the majority of existing tools use distance as a surrogate for 
cost. When considering a mixed fleet of multiple vehicle types, with individual vehicles within a fleet type 
also varying by age and vehicle health, this surrogate becomes significantly less accurate. Furthermore, 
using distance as a surrogate fails to capture the variations between city and highway driving, which are 
particularly striking for hybrid vehicles. We thus propose a new approach to the vehicle routing problem, 
specifically targeting applications with mixed fleets including clean-vehicle technologies, in recognition of 
the limitations of the existing approaches. 

1 INTRODUCTION 

Efficient vehicle routing is critical to the operational 
profitability and customer satisfaction of vehicle 
fleet-related businesses. The rising and highly-
variable cost of fuel, as highlighted by the price 
spike in the summer of 2008, increases the 
importance of efficient vehicle routing. At the same 
time, growing environmental concerns suggest that 
cost is not the only metric of importance and that 
emissions should also be taken into account.  

Currently, the majority of existing methods and 
software packages minimize travel distance as a 
surrogate for cost. Although there is a positive 
correlation between distance traveled and fuel 
consumed, it is not a perfect correlation. In 
particular, both fuel efficiency and emissions vary 
depending upon driving conditions (e.g. city vs. 
highway driving). This variability is even more 
pronounced in a heterogeneous fleet comprised of 
multiple vehicle types with a range of fuel-
consumption and emissions characteristics. 

In recent years, socio-economical pressures to 
reduce their fuel costs and carbon dioxide (CO2) 
footprint have motivated many fleet operators to 
begin upgrading their fleets, focusing on clean-
vehicle technologies and alternative fuels, including 

flex-fuel, hybrid vehicles, and plug-in hybrid electric 
vehicles (PHEV). As a result, many commercial 
fleets are currently composed of a heterogeneous set 
of vehicles, with noticeable variations in fuel 
economy and emissions across vehicle type. 
Furthermore, there are variations across vehicles 
even within a given vehicle type or common set of 
capabilities, because newer vehicles typically exhibit 
better fuel economy and better  emission control 
technologies than older vehicles.  

Consider the following examples of highly 
heterogeneous fleets: Florida Power and Lighting 
(www.fpl.com), the leader in green fleet initiatives, 
has a fleet of approximately 2400 vehicles, with half 
of the fleet powered by biodiesel, 300 hybrids and 
plug-in hybrids now in service, and plans to convert 
one-third of the vehicles to hybrid by the end of 
2010.  

A key issue in incorporating the fuel efficiencies 
and emissions of heterogeneous fleets within the 
vehicle routing problem is this: The differences in 
fuel efficiencies and emissions across vehicle types 
are not exclusively proportional to the distance 
traveled, but are also highly dependant on the 
driving cycle. For instance, a hybrid vehicle takes 
advantage of the regenerative braking that occurs in 
stop-and-go driving environments to charge a 
battery which can then be used to power the vehicle 
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when traveling at slow speeds. On average, fuel 
consumption is reduced about 20% by regenerative 
braking (Chan and Chau, 2001). Conversely, in 
highway driving, hybrids provide minimal, if any, 
improvement in fuel efficiencies over their 
conventional counterparts.  

The introduction of PHEVs, which use 
electrically-charged batteries for the initial portion 
of a trip and revert to gasoline-based power only 
when the battery has been depleted, presents even 
greater variability in terms of the correlations 
between distance and fuel utilization. 

When we move beyond fuel costs to also 
consider the environmental impact of vehicle 
routing, the complexity grows further. Fuel 
consumption is effectively proportional to CO2 
emission, so fuel economy improvements are 
reflected in CO2 reduction. Additionally, there may 
be requirements to minimize or eliminate 
conventional emissions such as volatile organic 
components (VOC) and nitrogen oxides (NOx) 
emissions in highly populated areas, requiring the 
use of electric power or other clean alternative fuel 
options and thus limiting the feasible region of a 
vehicle routing problem.  

In this paper, we consider ways to explicitly 
capture fuel consumption and emissions in a mixed-
fleet vehicle routing program and analyze the 
opportunities for simultaneously reducing costs and 
negative environmental impacts. In Section 2, we 
review factors that influence fuel consumption and 
emissions and consider ways to estimate these 
metrics for a given route. In Section 3, we suggest a 
number of formulations for this new variation of the 
vehicle routing problem. We also outline a solution 
approach based on composite variable modeling. In 
Section 4, we provide a numerical example and 
analysis to highlight the benefits of our proposed 
approach and we then offer conclusions and 
suggested areas for future research in Section 5.  

2 ESTIMATION OF FUEL 
ECONOMY & VEHICLE 
ENVIRONMENTAL IMPACT 

Route planning is done by representing the road 
system as a graph in which intersections are nodes 
and road segments are arcs. To determine the best 
route from an origin node to a destination node, each 
arc is associated with a cost that represents distance, 
travel time, or fuel consumption. Then Dijkstra's 
algorithm (or an equivalent) is used to find the 

lowest cost path which is then inversed mapped to 
the road system for visualization and navigation of 
the preferred route.  

Total fuel cost along a given route is the product 
of the total consumption of each type of fuel and the 
per-unit cost for that fuel. Total fuel consumption 
along an arc is largely dependant on the vehicle 
specific load (VSL) opposing vehicle motion 
multiplied by the distance traveled against the VSL 
to give the total energy required to travel the arc. 
This energy can be readily converted into fuel. For 
example, about 0.003 gallons of gasoline or 0.002 
kWh of electricity are needed to push against a 
pound of force over a one mile stretch of road. These 
factors will vary, however; with the efficiency of the 
energy conversion which depends on many factors.  

The VSL depends largely on external factors that 
include the drive cycle, aerodynamic drag, rolling 
resistance, parasitic drag, and gradient drag. These 
factors in turn are dependant on several external 
factors including weather conditions, road and traffic 
conditions and topography. Most of the external 
factors can be reasonably well estimated using well 
known engineering formulas; however, the VSL also 
depends on the pattern of acceleration/deceleration 
that takes place along the branch. Driving pattern 
effects depend largely on complex interactions 
between the driver, the road, the powertrain, and 
traffic conditions. Thus, these effects are difficult to 
predict. 

One approach to predicting these complex 
factors is by classifying road, traffic, and driver and 
drivetrain combinations into load effects. The US 
Environment Protection Agency (EPA) provides 
miles per gallon estimates for highway and city for 
all vehicles sold in the US in the last 15 years 
currently based on two standard driving cycles. 
Although these estimates may not be adequate to 
accurately forecast the specific fuel consumption, 
they nevertheless can provide a reasonable basis for 
the comparative analysis between different vehicles. 

A more detailed classification is described in 
Brundell-Freij and Ericsson (Brundell-Freij and 
Ericsson, 2005), where a classification system has 
been developed based on extensive data collected 
from instrumented vehicles. Four variables relating 
to the road type were found to be significant: 1) 
occurrence and density of junctions controlled by 
traffic lights, 2) speed limit, 3) function of the street, 
and 4) the type of neighborhood. A large effect was 
attributed to the power-weight ratio of the vehicle, 
which presumably is descriptive of the drivers that 
choose a vehicle with a specific power-weight ratio.  
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A challenge in using instrumented vehicles is in the 
ability to collect adequate data. For example, in the 
Brundell-Freij and Ericsson study much of the data 
was collected in Lund, Sweden. This location has 
limited topography, so road gradient was not 
captured, although it is well known that road 
gradient is an important factor in situations with 
topographic relief. For example, (Tavares et al., 
2009) develops a topography-based routing 
algorithm for waste collection vehicles in a 
mountainous area and demonstrates that the 
proposed approach allows reduction of fuel 
consumption despite increasing in the distance 
traveled. Also road design and traffic control 
policies may vary considerably between political 
jurisdictions, as may the mix of vehicles. One way to 
overcome these difficulties is to use vehicle and 
traffic modeling to determine the significant factors 
for classification. 

Modeling tools such as the Powertrain System 
Analysis Toolkit (PSAT) (PSAT, 2008) or The 
MathWorks Simulink/SimDriveLine (Rose-Hulman, 
2005) can be used to estimate the energy or fuel 
along a route given vehicle design parameters, 
external load factors such as road gradient and the 
driver's torque demand along the route. Vehicle 
design parameters can be obtained from vehicle 
manufacturers and external factors from published 
maps. Driver's torque demand involves the 
psychophysics of driving and has been simulated 
using software such as VISSIM or MISSION (PTV 
AG, 2009), (Wiedemannn et al., 1991), (Busawon et 
al., 2006), (Noland and Quddus, 2006). 

Vehicles in the fleet may be instrumented to 
collect actual fuel economy data along the branches 
they travel. The data may be recovered from the 
vehicle at a download site and stored in a database. 
Periodically the database may be used to 
automatically refine the costs assigned to a class of 
road segments, and to reclassify segments as needed.   

3 VEHICLE ROUTING TO 
MINIMIZE FUEL 
CONSUMPTION  

The Vehicle Routing Problem to Minimize Mixed-
Fleet Fuel Consumption and Environmental Impact 
(VRPMF) belongs to the class of heterogeneous fleet 
vehicle routing problems (HVRP). (Baldacci et al., 
2008) provides a comprehensive classification and 
review of the main approaches proposed for VRP 
with a heterogeneous fleet. Specifically, the problem 

being considered in the paper represents a variant of 
HVRP with Vehicle-Dependent Routing Costs 
(HVRPD). They note that solution approaches to 
this difficult family of problems, both in the 
literature and in commercial applications, have 
predominantly been heuristic in nature. These are 
typically adaptations or extensions of solution 
techniques for traditional VRP and VRP with Time 
Windows. 

In order to capture the complexities (and, in 
particular, the non-linearities) of VRPMF, we 
instead propose to leverage the use of composite 
variable modeling (CVM) to capture the complex 
real-world details associated with accurately 
modeling the fuel cost (and associated emissions) of 
a prescribed route. The idea behind CVM (Cohn, 
2002), (Barlatt, et al., 2009) is to embed modeling 
complexity into the variable definition rather than 
capturing it explicitly in a model which may then 
become intractable. For example, in VRPMF, 
explicitly modeling the cost functions described in 
Section 2 within the framework of a traditional VRP 
would make an already difficult problem unsolvable. 
However, it is far easier to calculate the cost of a 
given route (for a given vehicle) off-line. We can 
then formulate a master problem in which each 
variable represents the assignment of a specific route 
to a specific vehicle. For a given route, we can 
compute the total fuel consumption for a given 
vehicle, and thus the total cost is just the sum of the 
chosen assignments. Similarly, a route pre-specifies 
all the customer demands that it meets, and thus we 
only need two sets of constraints. The first ensures 
that each vehicle is assigned to at most route and the 
second ensures that each customer demand is met 
exactly once.  

The challenge, then, is to address the 
exponentially large number of potential variables. 
Clearly not all of the exponentially-large set of 
feasible routes (and their corresponding costs) can 
be generated. Even if they could, it would not be 
possible to solve the resulting exponentially-large 
set partitioning problem. Instead, column generation 
techniques (Desaulniers et al., 2005) (originally 
developed as part of Dantzig-Wolfe Decomposition) 
can be employed. The idea behind column 
generation for solving a linear program with an 
exponential number of variables is to identify 
candidate pivot variables for the simplex method not 
by pricing each variable’s reduced cost directly, but 
rather by solving a secondary optimization problem 
(often called a sub problem) which seeks the feasible 
variable with the most negative reduced cost. If this 
yields a negative reduced cost variable, then the 
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simplex pivot occurs and the algorithm proceeds. If 
the most negative reduced cost variable is strictly 
non-negative, then a certificate of optimality is 
achieved and the algorithm terminates with a 
provably-optimal solution.  
In Dantzig-Wolfe Decomposition, the inherent 
structure of a problem leads to a sub-problem that is 
pre-defined. Furthermore, it is itself a linear program 
and thus straightforward to solve. In CVM, because 
the variable definition is chosen specifically to 
overcome challenges of a traditional formulation, the 
sub problem reflects these challenges. 

Perhaps the most closely related work to our 
proposed approach is that of Taillard (Taillard, 
2005), who used a heuristic based on column 
generation techniques to solve HVRPD. 
Specifically, a large set of candidate routes were 
generated by solving separate homogeneous VRP 
problems for each fleet type. The final routes were 
then selected using a set partitioning formulation to 
ensure that all demands were met. 

A key difference between our proposed approach 
and typical network-based routing problems is that 
the “cost” of a route cannot be computed simply by 
adding the individual arc costs (if so, the sub-
problem would be a simple minimum cost flow 
problem). At first glance, it seems possible to 
formulate the sub problem as a network flow 
problem, where each node represents a customer or 
depot, each arc represents the driving from one node 
to another, and the cost associated with each arc can 
fully capture (based on off-line calculations) the cost 
of this driving. This is not quite true, however: The 
cost on a given arc is not independent of the other 
arcs that are also chosen for an individual vehicle’s 
route. This is because the fuel consumption on an 
arc depends on the starting conditions of the vehicle 
at the first node. If the battery is fully charged, it 
may be possible to complete most of the driving 
without relying on gasoline, and the resulting cost 
will be lower, whereas if the battery is depleted, the 
cost of the arc will be much higher. 

Therefore, a more sophisticated approach to 
solving the sub-problem must be employed. For 
example, we could take a multi-label shortest path 
approach (Desrochers and Soumis, 1988), which is 
similar to Dijkstra’s shortest path algorithm, but 
with an added layer of complexity. Specifically, 
multiple metrics (not just cost) must be checked to 
determine whether a partial path can be pruned from 
consideration. One partial path dominates another 
only if it is less costly and covers the same amount 
of demand or more and has the same amount of 
remaining battery charge or more. Efficiently 

solving this sub-problem is the key to successfully 
solving the master problem.  

We conclude this section by noting that this 
approach has the added advantage of allowing the 
user to trade off between time and solution quality. 
Specifically, the solution quality continues to 
improve as each new candidate route is added to the 
master problem for consideration, but high-quality 
feasible solutions can nonetheless often be found 
early in the process. Furthermore, this approach 
naturally lends itself to a parallel implementation. At 
the highest level, a separate sub-problem can be 
solved, in parallel, for each vehicle. Furthermore, 
these individual sub-problems themselves can 
leverage a parallel architecture for efficient search. 

4 ILLUSTRATIVE EXAMPLE 

This section provides a simplified illustrative 
example of VRPMF. We consider a fleet of two 
vehicles: the first is a 2009 Ford Taurus front-wheel 
drive gasoline engine vehicle and the second is 2010 
Ford Escape 4-wheel drive hybrid vehicle. Figure 1 
shows estimates of the miles per gallon (MPG) 
values and environmental scores as provided by the 
US Environmental Protection Agency (EPA) at 
www.fueleconomy.gov. Note that the Taurus gets 18 
MPG in city driving and 28 MPG in highway 
driving, while the Escape hybrid gets 27 MPG on 
the highway and 30 MPG in the city. The 
environmental impact of each vehicle can be 
evaluated by its carbon footprint and air pollution 
score. The carbon footprint measures greenhouse gas 
emissions (primarily CO2) that in turn impact 
climate change. CO2 emissions are closely linked to 
fuel consumption, since CO2 is the ultimate end 
product of burning gasoline. The Air Pollution score 
represents the amount of health-damaging and 
smog-forming airborne pollutants (such as carbon 
monoxide, CO, and oxides of nitrogen, NOx) that 
the vehicle emits on a scale from 0 (worst) to 10 
(best). Note that there is little correlation between 
fuel consumption and these emissions; emissions 
primarily depend on the emission control 
technology. Taurus has an Air Pollution score of 6 
and Escape Hybrid has a score of 8. 

Suppose that we have eight customers distributed 
within a given geographical area as shown in Figure 
2. The customers are labeled 1 to 8, while 0 is the 
depot. The driving distance between the depot and 
each of the customer sites is presented in Table 1. 
For this example, we assume that the distance data is 
symmetrical   and   shown   as X+Y,   where X is the  
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Table 1: Distance between depot and between customer's sites. 

 

0 1 2 3 4 5 6 7 8
0  14.5+ .9  19+ 1  23.9+ 2.4  0+ 11.6  0+ 9.8  0+ 13.6  12.5+ 10  15.5+ 1.1

1  14.5+ .9  4.2+ 1.5  10.2+ 1.8  0+ 6.3  0+ 10.3  0+ 12.1  12.2+ 2.6  0+ 17.9

2  19+ 1  4.2+ 1.5  5.7+ 2.2  2.5+ 9.1  4.2+ 11.6  11.4+ 4.7  7.7+ 2.9  20.2+ 2

3  23.9+ 2.4  10.2+ 1.8  5.7+ 2.2  0+ 6.7  0+ 10.6  0+ 6.5  0+ 3.8  14.3+ 1.5

4  0+ 11.6  0+ 6.3  2.5+ 9.1  0+ 6.7  0+ 4  14+ 6  17+ 7.5  0+ 11.6

5  0+ 9.8  0+ 10.3  4.2+  11.6  0+ 10.6  0+ 4  0+ 3.8  0+ 8.6  0+ 7.7

6  0+ 13.6  0+ 12.1  11.4+ 4.7  0+ 6.5  14+ 6  0+ 3.8  0+ 4.7  7.4+ 4.1

7  12.5+ 10  12.2+ 2.6  7.7+ 2.9  0+ 3.8  17+ 7.5  0+ 8.6  0+ 4.7  12.5+ 2.5

8  15.5+ 1.1  0+ 17.9  20.2+ 2  14.3+ 1.5  0+ 11.6  0+ 7.7  7.4+ 4.1  12.5+ 2.5
 

 

 

Figure 1: Fleet Composition. 

 

Figure 2: Vehicle Routing Problem. 

 

number of highway miles and Y is the number of 
city miles. 

Further, we assume that each service call 
requiresapproximately 90 minutes and that each 
service agent has to finish his/her route, starting and 
ending at the depot, within 8 hours. 

We ignore breaks, and assume that there is no 
capacity limit on the routes other than the time limit. 
We begin by solving the traditional problem of 
minimizing the total fleet vehicle miles traveled 
(VMT). (In this small problem, this can be done by 
explicit enumeration). The total optimum VMT is 
97.2. One vehicle visits customers 1, 2, 3, and 4 with 
a total travel distance of 47.3 miles, comprised of 
22.9 city miles and 24.4 highway miles. The other 
vehicle visits customers 5, 6, 7, and 8 with a total 
travel distance of 49.9 miles, comprised of 21.9 city 
miles and 28 highway miles. The estimated travel 
time for the first route is 75 minutes and for the 
second route is 78 minutes. Note that in this 
variation of the problem, we do not differentiate 
between vehicles, as we are simply minimizing 
distance traveled. 

For illustrative purposes, to estimate fuel 
consumption of each vehicle along the given routes 
we assume the estimated highway and city MPGs as 
defined in Figure 1. (Of course, real-world 
calculations are more complex as we discussed in 
section 2). As a result, the fuel consumption of the 
Taurus for the first route is 2.14 gallons and for the 
second route is 2.22 gallons. For the Escape Hybrid, 
the first route consumes 1.67 gallons and the second 
route consumes 1.77 gallons.  

The optimal solution is to assign the Taurus to 
the first route, resulting in the consumption of 2.14 
gallons, and to assign the Escape to the second route, 
with an estimated consumption of 1.67 gallons of 
gasoline. The total fleet fuel consumption for the 
given solution is 3.81 gallons of gasoline. The 
results are presented graphically in Figures 3 and 4. 
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We next reformulate the problem to take into 
account fuel economy, i.e. distinguishing in our 
optimization between highway and city driving, and 
treating the two vehicles separately, in recognition 
of their distinct characteristics. The optimal solution 
for this problem is presented in Figures 5 and 6.  

Although the VMT increases (from 97.2 to 
101.7), the fuel consumption decreases from 3.81 to 
3.72 gallons. Note that the optimal routes have 
changed (see Figure 4). The route served by the 
Taurus covers customers 1, 2, 7, and 8 with a total 
length of 63.3 miles, but of this 54.4 miles is 
highway driving and only 8.9 miles is city driving. 
Conversely, the Escape Hybrid is assigned to a route 
that serves customers 5, 6, 3, and 4, using only city 
driving (for a total length of 38.4 miles).   

Table 2 provides a comparative summary of the 
two solutions. In addition to the economical impact, 
this demonstrates how a reduction in fuel 
consumption also leads to a reduction in 
environmental impact from the fleet operations. First 
of all, the reduction of fuel consumption reduces the 
CO2 emissions. In addition, the second solution 
shifts the time the Taurus spends in the city routes to 
the Escape Hybrid. As is shown in Figure 1, the 
Taurus has a lower EPA Air Pollution Score than the 
Escape Hybrid. Consequently the second solution 
also reduces health-damaging and smog-forming 
airborne pollutants along populated areas. We could 
also capture this explicitly in the objective function  
of our formulation, either by specifying constraints  
on the total Air Pollution Score (possibly weighted 
by the location of the route arcs), or by introducing 
weights in the objective function. 

 

Figure 3: Solution 1 Graph. 

 

Figure 4: Solution 1 Map. 

 

Figure 5: Solution 2 Graph. 

 

Figure 6: Solution 2 Map. 
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Table 2: Comparative summary of two VRT solutions. 

 

5 CONCLUSIONS 

In this paper we discuss the importance of the 
heterogeneous fleet vehicle routing problem based 
on fuel consumption rather than just distance 
traveled.  We describe the complex function that 
determines how much fuel a given route consumes, 
and argue that distance is an inadequate surrogate 
when multiple fleet types, especially varying across 
different technologies, are used. We provide a 
simple example to illustrate how minimizing total 
miles traveled can yield a very different solution 
than minimizing fuel consumption. We also discuss 
solution techniques, specifically based on the use of 
composite variable modeling, to solve this 
computationally challenging problem.  

In the future, we propose to consider emissions 
as well as explicit fuel costs (which implicitly 
capture CO2 emissions but not NOx). We also 
suggest extending VRPMF to include variations and 
extensions such as those studied in the basic VRP, 
such as balancing routes, satisfying time windows, 
etc. 
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Abstract: One of the most major causes of road crashes is the fatigue. In this paper it is shown a methodology for Driver
Fatigue assessment based on computer vision (CV). CV is used to characterize different visual responses of
the driver while driving and suffering from fatigue. Some of the visual responses are the eyelid and lips
movements. The proposed Methodology uses an active appereance model (AAM) to adjust the facial model
Candide3 from images sequences where spatial measures can be computed. These measures include the eye
closeness and the mouth openness. Results show that with the measures computed it’s possible efficiently
extract some discriminant parameters related to driver fatigue state. For example, the PERCLOS, the AECS,
and the YawnFrec. Finally, an experimental framework is designed in order to compare the performance of
the proposed method with psychological signal-based methods.

1 INTRODUCTION

Driving for long periods of time can decrease alert
and performance of the driver who could start to suf-
fer from fatigue (Ting et al., 2008). Fatigue and lack
of sleep have been identified as the most frequent
causes of traffic accidents in the road. For instance,
the driver who is under these conditions is risking
not only his/her own life but also other people lives.
In order to prevent these kind of accidents, in the
last decades a huge effort has been made to develop
of monitoring systems that detects the fatigue in the
driver and warned him/her by using different tech-
niques. However, an efficiently system for fatigue as-
sessment is still being an important issue to solve.

2 THEORETICAL BACKGROUND

Fatigue. Is the state of alteration in both the aware-
ness level and the perception level of the person, this
state affects psychomotor processes, such as speed of
reaction, attention level, and making decisions that
are crucial for the safe development of an activity. Fa-
tigue is not the same as sleep, but induction of sleep

could occur with fatigue. Fatigue can be caused by
physical effort, emotional stress, lack of sleep, or an
unspecified disorder.
Driver Fatigue. Is a state of reduced mental alert-
ness, which impairs performance of a range of cogni-
tive and psychomotor tasks, including driving (Saroj
and Lal, 2001). The driver fatigue can be sub-divided
into two groups: related to sleep and related to tasks.
The first one, is caused by lack of sleep (this is the
category select in this work), while the second one is
caused by distracting tasks while driving.
Candide Model. It is a parameterized facial mask,
that has been specifically developed for model-based
coding of human faces. Different versions of this
mask has been developed, the most current version
is the third, which has been implemented mainly to
simplify the animation of MPEG-4 facial animation
parameters (Ahlberg, 2001).

2.1 Psychological Test for Attention
Measurement

Works that deal with the assessment of driver-related
fatigue require experimental frameworks where the
methodology can be contrasted and validated. For ex-
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ample, attention test (such as interviews or computer
based test), which are basically monitoring task that
required psychomotor reactions. One test of attention
most commonly used in drivers is the test of atten-
tion variables TOVA. It’s considered the gold standard
within this kind of tests. It consists in 22-minutes of
psychomotor tasks where a subject needs to hold the
attention and respond to a random stimulus. Another
example, is the PVT test (psychomotor vigilance test),
that measures the visual reaction time (RT) by mean
of portable devices. This test is another common tool
of measuring the fatigue in performance and lack of
sleep studies. The PVT is a 10 minutes length test,
like the TOVA test requires responding to a stimulus
as fast as possible.

Anothers examples of tests that can be used in
these kind of studies are those tests that aim to evalu-
ate the ability to focus the attention. One example of
such test is the Stroop task. In general any test that
measures the RT is useful in these studies, because
the sleep restriction and deprivation can be the main
cause of an increase in the RT.

2.2 Classification of Driver Monitoring
Systems

In order to reduce road crashes, enormous efforts
have been done to develop driver monitoring systems.
These systems can be classify in three classes (Vural
et al., 2007). 1) Studies that analyze measures of the
driver’s performance. In this kind of systems the car
is equipped with measurement devices that indicate
if the person is driving as usual or not. These sys-
tems has the drawback that cannot be adapted to the
driver habits. 2) Work that are related to the measure-
ment of physiological signals. These methods pro-
vide good indicators of fatigue. However, these are
invasive methods that could interfere with the driving
task. 3) Works focus on detection of visual responses
that present the driver based on CV. The CV based
methods can be successful in order to assess fatigue
states. However, so far just one visual response has
been used and that could be the main drawback in the
CV based methods (Zhu et al., 2004).

Measurement of fatigue indicators is a significant
problem due to the absence of direct measures, which
are not directly relate to the fatigue but to the ef-
fects of fatigue. The only direct measure is the self
report. However there are problems related with its
use because the emotional influence in the person
(Wang et al., 2006). In the literature there are different
studies related with the measurement of performance,
physiological, of perception, among others. Although
the technologies applied to fatigue assessment have

evolve, the search for a fiable fatigue indicator still
ahead (Saroj and Lal, 2001).

2.3 Visual Responses and
Fatigue-Related Parameters

In order to detect driver fatigue it is required to mea-
sure different visual responses. Simultaneous mea-
sures will provide a less ambiguous scenary that just
one measure. Some of the visual responses are: the
eyelids, the head pose, and the facial expressions.
From these visual responses fatigue-related param-
eters are computed. For example, head-position-
dependent parameters and head-position-independent
parameters. the last will be used in this work, more
specifically are computed: the percentage of eye clos-
ening in time (PERCLOS), the eye closening average
speed (AECS), and the yawning frequency in time
(YawnFrec) (Zhu et al., 2004).
PERCLOS and AECS. These measures are charac-
teristic of the eyelid movement. The PERCLOS has
been already validated and it has been found that is
the most appropriated parameters to assess the driver-
related fatigue (Dinges et al., 1998). The AECS is a
good indicator of fatigue. This parameter is defined as
the time taken to completely close the eyes. The eye
openess is characterized by pupil’s shape. It can be
measure by taking the ellipse axis relationship. This
feature over the time is used to computed the PERC-
LOS (Zhu et al., 2004). In (Ji and Yang, 2002), it has
been shown that the AECS in a tired person is defi-
nitely different from a rested person.
YawnFrec. A tired person is characterized by ex-
pressing less facial expressions because there is min-
imal activity of facial muscles, but it also show more
open mouth. The mouth openness can be measure
by detecting the lips movements whether the features
around it deviate from its closed configuration. The
mouth openess is characterized by the proportion be-
tween the height and width to computed the Yawn-
Freq (Zhu et al., 2004).

3 FATIGUE ASSESSMENT BASED
ON COMPUTER VISION

People in a state of fatigue show some visual re-
sponses that are easily observable from changes in
their facial features like eyes and mouth. CV has
different non-invasive techniques for monitoring of
drivers (Wang et al., 2006). As Zhang (Zhang and
Zhang, 2006) reported, the CV-based systems for
monitoring drivers are the most promising commer-
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cial application for assessment of driver-related fa-
tigue (Zhang and Zhang, 2006), (Dong and Wu,
2005), (Saeed et al., 2007), (Zhu et al., 2004), (Ji and
Yang, 2002). However, CV is a challenging research
area due to the different factors such as: facial expres-
sions complexity, fast eye and head movements, and
changes in illumination conditions, etc. These factors
difficult the development of robust and real time im-
plementations of these kind of systems.
Basic Requiremets for A CV-Based System. Ac-
cording to (Dong and Wu, 2005), and (Smith et al.,
2003) a monitoring system to detect fatigue should
fulfill the following requirements: 1) fully automatic.
2) to be based on only quantitative features, such as,
the eye openness and closeness rate. 3) to work under
changing illumination conditions. 4) to work under
occlusion conditions that are frequent when head is
moved from the reference point. 5) real-time. 6) non-
invasive, without physical contact of the driver. 7)
before an accident it should detect and warn the early
occurrence of sleep.
Steps in A Visual System for Detection of Fatigue.
First, near infrared image sequences were acquired.
Second, mathematical morphology is used to improve
the images quality and the success rate in the follow-
ing steps. Third, the Haar algorithm is used to detect
the face and then the Gabor algorithm is used to de-
tect the person’s eyes. Then the distance between the
eyes is used reference to adjust the Candide model to
the person’s face. Fourth the AAM technique is used
to track the movements of the face. Finally the feature
extraction stage is performed using a model.

4 CHARACTERIZATION OF
FACE MOVEMENTS

The most important points to characterize a face de-
pend on the application and the facial model. In this
work the movements of the eyes and mouth are con-
sidered. In these sense, a whole face model is used in-
stead of a partial model of the eyes, as used in (Saeed
et al., 2007).

In order to get a quite realistic fitting of model
and detect the driver fatigue it’s need to define the ad-
justable vertices of the model Candide. These vertices
belong to the eyes and mouth ROIs where the parame-
ters PERCLOS, AECS, and YawnFrec are computed.
Additionally it is desirable that the movements of se-
lected vertices are controlled by facial action units,
these movements are part of the list of changes that
are presented when there is a movement of the ROI
encoded in terms of AUVs (Ahlberg, 2001).

Facial Motion Tracking. Previous to the computa-
tion of the parameters of fatigue the AAM models
are used to adjust the face model to different subject
faces. The AAM models are adjusted by machine
learning algorithms from available features (Cootes
et al., 1995). Then an alignment process is run to
adjust the AAM model (vertices update) to the input
images. To train the AMM an graphical user inter-
face (GUI) was developed, were the following steps
are done. 1) Scaling of the model to the face based
on the inter-eye distance, 2) Rotations in axes X, Y,
and Z to locate the model in the subject position,
3) Shape changes of the model regions are evaluated
(control by shaped units) or movements in regions of
the model (with vector control units of action, focus-
ing on the mouth openness AUV11 and eye closeness
AUV6) are evaluated too. 4) Points in the boundary
of the face and eyes and mouth are reviewed and re-
located. 5) The positions of the vertices of the fit-
ted model are stored for each image in the sequence.
Once the training algorithm is completed, a fitting al-
gorithm is used to adjust the AAM to minimize the
fitting error. For example, the decreasing gradient op-
timization can be used as described in Eq. 1, with the
model A0 and the input image I(x). Once the model
is adjusted the extraction of fatigue features can start.

FittingError =
x

∑ [I(x)−A0(x)]
2 (1)

Eyelid and Lips Movements Characterization. To
compute the PERCLOS and AECS in (Ji and Yang,
2002) is proposed to continually track the pupil and
measure the eye closeness cumulatively over time, us-
ing the ratio of the vertices of the pupil ellipse. A sin-
gle eye closure is defined as the difference between
two periods of time in which the pupil size is 20% or
less of the normal size. The closing eye speed is de-
fined as the time period in which the pupil size is be-
tween 80% and 20% of the nominal size of the pupil.

In order to computed these two parameters more
accurately, an average time is used of all measure-
ments taken on a defined range (Ji and Yang, 2002).

To make these measures it is apply the method-
ology described in (Ji and Yang, 2002), but differ-
ent from this, eye closeness is computed using the
eye vertices which are defined in the model Candide
3. Specifically, we used some vertices of the eyelids.
Thus, the eye closeness is calculated as:

cre =
d (v98− v100)+d (v54− v55)+d (v106− v108)

3
(2)

cle =
d (v105− v107)+d (v21− v22)+d (v97− v99)

3
(3)
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From Eq. 2 and 3, when the eye closeness is less than
or equal to 20% of the maximum distance between
eyelids is considered that the eyes are closed. Accord-
ing to the work developed in (Dong and Wu, 2005) if
the eyes are closed for 5 consecutive frames it can be
considered that the driver is falling asleep.

In order to compute the rate of mouth opening, it
is necessary to know the degree of the mouth open-
ness, which is represented by the relation between the
mouth’s height and width. The graphical represen-
tation of the mouth openness in a period of time is
know as YawnFrec. To compute the mouth openness
the vertices (right, left, upper, lower), of the mouth
in the model Candide 3 are used. In this sense, the
mouth openness is computed as follows:

OpenMouth =
d (v7− v8)

d (v64− v31)
(4)

5 EXPERIMENTAL
FRAMEWORK

Two different videos were acquired with 320x340 res-
olution. The subjects were instructed to blink and
yawn in different head positions range from 45◦y−
45◦. The subject 1 blinked 35 times and yawned 5
times. The subject 2 blinked 24 and yawned 4 times.
The system was able to identified the total numbers
of yawns and blinks for each subject. This means
a 100% accuracy in detection of eye closeness and
mouth openness. Indeed the parameters PERCLOS,
AECS, and Yawnfrec could be determined every time.
In order to validate the presented methodology, an ex-
perimental framework is proposed. First, a commer-
cial driving simulator is going to be used and three
diferent physiological test will be set up (the PVT test,
the Stroop test, and the RT test). These tests are em-
bedded in the software PEBL (Open source Psychol-
ogy Software), available at “http://pebl.sf.net”. From
these tests some basic measures will be made, in sim-
ilar ambiental and physical conditions to those pre-
sented in the computer-vision-based methodology in
order to compare results and validate the parameters.

6 CONCLUSIONS

In this paper was proposed a characterization method-
ology based on models to assess fatigue. Two vari-
ables are measured by means of computer vision. The
eye closening range and the mouth opening range.
These measures are the base to calculate the param-
eters PERCLOS, AECS y YawnFrec. It has been
found that the proposed methodology is practical and

reliable whithin the previously described conditions.
Also an experimental framework based on psycholog-
ical measures was defined in order to validate the pro-
posed methodology. As future work, it is proposed to
complement the above methodology with estimation
of head’s position in order to compute additional pa-
rameters. This will provide more information to the
assessment of the driver fatigue.
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