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FOREWORD

This book contains the proceedings of the 7th International Conference on Informatics in
Control, Automation and Robotics (ICINCO 2010) which was sponsored by the Institute
for Systems and Technologies of Information, Control and Communication (INSTICC) and
held in Funchal, Madeira - Portugal. ICINCO 2010 was co-sponsored by the International
Federation for Automatic Control (IFAC) and held in cooperation with the Association for
the Advancement of Artificial Intelligence (AAAI), the Workflow Management Coalition
(WfMC), the Portuguese Association for Automatic Control (APCA) and the Association
for Computing Machinery (ACM SIGART).

The ICINCO Conference Series has now consolidated as a major forum to debate technical
and scientific advances presented by researchers and developers both from academia and
industry, working in areas related to Control, Automation and Robotics that benefit from
Information Technology.

In the Conference Program we have included oral presentations (full papers and short pa-
pers) and posters, organized in three simultaneous tracks: “Intelligent Control Systems and
Optimization”, “Robotics and Automation” and “Systems Modeling, Signal Processing and
Control”. We have included in the program six plenary keynote lectures, given by inter-
nationally recognized researchers, namely - José Santos-Victor (Instituto Superior Técnico,
Portugal), Alícia Casals (Institute for Bioengineering of Catalonia.IBEC and Universitat
Politècnica de Catalunya.UPC, Spain), Bradley Nelson (Institute of Robotics and Intel-
ligent Systems at ETH-Zürich, Switzerland), Wisama Khalil (Ecole Centrale de Nantes,
IRCCyN, France), Oleg Gusikhin (Ford Research & Adv. Engineering, U.S.A.) and John
Hollerbach (University of Utah, U.S.A.).

The meeting is complemented with one satellite workshop, the International Workshop
on Artificial Neural Networks and Intelligent Information Processing (ANNIIP), and one
Special Session on Intelligent Vehicle Controls & Intelligent Transportation Systems (IVC
& ITS).

ICINCO received 320 paper submissions, not including those of the workshop or the special
session, from 57 countries, in all continents. To evaluate each submission, a double blind
paper review was performed by the Program Committee. Finally, only 142 papers are
published in these proceedings and presented at the conference. Of these, 94 papers were
selected for oral presentation (27 full papers and 67 short papers) and 48 papers were
selected for poster presentation. The full paper acceptance ratio was 8%, and the oral
acceptance ratio (including full papers and short papers) was 29%. As in previous editions
of the Conference, based on the reviewer’s evaluations and the presentations, a short list of
authors will be invited to submit extended versions of their papers for a book that will be
published by Springer with the best papers of ICINCO 2010.

Conferences are also meeting places where collaboration projects can emerge from social
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contacts amongst the participants. Therefore, in order to promote the development of re-
search and professional networks the Conference includes in its social program a Conference
and Workshop Social Event & Banquet in the evening of June 17 (Thursday).

We would like to express our thanks to all participants. First of all to the authors, whose
quality work is the essence of this Conference. Next, to all the members of the Program
Committee and auxiliary reviewers, who helped us with their expertise and valuable time.
We would also like to deeply thank the invited speakers for their excellent contribution in
sharing their knowledge and vision. Finally, a word of appreciation for the hard work of the
INSTICC team; organizing a conference of this level is a task that can only be achieved by
the collaborative effort of a dedicated and highly capable team.

Commitment to high quality standards is a major aspect of ICINCO that we will strive
to maintain and reinforce next year, including the quality of the keynote lectures, of the
workshops, of the papers, of the organization and other aspects of the conference. We
look forward to seeing more results of R&D work in Informatics, Control, Automation and
Robotics at ICINCO 2011.

Joaquim Filipe
Polytechnic Institute of Setúbal / INSTICC, Portugal

Juan Andrade Cetto
Institut de Robòtica i Informàtica Industrial, CSIC-UPC, Spain

Jean-Louis Ferrier
University of Angers, France
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140

MODELING SMART GRIDS AS COMPLEX SYSTEMS THROUGH THE IMPLEMENTATION
OF INTELLIGENT HUBS
José González de Durana, Oscar Barambones, Enrique Kremersand Pablo Viejo

146

XIV



POSTERS

MODELING RADIAL VELOCITY SIGNALS FOR EXOPLANET SEARCH APPLICATIONS
Prabhu Babu, Petre Stoica and Jian Li

155

SHARED MEMORY IN RTAI SIMULINK FOR KERNEL AND USER-SPACE
COMMUNICATION AT THE EXAMPLE OF THE SDH-2 - QRtaiLab For SDH-2 Matrix
Visualization
Thomas Haase, Heinz Wörn and Holger Nahrstaedt

160

REUSABLE STATE MACHINE COMPONENTS FOR EMBEDDED CONTROL SYSTEMS
Krzysztof Sierszecki, Feng Zhou and Christo Angelov

166

APPLICATION OF HIERARCHICAL MODEL METHOD ON OPEN CNC SYSTEM’S
BEHAVIOR RECONSTRUCTION
Yongxian Liu, Chenguang Guo, Jinfu Zhao, Hualong Xie and Weitang Sun

172

RECOGNIZING USER INTERFACE CONTROL GESTURES FROM ACCELERATION DATA
USING TIME SERIES TEMPLATES
Pekka Siirtola, Perttu Laurinen, Heli Koskimäki and Juha Röning

176

CLASSIFICATION OF POWER QUALITY DISTURBANCES VIA HIGHER-ORDER
STATISTICS AND SELF-ORGANIZING NEURAL NETWORKS
Juan José González de la Rosa, José Carlos Palomares, Agustín Agüera and Antonio Moreno Muñoz

183

SURVEY OF ESTIMATE FUSION APPROACHES
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BIOINSPIRED ROBOTICS AND VISION WITH HUMANOID 
ROBOTS 

José Santos-Victor 
Instituto Superior Técnico, Lisboa, Portugal 

Abstract: In this talk, I will describe recent results on exploring recent results from neurophysiology and 
developmental psychology for the design of humanoid robot technologies. The outcome of this research is 
twofold: (i) using biology as an inspiration for more flexible and sophisticated robotic technologies and (ii) 
contribute to the understanding of human cognition by developing biologically plausible (embodied) models 
and systems.  

 One application area is the domain of video surveillance and human activity recognition. We will see how 
recent findings in neurophysiology (the discovery of the mirror neurons) suggest that both action 
understanding and execution are performed by the same brain circuitry. This might explain how humans can 
so easily (apparently) understand the actions of other individuals, which constitutes the building block of 
non-verbal communication first and then, language acquisition and social learning.  

 The second aspect to be addressed is the use of development as a methodological approach for building 
complex humanoid robots. This line of research is inspired after the human cognitive and motor 
development, a pathway that allows newborns to progressively acquire new skills and develop new learning 
strategies. In engineering terms, this may be a way not only to structure the sensed data but also to master 
the complexity of the interaction with the physical world with a sophisticated body (sensing and actuation).  

 During the talk, I will provide examples with several humanoid platforms used for this research: Baltazar is 
a humanoid torso we developed to study sensorimotor coordination and cognition; the latest results are 
implemented in the iCub humanoid robot, for which we designed the head, face and body covers as well as 
the attention and affordance learning system. 
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Abstract: The growth of robotics in the surgical field is consequence of the progress in all its related areas, as: 
perception, instrumentation, actuators, materials, computers, and so. However, the lack of intelligence of 
current robots makes teleoperation an essential means for robotizing the Operating Room (OR), helping in 
the improvement of surgical procedures and making the best of the human-robot couple, as it already 
happens in other robotic application fields. The assistance a teleoperated system can provide is the result of 
the control strategies that can combine the high performance of computers with the surgeon knowledge, 
expertise and will. In this lecture, an overview of teleoperation techniques and operating modes suitable in 
the OR is presented, considering different cooperation levels. A special emphasis will be put on the 
selection of the most adequate interfaces currently available, able to operate in such quite special 
environments. 

1 INTRODUCTION 

Technological evolution has continuously been 
introducing new equipments and changes in the 
Operating Room. Technology does not only affect 
real surgical interventions, but it also has a bear on 
all diagnosis and planning strategies, according to 
the diagnosed pathology. The history of surgery has 
suffered a continuous evolution through which three 
significant phases can be identified. They can be 
summarized in fig.1. From the practice of open 
surgery, fig. 1 a), in which surgeons get in touch 
directly with the patient organs or corresponding 
body parts, as purely manual actuation, the advent of 
new instruments and visualization techniques 
opened the era of minimally invasive surgery. 
Instruments with long handles allow entering the 
body through natural holes and small incisions over 
the patient fig. 1.b). This image shows the common 
scenario in laparoscopic surgery. At this stage, 
surgeons rely on instruments and specific equipment 
to perform surgery. The era of surgical robotics 
emerges as these instruments acquire new 
performances, or others appear in the scene, fig. 1.c). 

New surgical procedures, not conceivable several 
decades ago, are more complex and require much 
higher performances. To face the challenges this 
kind of surgery relies on robots cooperating with 

humans, so as to extract the best of both of them. 
Humans provide intelligence and decision making 
while robots contribute with their precision, 
computing capabilities and no tiredness. In this 
context, with human and machines sharing the 
working scene, and the task itself, more powerful 
interfaces and interaction means become necessary. 

Both, cooperation and interface requirements 
will depend on the typology of surgery. Speaking in 
terms of robotics technology and considering that 
technological needs vary enormously with the kind 
of surgery, surgery can be classified in: 
microsurgery, neurosurgery, intracavity and 
orthopedic, and percutaneous and transcutaneous 
interventions. As significant distinction among them, 
some characteristics, as the kind of tissue (hard or 
soft) or the body parts undergoing surgery, are to be 
considered.  

Since hard tissues are able to maintain its shape, 
when they can be immobilized some techniques 
applied in industry can be exported to surgery, 
otherwise, a tracking system to dynamically 
determine the changing reference frames is required. 
Soft tissues present the problem of deformability, 
making robot operation more complex. In this case, 
teleoperation is an alternative solution. 
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Figure 1: Evolution of surgical procedures. a) open 
surgery, b) minimally invasive surgery, c) robot assisted 
surgery. 

2 HUMAN ROBOT 
COOPERATION MODES 

Human robot cooperation is implemented by means 
of teleoperation, therefore, a master device in the 
surgeon side controls a slave arm, a teleoperated 
robot, patient side. In between, a computer 
implements the required assistive functions that 
enhance human capabilities, resulting in a “super 
surgeon”. Such assistive functions can be a change 
of scale, defining constrains within the working 
space, tremor reduction and movement 
compensation (breathing or heart beating) and so. 
The surgeon can be located in a close position, or in 

any other location, a few meters or some kilometers 
away.  Fig. 2 shows a schema of such system. 

 

Figure 2: Schema of a teleoperation system. 

However, the surgeon could also be in close 
contact with the robot, which guides and supervises 
his or her actions. In this cooperative mode, 
comanipulation, the surgeon hand and the robot end 
effector move simultaneously holding the surgical 
instrument. Working in these conditions, a change of 
scale or movement compensation is not an issue, but 
assisted teleoperation allows establishing 
constraints, virtual fixtures, operating over reference 
frames either fixed or floating over the patient 
anatomy. Comanipulation also allows directly 
perceiving both, images and the operating 
environment, what is especially useful in orthopedic 
surgery. The definition of virtual fixtures during the 
surgical planning facilitates a safer operation 
reducing the surgeon stress in critical interventions. 
Working with this configuration the robot itself 
behaves as a haptic device, Fig. 3. 

 

Figure 3: Schema of a comanipulation system. 

The level of cooperation can also vary with the 
typology of the surgical interventions since the level 
of preplanning and programming varies depending 
on the predictability of the intervention. Three levels 
can be considered: manual guidance, supervised 
guidance and autonomous control. 

The role of the interface in such cooperation 
systems is crucial as the surgeon cannot pay much 
attention to the robotic system, but to the patient and 
the own surgical procedure. A schema of the 
characteristics an interface should provide is shown 
in fig. 4. 
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Figure 4: Schema of the characteristics of a teleoperation 
interface. 

3 ROBOT ARCHITECTURES 

Different surgical specialties work along different 
scale ranges and with different working 
requirements. Considering the variety of working 
conditions and from the robotics point of view, 
surgical procedures can be classified as follows: 
microsurgery, neurosurgery, transcutaneous, 
percutaneous, intracavities interventions and 
orthopedics. In what follows the main characteristics 
of each of them are described. 

3.1 Microsurgery 

Most interventions requiring microsurgery 
performances are related to sewing nerves in 
transplants or to ophthalmology. In this specialty, 
one or more high precision and high accessibility 6 
Degrees of Freedom (DoF) arms are necessary. 
Additional DoF might be required to increase 
accessibility. As teleoperation assistance functions, a 
change of scale between the master and the slave 
increases the achievable precision as the application 
requires. Compared to former manipulators or 
holding devices used in classical manual practice, 
robots substitute them with advantage 

3.2 Neurosurgery 

Interventions in the skull also require high precision. 
However, its accessibility requirements are no so 
demanding since insertions are applied through 
incisions done just over the target area. In this case, 
movement compensation or floating reference 
frames are not needed as the skull can be fixed, with 
stereotaxis devices. 

3.3 Transcutaneous 

Some  interventions  can  be  performed  through the 

skin and soft tissues using radiation focused over the 
target area. This radiation can be of different types: 
RX, Gama, or High Intensity focused US (HIFU). In 
such minimally invasive technique, 5DoF are 
enough to focus the therapeutic beam over a point in 
a 3D space, with any orientation. 

3.4 Percutaneous 

Relatively simple interventions as biopsy, aspiration, 
ablations or releasing therapeutic payload, are more 
and more used due to the few invasiveness of the 
technique. This technique implies inserting needles 
with high precision, to produce the advance and 
drilling movements when the needle is manually 
oriented into the insertion point. 5 DoF are necessary 
to place and orient the needle with a robot. 

Taking advantage of this minimally invasive 
surgery or intervention, deflection and guided probes 
can be used to reach areas not easily reachable. 
Operating through natural ways, as the arteries, this 
technique is being used successfully to treat brain 
aneurisms. 

3.5 Intracavity Interventions 

When the intervention cannot be carried out by 
means of needles and more versatile instruments are 
needed with two, three or four DoF, endoscopic 
techniques are required. There are two endoscopic 
techniques, one based on the use of natural orifices 
(NOTES) and the second based on small incisions to 
access the abdominal and thoracic cavity 
(laparoscopy) or the joints between bones 
(arthroscopy).  

These techniques were introduced in the 
seventies operating the instruments manually. At 
present, these instruments can be guided by 
teleoperated robots, so as they can take advantage of 
assisted teleoperation techniques. These robots 
should be multiarm (2, 3 or 4), each with several 
DoF, not only for tool positioning but also to 
increase accessibility and to make the pose of each 
arm compatible with the patient in the operating 
table.  

NOTES are used in intra vaginal interventions, 
ear, laparoscopy for abdominal, prostate, heart, 
gynecology or arthroscopy, knee specially. 

3.6 Orthopedics 

Orthopedic surgery uses as end effectors drilling, 
cutting or milling tools to operate over bone tissues. 
These techniques are oriented to bone repair either 
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with prosthesis implants, subjecting or immobilizing 
boards or to reconstruct bones with grafts after 
oncologic surgery, for example.   

For these procedures CAD/CAM techniques can 
be used, with similar methods than those used in 
industry. Reference frames registration between 
anatomical elements in the operating table and the 
CAD model previously obtained from CT images 
are used to make task planning possible.    

4 SENSOR REQUIREMENTS 

Based on these different scenarios, robotics requires 
different kind of sensors to be able to implement the 
required control strategies. Two kinds of sensors are 
needed: 3D geometrical positioning sensors 
(navigators) and physical interaction characteristics 
(force and torque sensors). 

Positioning anatomical parts in the 3D space is 
not simple, especially when dealing with not 
immobilized rigid elements, soft, deformable or 
rhythmically moving tissues. The success of surgical 
robots rely on their capability for adequately sensing 
positions either using physical contact sensors 
(optical or magnetic techniques) or remote sensing, 
specially vision. Current limitations of computer 
vision strongly condition its advances. 

Apart from being able to control the robot, not 
only geometrical strategies are necessary to generate 
trajectories, but additional force control techniques 
are required to avoid injures, as for instance, 
necrosis. On the other hand, force sensors provide 
the information required to generate haptic 
information to be feedback to the surgeon. . 

5 INTERFACES 
REQUIREMENTS 

The requirements of an interface for surgical 
applications does not imply uniquely the 
interpretation of human will to control the 
teleoperated robot, but also to provide some 
feedback of the task going on to the surgeon. Thus, 
an interface constitutes a complete system, fig. 5, 
consisting of master devices adequate for every 
specific kind of surgery, actuators to feedback 
information to the surgeon, monitoring devices, and 
the computing power to process the information 
coming both, from the teleoperated system to 
provide the adequate information and from the 

human operator to provide the adequate control 
orders. 

The schema of fig.5 shows that an interface can 
be a complete system that in some environments 
should provide certain intelligence level and, as 
indicated in the schema, even generate synthetic 
information to improve human operator’s 
perception. 

 

Figure 5: Schema of the master station in a teleoperated 
system. 

Besides considering the best kind of master 
devices, either classical manual devices or hand free 
systems, the information coming from the robot side 
are key to achieve an efficient and smooth 
interaction. Feedback information can be either 
visual: direct images, augmented images or virtual, 
besides other kind of numerical and graphic data; or 
haptic, based on the force data measured in the robot 
working environment. 

6 CONCLUSIONS 

Interfaces are key components in teleoperated 
systems, or in robotic systems that work in close 
cooperation with humans. In the field of surgery, the 
surgeon faces the problem of dealing with complex 
systems while they are performing their own job, 
surgery. On the other side, their specialty is far from 
informatics and mechatronic systems. Thus, the 
design of a human robot interface in such fields 
should consider the three parts that compose the 
working environment, as shown in fig. 4, the user, 
the interface and the robotic system. While the 
surgeon has to pay complete attention to the 
intervention itself, the interface should provide the 
means of reacting to the humans’ will, to interpret 
their needs, and to supply any kind of information 
that can help them to take decisions.  

Teleoperation and its interface with the human 
operator can take different configurations according 
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to the application needs, considering both, the 
distance from the master to the slave and the 
typology of the application. In each case, the 
availability of the required teleoperation assistance 
functions to improve human and system 
performances is essential. Together with such 
assistance, the information fed back to the user, 
visual, haptic or even sound, can be intelligently 
processed to constitute a significant help for the 
whole process.  
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Abstract:  Our group has recently demonstrated three distinct types of microrobots of progressively smaller size that 
are wirelessly powered and controlled by magnetic fields. For larger scale microrobots, from 1mm to 500 
µm, we microassemble three dimensional devices that precisely respond to torques and forces generated by 
magnetic fields and field gradients. In the 500 µm to 200 µm range, we have developed a process for 
microfabricating robots that harvest magnetic energy from an oscillating field using a resonance technique. 
At even smaller scales, down to micron dimensions, we have developed microrobots we call Artificial 
Bacterial Flagella (ABF) that are of a similar size and shape as natural bacterial flagella, and that swim 
using a similar low Reynolds number helical swimming strategy. ABF are made from a thin-film self-
scrolling process. In this paper I describe why we want to do this, how each microrobot works, as well as 
the benefits of each strategy. 

1 INTRODUCTION 

Micro and nanorobotics have the potential to 
dramatically change many aspects of medicine by 
navigating bodily fluids to perform targeted 
diagnosis and therapy and by manipulating cells and 
molecules. In the past few years, we have developed 
three new approaches to wirelessly controlling 
microscale structures with high precision over long 
distances in liquid environments (Figure 1). Because 
the distance from which these structures can be 
controlled is relatively large, the structures can not 
only be used as tools for manipulating other micro 
and nanoscale structures, similar to particle trapping 
techniques, but can also serve as vehicles for targeted 
delivery to locations deep within the human body. 
The microrobots we have developed are non-
spherical. Therefore, both their position and 
orientation can be precisely controlled, removing 
another limitation of particle trapping. 
Unprecedented control in multiple degrees of 
freedom has been achieved with field strengths as 
low as 1 mT. 

2 MEDICAL MICROROBOTS 

Minimally invasive medical techniques are linked 
with a variety of patient oriented benefits ranging 

from reduction of recovery time, medical 
complications, infection risks, and post-operative 
pain, to lower hospitalization costs, shorter hospital 
stays, and increased quality of care [1-4]. 
Microrobotic devices have the potential for improved 
accessibility compared to current clinical tools, and 
medical tasks performed by them can even become 
practically noninvasive. They will perform tasks that 
are either difficult or impossible with current 
methods. Rather than acting as autonomous agents 
that navigate the body diagnosing and solving 
problems, microrobots will more likely act as new 
technical tools for clinicians, continuing to capitalize 
on the clinicians cognitive skill, which is their 
greatest asset. 

In recent years there has been significant progress 
on robot-assisted colonoscopy and on wireless 
miniature robots for use in the GI tract (Kazzim et 
al., 2006). Motivated by capsule endoscopes that are 
already in clinical use, a number of technologies 
have been explored to expand the capabilities of 
these devices, ranging from wireless GI pressure 
monitoring systems and lab-on-a-chip devices 
equipped with pH and temperature sensors 
(Johannessen et al., 2006) to the addition of legs and 
other mechanisms for controlled locomotion 
(Menciassi et al., 2007). The size of these devices 
approaches a few centimeters, capitalizing on the 
relatively large size of the GI tract. By further 
reducing device size and creating microrobots with a 
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(a) Octomag 

(b) Magmite 

(c) ABF 

Figure 1: Three different types of microrobots at varying 
orders of magnitude. a) The Octomag robot (shown 
puncturing a small vein) is controlled using magnetic fields 
and field gradients. b) The Magmite (sitting on a grain of 
salt) is powered by oscillating magnetic fields that excite a 
spring mass system to resonance that harvests the impact 
energy. c) Artificial Bacterial Flagella (ABF) are propelled 
through fluid by rotating a magnetic field to generate 
torques on the magnetic metal head of the device. 

maximum dimension of only a few millimeters or 
less, additional locations in the human body 
becomavailable for wireless intervention. Natural 
pathways such as the circulatory system, the urinary 
system, and the central nervous system become 
available, enabling intervention with minimal 
trauma. 

As we downscale robots to submillimeter 

dimensions, the relative importance of physical 
effects changes (Wautelet, 2001). As device size is 
reduced, surface effects and fluid viscosity dominate 
over inertia and other volumetric effects, and power 
storage becomes a key issue. Furthermore, 
microrobots, like microorganisms, swim in a low-
Reynolds-number regime, requiring swimming 
methods that differ from macroscale swimmers 
(Purcell, 1977). This places strong constraints on the 
development of medical microrobots. In traditional 
robotics, it is often easy to compartmentalize aspects 
of robot design such as kinematics, power, and 
control. In the design of wireless microrobots, 
fabrication is fundamentally limited by scaling 
issues, and power and control are often inextricably 
linked. Engineers must give up intuition gained from 
observing and designing in the macroscale physical 
world, and instead rely on analysis and simulation to 
explore microrobot design. Even then, only 
experimental results will demonstrate the efficacy of 
a given microrobot strategy, as the world experienced 
by the microrobot may be quite difficult to accurately 
model. 

3 OCTOMAG MICROROBOTS 

The Octomag microrobot (Yesin et al., 2006), shown 
in Figure 1, was the first microrobot we developed 
and is primarily intended for ophthalmic surgery. An 
external magnetic field acts to align the robot along 
the long (“easy”) axis, and a field gradient is 
generated to pull or push the microrobot. The winged 
shape acts to reduce the side-ways drift of the 
microrobot by increasing the fluid drag along the 
axes perpendicular to the long axis (Abbott et al., 
2007). The relatively large size of the device is 
compatible with using gradient fields for propulsion 
at distances suitable for use within the body and is 
targeted at controlling the device in a viscous 
medium. 

The robot is a three-dimensional structure built 
by microassembling individual parts, which allows 
for the combination of incompatible materials and 
processes for the integration of MEMS based sensors 
and actuators. The principle advantage of the hybrid 
design is that the individual parts of the assembly can 
be produced with standard MEMS manufacturing 
processes that create planar geometries. In this way, 
different subsystems of the robot can be 
manufactured using the most suitable process for the 
purpose. Robot parts have been made with 
electroplated nickel, single crystal silicon, polymer, 
and laser cut steel.  
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Figure 2: (a) Octomag microrobots are microassembled 
from 50μm thick electroplated nickel. (b) The sub-mm 
devices can be precisely controlled to navigate through tiny 
mazes, and (c) can be coated to ensure biocompatibility 
and for transport of cargo, such as drugs to be unloaded by 
diffusion (Yesin et al., 2006).  

4 MAGMITES 

With decreasing size, gradient propulsion becomes 
infeasible due to the force generated being related to 
the magnetic medium's volume, which decreases 
rapidly with size. To overcome this limitation, we 
have developed a second propulsion mechanism that 
harnesses the interactive forces between small 
magnetic bodies in a uniform magnetic field to drive 
a spring mechanism to resonance(Vollmers et al., 
2008). This energy is then rectified to move the robot 
through its environment. 

The resonant nature of the actuator enables the 
device to move with fields below 2 mT which is 
roughly 50x that of the Earth's magnetic field. This 
locomotion mechanism has been demonstrated on 
both structured and unstructured surfaces and is 
controllable enough to repeatedly and precisely 
follow trajectories. The frequency selectivity of the 
spring mass resonating structure allows multiple 
robotic agents to be used on the same substrate to 
perform tasks. Although this propulsion method was 
initially designed for operation in air, it has 
demonstrated its ability to perform in aqueous 
environments and manipulate glass microspheres on 
the order of 50 µm. 

Figure 3: Magmite robots consist of two Ni masses 
separated by a gold spring. The robot shown measures 
300μm square, 70μm thick, and is dwarfed by Drosophila 
melanogaster (Vollmers et al., 2008).  

5 ARTIFICIAL BACTERIAL 
FLAGELLA 

As sizes decrease further, the resonant frequencies of 
the mechanical structures required for the resonant 
magnetic actuator increase to tens of kHz and 
become difficult to generate at sufficient strength. At 
this scale, torque on the magnetic bodies becomes 
one of the predominant forces that can be generated. 
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Figure 4: Fabrication sequence with cross section shown 
along line A-A* (a). Holes for dimples (b) are etched in a 
wafer before a Ti/Cu adhesion/seed layer is evaporated 
onto the surface. Photoresist is applied (c) to define thick 
electroplated copper islands (d). The springs and frame are 
defined (e) and plated (f) before a final layer of photoresist 
(g) defines the nickel bodies (h). The device is released 
from the wafer by etching the sacrificial copper layer (i). 

 

Figure 5: Robot velocity as a function of frequency with a 
driving field of 2.2 mT. When moving, the robot never 
comes to a complete rest to allow static friction can take 
effect. Driving with a frequency too far from resonance 
reduces the system energy and at some point the robot 
sticks to the substrate. Moving back toward resonance 
increases the absorbed energy, allowing the robot to begin 
moving again. 

Taking inspiration from nature, this torque can be 
leveraged to create artificial bacterial flagella (Zhang 
et al., 2009). 

The helical swimming robot consists of two parts: 
a helical tail and a magnetic metal head. The tails are 

27 to 42 nm thick, less than 2 µm wide, and coil into 
diameters smaller than 3 µm. The robots are 
fabricated by a self-scrolling technique (Zhang et al., 
2006). The helical swimming microrobots are 
propelled and steered precisely in water by a rotating 
magnetic field on the order of 1 to 2 mT. As the 
robot's principle dimensions approach those of 
individual cells, many of the experimental methods 
used with the robots parallel those used by their 
biological counterparts. 

 

Figure 6: [(a)–(f)] Fabrication procedure of the ABF with 
InGaAs/GaAs/Cr helical tail. (g) FESEM image of an 
untethered ABF. The scale bar is 4 μm (Zhang et al., 
2009). 

6 SUMMARY 

Recent advances in microbotics have demonstrated 
new capabilities in wirelessly controlling microscale 
structures with high precision over long distances in 
liquid environments. These breakthroughs make it 
possible to experimentally investigate the use of 
these microrobots for manipulating micro and nano 
size structures in as many as six degrees-of-freedom. 
Applications to nanomedicine in areas related to 
targeted medical therapies and molecular 
manipulation are clear, though many challenges must 
be addressed. To functionalize these devices and to 
improve their performance capabilities, fundamental 
issues in the role surface forces play must be 
addressed; biocompatibility must be ensured; loading 
and diffusion of biomolecules must be investigated; 
and interactions with and manipulation of tissue and 
macromolecules must be considered. There is a lot 
yet to do. 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

IS-16



 

Figure 7: ABF swimming motion controlled by magnetic 
fields with field strength of 2.0 mT. [(a)-(d)] Schematic of 
a left-handed ABF swimming forward and backward. With 
the field B continuously rotating perpendicular to the X 
axis of the ABF, a misalignment angle between the field 
and the thin magnetic head will induce a magnetic torque 
(t) that attempts to align the ABF head with the field, 
resulting in rotation and propulsion of the ABF. (e) Optical 
microscope images of the forward/ backward motion of an 
ABF controlled by magnetic fields. The commanded 
translation and rotation directions of the ABF are indicated 
by the arrows. (f) If the field is rotated about the Z axis by 
an angle |γ|<45° with respect to the easy axis ac of the 
head, then the ABF is steered as it is propelled, as the easy 
axis ac attempts to align with the field. This is the steering 
principle used during normal operation of the ABF. (g) If 
the field is rotated about the Z axis by an angle |γ|<45° with 
respect to the easy axis bd, the ABF will instantaneously 
attempt to rotate perpendicular to the helix axis. However, 
steering using the bd easy axis is not possible 
simultaneously with forward/backward propulsion. (h) 
Optical microscope images of the turning motion of an 
ABF controlled by magnetic fields. The commanded 
translation and rotation directions of the ABF are indicated 
by the arrows. 
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Abstract: This paper present the use of recursive Newton-Euler to model different robotics systems. The main 
advantages of this technique are the facility of implementation by numerical or symbolical programming 
and providing models with reduced number of operations. In this paper the inverse and direct dynamic 
models of different robotics systems will be presented. At first we start by rigid tree structure robots, then 
these algorithms will be generalized for closed loop robots, parallel robots, and robots with lumped 
elasticity. At the end the case of robots with moving base will be treated. 

1 INTRODUCTION 

The dynamic modelling of robots is an important 
topic for the design, simulation, and control of 
robots. Different techniques have been proposed and 
used by the robotics community. In this paper we 
show that the use of Newton-Euler recursive 
technique for different robotics systems is easy to 
develop and programme. The proposed algorithm 
can be extended to many types of structures; serial, 
tree structure, closed, parallel, with a fixed base or 
with moving platform. The same technique can be 
used for robots with lumped elasticity or flexible 
links.  
In section 2 we will recall the method used to 
describe the kinematics of the structure, and then in 
section 3 we present the inverse and the direct 
dynamic modeling of tree structure rigid robots 
which are considered as the base methods. The 
following sections present the generalization to the 
other systems. 

2 DESCRIPTION OF THE 
KINEMATICS OF ROBOTS 

The geometry of the structures will be described 
using the Modified Denavit and Hartenberg method 
as proposed in (Khalil and Kleinfinger, 1986). This 
method can take into account tree structures and 
closed loop robots. Its use facilitates the calculation 

of the base inertial parameters of robots (Gautier and 
Khalil, 1988, Khalil W., Bennis F., 1994, Khalil and 
Bennis, 1995).  

2.1 Geometric Description of Tree 
Structure Robots 

A tree structure robot is composed of n+1 links and 
n joints. Link 0 is the base and link n is a terminal 
link. The joints are either revolute or prismatic, rigid 
or elastic. The links are numbered consecutively 
from the base, link 0, to the terminal links. Joint j 
connects link j to link a(j), where a(j) denotes the 
link antecedent to link j. A frame Ri is attached to 
each link i such that (Figure 1):  

• zi is along the axis of joint i;  
• xi is taken along the common normal between 

zi and one of the succeeding joint axes, which 
are fixed on link i.    

γj 

θj bj rj
dj 

uj

xi

zk

zi 

xj

zj

αj

αk 
Link  j

Link k  Link  i 

 
Figure 1: Geometric parameters for a link i.  
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In general the homogeneous transformation matrix 
iTj, which defines the frame Rj relative to frame Ri 
is obtained as a function of six geometric parameters 
(γj , bj, αj, dj, θj, rj). Thus iTj is obtained as:  

 
iTj = Rot(z, γj) Tran(z, bj) Rot(x, αj) Tran(x, dj) 

Rot(z, θj) Tran(z, rj) 
After developing, this matrix can be partitioned as 
follows: 

i i
i j j

j
1x3 0

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

R P
0

T     (1) 

Where R defines the (3×3) rotation matrix and P 
defines the (3×1) vector defining the position of the 
origin of frame j with respect to frame i.  

If xi is along the common normal between zi and 
zj , the parameters γj and bj will be equal to zero. 

The joint variable of joint j is denoted by: 

j j j j jq r= σ θ + σ  

where σj = 0 if joint j is revolute, σj = 1 if joint j 
is prismatic, and σ−j = 1 – σ. We set σj = 2 to define a 
frame Rj fixed with respect to frame a(j). In this 
case, qj and σ−j are not defined. 

The serial structure is a special case of a tree 
structure where a(j)=j-1, γj =0, and bj =0 for all 
j=1,..,n. 

2.2 Description of Closed Loop 
Structure 

The system is composed of L joints and n + 1 links, 
where link 0 is the fixed base and L > n. The number 
of independent closed loops is equal to:  

B =  L – n 
The joints are either active (motorized) or 

passive. The number of active joints is denoted N. 
The position and orientation of all the links can be 
determined as a function of the active joint variables.  

To determine the geometric parameters of a 
mechanism with closed chains, we proceed as 
follows: 

a) Construct an equivalent tree structure 
having n joints by virtually cutting each closed chain 
at one of its passive joints. Define the geometric 
parameters of the tree structure as given in section 
2.1.  

b) For each cut joint define two supplementary 
frames on one of the links connected by this joint. 
Assuming that a cut joint is numbered k (where 
k=n+1,…, L) and that the links connected by joint k 

are numbered i and j (where i and j <n)  the frames 
will be defined as follows (Figure 2): 

- frame Rk is defined fixed on link j such that 
a(k)=i, the axis zk is along the axis of joint k, and xk 
is along the common normal between zk and zj. The 
matrix iTk will be determined using the general 
parameters γk, bk, αk, dk, θk, rk.  

- frame Rk+B is aligned with Rk that is to say it is 
fixed on link j, but a(k+B)= j. The geometric 
parameters defining Rk+B are constant, we note that 
rk+B and θk+B are zero since xk+B is normal to  zj. 

 

zj

xk+B 

zk zk+B

zi

a(k+B)=j 
a(k)=i 

xi xk 

 Link  j  Link i

 
Figure 2: Frames of a cut joint k. 

The joint variables are denotes as: 

atr
tr

pc
,

⎡ ⎤⎡ ⎤
= = ⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦

qq
q q

qq
   (2) 

• qtr vector containing the tree structure joint 
variables; 

. qa vector containing the N active joint 
variables; 

• qp vector containing the p=n–N passive joint 
variables of the equivalent tree structure;  

• qc vector containing the B variables of the cut 
joints.  

 
Only the N active variables qa are independent. 
Since Rk and Rk+B are aligned, the geometric 
constraint equations for each loop, which can be 
used to calculate the passive joint variables in terms 
of the active joint variables, can be written as: 

k+BTj ... iTk  =  I4  (3) 
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The kinematic constraint equations are obtained by 
using the fact that the screw of frame k is equal to 
that of frame k+B: 

     
0 0

k k+B

k k+Bb1 b2J q J q
V V
�

=

=& &
                       (4) 

jV   ( )6 1×  kinematic screw vector of frame j, given 
by: 

        
TT T

j j j⎡ ⎤= ⎣ ⎦V ωV    (5) 

jV   linear velocity of the origin of frame Rj, 
jω   angular velocity of frame j, 
b1q& joint velocities from the base to frame k, 

through branch 1,  
b2q& joint velocities from the base to frame k   

through branch 2. 

3 DYNAMIC MODELING OF 
TREE STRUCTURE ROBOTS 

3.1 Introduction 

The most common in use methods to calculate the 
dynamic models are the Lagrange equations and the 
Newton Euler Equations (Craig 1986, Khalil and 
Dombre 2002, Angeles 2006).  

The Lagrange equation is given as: 

                     d 
dt

⎡ ⎤ ⎡ ⎤∂ ∂
= −⎢ ⎥ ⎢ ⎥∂ ∂⎣ ⎦ ⎣ ⎦q q&

T T
L L

Γ                          (6) 

where Γ is the joint torques and forces, L is the 
Lagrangian of the robot defined as the difference 
between the kinetic energy E and the potential 
energy U of the system : L  =  E – U. After 
developing we obtain: 

                   = ( )  + ( , ) A q q H q q&& &Γ                    (7) 

where A is the inertia matrix of the robot and H is 
the Coriolis, Centrifuge and gravity torques. 

Solving the previous equation to find Γ in terms 
of ( , , ) q q q& && is known as the inverse dynamic 
problem, and solving it to obtain q&& in terms 
of ( , , ) q q Γ& is known as the direct dynamic model. 
The inverse dynamic model is obtained by 
substituting ( , , ) q q q& && into (7), whereas the direct 
model needs to inverse the inertia matrix.  

     ( ) ( )1−
= −q A Γ - H&&        (8) 

The calculation of the Lagrange equations for 
systems with big number of degrees of freedom 
using developed symbolic methods is time 
consuming, and the obtained model will need more 

time to execute with respect to that of recursive 
methods. The recursive Newton-Euler algorithms 
have been shown to be an excellent tool to model 
rigid robots (Khalil and Kleinfinger, 1987, Khalil 
and Creusot, 1987, Khosla, 1987). In (Hollerbach, 
1980) an efficient recursive Lagrange algorithm is 
presented but without achieving better performances 
than that of Newton-Euler. 

The Newton-Euler equations giving the external 
forces and moments on a link j about the origin of 
frame j are written as: 

            
( )

( )

j j j
j j jj j j

j j j j j j
j j j

⎡ ⎤× ×
⎢ ⎥= +
⎢ ⎥×⎣ ⎦

ω ω MS

ω J ω
&F J V      (9) 

where 

             j
j

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦

F
M

j
j

j
j

F   (10) 

jω     the angular velocity of link j; 
jV&  the linear acceleration of the origin of frame j; 

jF    total external wrench on link j; 
jF    total external forces on link j; 

jM  total external moments on link j about Oj;
jJ  ( )6 6×  inertia matrix of link j: 

 
j

j 3 jj
j j j

j j

ˆM
ˆ

⎡ ⎤−
⎢ ⎥=
⎢ ⎥⎣ ⎦

I MS

MS J
J      (11) 

Where Mj, MSj and Jj are the standard inertial 
parameters of link j. They are respectively, the mass, 
the first moments, and the inertia matrix about the 
origin.   

3.2 Calculation of the Inverse 
Dynamics using Recursive NE 
Algorithm 

The algorithm consists of two recursive 
computations (Luh, Walker and Paul, 1980): 
forward recursion and backward recursion. The 
forward equations, from link 1 to link n, compute the 
link velocities and accelerations and consequently 
the dynamic wrench on each link. The backward 
equations, from link n to the base, provide the 
reaction wrenches on the links and consequently the 
joint torques. 

This method gives the joint torques in terms of 
the joint positions, velocities and accelerations 
without explicitly computing the matrices A and H. 
That is to say the algorithm will be denoted by: 

e e= NE( , , , , ) q q q f m& &&Γ         (12) 
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Where fe and me are the external forces and 
moments of the links of the robot on the 
environment. 

The forward recursive equations are based on the 
following equations (Khalil and Dombre 2002): 

j j i j
j i i j jq aV T V= + &    (13) 

j j i j j
j i i j j jq aV T V= + γ +& & &&     (14) 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

j
j

j

σ

σ
     (15) 

 
where  
jaj is the (6x1) column matrix given as : 

      jaj =[ 0  0 σ j  0  0  σ− j]T       (16) 
j

i�T and the screw transformation matrix is: 

 
j j i

j i i j
i j

3x3 i

ˆ⎡ ⎤−
= ⎢ ⎥

⎣ ⎦

R R P
0 R

T    (17) 

The forward algorithm is given for j=1,…, n, 
with i = a(j), as follows: 

jωi  =  jRi iωi  (18) 
jωj  =  jωi + σ– j 

.qj jaj (19) 
jω. j  =  jRi iω

.
i + σ– j (

..qj jaj + jωi × .qj jaj) (20) 

jV
.

j  =  jRi (iV
.

i +iUi iPj)+ σj (
..qj jaj + 2 jωi × .qj jaj) 

 (21) 
jFj  =  Mj jV

.
j + jUj jMSj      (22) 

jMj  =  jJj jω
.  j + jωj × (jJj jωj) + jMSj × jV

.
j     (23) 

with  
 jUj = jω

.̂
j + jω̂j jω̂j    

and where aj is the unit vector along the zj axis 
which is the axis of joint j. 
The matrix ŵ defines the 3×3  vector product matrix 
associated to the  (3×1) vector W such that: 

 

0 -
ˆ 0 -

- 0

ˆ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

× =

w =

w v w v

z y

z x

y x

w w
w w
w w

   (24) 

These equations are initialized by ω0 = 0, ω. 0 = 0, V
.

0 
= –g, 0U0 = 0, with g is the acceleration of gravity. 

Initialising the linear acceleration V
.

0 by –g will take 

automatically the effect of gravity forces on all the 
links of the structure. 
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Lk2 
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mj–mej
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Ok3 

Link i

Link j

Link 
k3 

Link 
k2 

Link 
k1 

 
Figure 3: Forces and moments acting on a link j. 

The backward recursive equations are deduced from 
the resultant forces and moments on link j around 
the origin of link j (Figure 3). 
  
          j j k T k j

j j j k ej
k

= + +∑f f fF T              

(25) 
Where a(k)=j,  
 
The backward equations can be calculated for 
j=n,…,1: 

jfj  =  jFj + jfej      (26) 
jmj  =  jMj + jmej    (27) 

      ifj  =  iRj jfj     (28) 

ifei  =  ifei + ifj      (29) 
imei = imei + iRj  jmj + iPj x ifj   (30) 

Γj =(σj jfj+
–σj jmj)Tjaj + Ia j 

..qj+ Fsj sign( .qj)+ Fvj 
.qj  

   (31) 
Where: 
fj and mj are the reaction forces and moments of link 
a(j) on link j respectively, Iaj is the inertia of the 
rotor and transmission gears of the motor of joint j,  
Fsj and Fvj are the coulomb and viscous friction 
parameters respectively, jfej and jmej are the 
external forces and moments of link j on the 
environment. 

This algorithm is easy to program numerically or 
symbolically. The computational cost is linear with 
the number of degrees of freedom of the robot. To 
reduce the number of operations of the calculation of 
this model the base inertial parameters can be used 
instead of the standard inertial parameters and the 
technique of customized symbolic method can be 
applied (Khosla 1986 , Khalil and Kleinfinger 1987, 
Khalil and Creusot 1997).  
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3.3 Computation of the Direct Dynamic 
Model 

The computation of the direct dynamic model is 
employed to carry out simulations for the purpose of 
testing the robot performances and studying the 
control laws. During simulation, the dynamic 
equations are solved for the joint accelerations given 
the input torques and the state of the robot (joint 
positions and velocities). Through integration of the 
joint accelerations, the robot trajectory is then 
determined.  

The direct dynamic model can be obtained from 
Lagrange equation (8) as follows: 

..q  =  A-1 [Γ –  H(q, q. )] 
Two methods based on Newton-Euler methods 

can be used to obtain the dynamic model: the first is 
based on calculating the A and H matrices using 
Newton-Euler inverse dynamic model in order to 
calculate the joint accelerations by (8); the second 
method is based on a recursive Newton-Euler 
algorithm that does not explicitly calculate the 
matrix A and has a computational cost that varies 
linearly with the number of degrees of freedom of 
the robot. For tree structure robots, the second 
method is more efficient, but the first method can be 
used for closed loop robots and other complicated 
systems. That is why we will present both methods. 

3.3.1 Using the Inverse Dynamic Model to 
Calculate the Direct Dynamic Model 

In this method the matrices H(q,q. ) and A(q) are 
calculated using the inverse model by giving special 
values for the joint accelerations, joint velocities, 
external forces, friction, gravity (Walker and Orin 
1982). 

By comparing equations (7) and (12) we deduce 

that H(q, q. ) is equal to Γ if  ..q = 0, and that the ith 
column of A is equal to Γ if: 

..q = ui, q
.  = 0, g = 0, fej = 0, mej = 0 

where ui is the (nx1) unit vector whose ith element is 
equal to 1, and the other elements are zeros. Iterating 
the procedure for i = 1,…, n leads to the construction 
of the entire inertia matrix. 

To reduce the computational complexity of this 
algorithm, we can make use of the base inertial 
parameters and the customized symbolic techniques. 
Moreover, we can take advantage of the fact that the 
inertia matrix A is symmetric.  

3.3.2 Recursive NE Computation of the 
Direct Dynamic Model  

This method is based on the recursive Newton-Euler 
equations and does not use explicitly the inertia 
matrix of the robot (Armstrong 1979, (Featherstone 
1983, (Brandl, Johanni and Otter, 1986).  
 
Using (9) and (25) the equilibrium equations of link 
j can be written as: 

 
 j j j j k T k

j j j j j k= + −∑
k

βJ V Tf f&  (32) 

where k denote the links articulated on link j such 
that a(k)=j, and 

            
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f  (33) 

 
The joint accelerations are obtained as a result of 
three recursive computations: 

 
i) first forward computations for j = 1, …, n: in this 
step, we compute the screw transformation matrices 
jTi, the link angular velocities jωj as well as jγj and 
jβj vectors, which appear in the link accelerations 
and the link wrenches equations respectively when ..q
 = 0;  

 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

j
j

j

σ

σ
(34) 

( )
( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f                 (35) 

ii) backward recursive computation: in this step we 
calculate the elements H 

j, 
jJ

*
j  , jβ

*
j , jKj,  jαj which 

express ..qj and jfj in terms of i
.
Vi in the third recursive 

equations. These equations are demonstrated in the 
following sub-section. 

For j = n ... 1, compute: 

Hj  =  (ja
T
j  jJ

*
j   jaj + Iaj)   (36)

jKj  =  jJ
*
j  – jJ

*
j   jaj H

-1
j  ja

T
j  jJ

*
j  (37)

jαj  =  jKj jγj + jJ
*
j   jaj H

-1
j

 (τj + ja
T
j

 jβ
*
j ) – jβ*

j    (38) 

If  a(j) ≠ 0, calculate also: 

    iβ
*
i    =  iβ*

i  – jT
T
i  jαj        (39) 
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iJ
*
i    =  iJ

*
i   + jT

T
i  jKj jTi      (40) 

These equations are initialized by 
jJ

*
j = jJj and jβ*

j   =  jβj. 

iii) second forward recursive computations. Since 
the acceleration of the base is known (

.
V0 = –g, ω. 0 = 

0 for fixed base), the third recursive computation 
gives ..qj and jfj   (if needed) for j = 1… n. as follows:  

..qj  =  H-1
j

  [– jaT
j

 jJ
*
j  (jTi i

.
Vi + jγj) + τj + ja

T
j  jβ

*
j ] 

   (41) 

jfj  =  
⎣
⎢
⎡

⎦
⎥
⎤jfj

jmj
  =  jKj jTi i

.
Vi + jαj      (42) 

j .
Vj  =  jTi i

.
Vi + jaj 

..qj + jγj          (43) 
where  

τj =  Γj – Fsj sign( .qj) – Fvj 
.qj   (44) 

 
Calculation of the elements of the backward 
recursive equations 

To simplify the notations, we consider the case of a 
serial structure of n joints. Expressing the 
acceleration of link n in terms of the acceleration of 
link n-1, and since n+1fn+1 = 0, we obtain: 
 
nJn (nTn-1 n-1 .

Vn-1 + 
..qn nan + nγn)  =  nfn + nβn       (45) 

 
Since: 

ja
T
j  jfj  =  τj – Iaj 

..qj  

τj = Γj – Fsj sign( .qj) – Fvj 
.qj  

  
We obtain the joint acceleration of joint n: 

..qn = H-1
 n  

 (– na
T
n

 nJn (nTn-1 n-1 .
Vn-1 + nγn) + τn + na

T
n

 nβn)  
       (46)  

where Hn is a scalar given as: 

Hn  =  (nanT nJn nan + Ian)      (47) 
 
Substituting for ..qn from (46) and (45), we obtain 

the dynamic wrench nfn as: 

nfn =  
⎣
⎢
⎡

⎦
⎥
⎤nfn

nmn
  =  nKn nTn-1 n-1 .

Vn-1 + nαn    (48) 

where: 
nKn  =  nJn – nJn nan H

-1
n  na

T
n  nJn     (49) 

nαn  =  nKn nγn + nJn nan H
-1
n

 (τn + na
T
n

 nβn) – nβn  

     (50) 

We now have ..qn and nfn in terms of n-1 .
Vn-1. Iterating 

the procedure for j = n – 1, we obtain: 
n-1Jn-1 n-1 .

Vn-1= n-1fn-1 + nT
T
n-1 nfn + n-1βn-1 (51) 

 
which can be rewritten as: 

n-1J
*
n-1 (n-1Tn-2 n-2 .

Vn-2 + ..qn-1 n-1an-1 + n-1γn-1)  =  
n-1fn-1 + n-1β

*
n-1    (52) 

where: 
n-1J

*
n-1  =  n-1Jn-1 + nT

T
n-1 nKn nTn-1    (53) 

n-1β
*
n-1  =  n-1βn-1 – nT

T
n-1 nαn       (54) 

Equation (52) has the same form as (45). Thus, we 
can express ..qn-1 and n-1fn-1 in terms of n-2 .

Vn-2. 
Iterating this procedure for j = n – 2, …, 1, we obtain ..qj and jfj in terms of j-1 .

Vj-1 for j = n –  1, ..., 1 as 
given by equations (41) and (43) which represent the 
general case.  

4 INVERSE DYNAMIC 
MODELING OF CLOSED LOOP 
ROBOTS 

The computation of the Inverse dynamic model of 
closed loop robots can be obtained by first 
calculating the inverse dynamic model of the 
equivalent tree structure robot, in which the joint 
variables satisfy the constraints of the loop. Then the 
closed loop torques of the active joints Γc are 
obtained by projecting the tree structure torques Γtr 
on the motorized joints using the transpose of the 
Jacobian matrix of the tree structure variables (or 
velocities) in terms of the active joint variables (or 
velocities). 

Γc=  GT Γtr tr tr tr( , , ) q q q& &&      (55) 
where:  

∂ ∂
=

∂ ∂
tr tr

a a

q qG =
q q

 (56) 

It can be written also as: 
p

c a p

∂
= +

∂ a

q
q

Γ Γ Γ     (57) 

Where: 
Γa and Γp are the torque of actuated and passive 
joints of the tree structure. 

The kinematics Jacobian matrix can be obtained 
from (4) representing the kinematics closed loop 
constraints.  

There is no recursive method to obtain the direct 
dynamic model of closed loop robots. It can be 
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computed using the inverse dynamic model by a 
procedure similar to that given in section (3.3.1) in 
order to obtain the matrices Ac and Hc of the 
following relation: 

       c c tr a c tr tr= ( )  + ( , ) A q q H q q&& &Γ    (58) 

5 INVERSE DYNAMIC 
MODELING OF PARALLEL 
ROBOTS 

A parallel robot is a complex multi-body system 
having several closed loops. It is composed of a 
moving platform connected to a fixed base by 
parallel legs. The dynamic model can be obtained as 
described in the previous section, but in this section 
we present a method that takes into account the 
parallel structure. To simplify the notations we will 
present her the case of parallel robots with six 
degrees of freedom. Examples concerning reduced 
mobility robots are given in (Khalil and Ibrahim 
2007).  

The robot is composed of a fixed base and a 
mobile platform. They are connected using m 
parallel legs.  

The inverse dynamic model gives the forces and 
torques of motorized joints as a function of the 
desired trajectory of the mobile platform.  

 

Platform

Base   
 

Figure 4: Parallel structure after separating the platform. 

To obtain the dynamic models of parallel robots, we 
exploit their structural characteristics by 
decomposing the system into two subsystems: the 
platform and the legs. 

The dynamics of the platform is calculated as a 
function of the Cartesian variables (spatial Cartesian 
position, velocity and acceleration of the platform), 
whereas the dynamics of the legs are calculated as a 
function of the joint variables of the legs 

( )i i iq ,q ,q for i=1,…,m. The active joint torques 
are obtained by the sum of these dynamics and 
projecting them on the active joint axes. 

To project the dynamics of the platform on the 
active joint space we multiply it by the transpose of 
the robot Jacobian matrix, which gives the platform 
screw Vp in terms of the motorized joint velocities 

aq , and to project the leg dynamics on the active 
joint space we use the Jacobian between these two 
spaces. Thus the dynamic model of the parallel 
structure is given by the following equation: 

          ⎛ ⎞∂
⎜ ⎟∂⎝ ⎠

∑
Tm

T i
P P i

i=1 a

qΓ = J +
q

F Γ       (59) 

where 
PF  is the total forces and moments on the 

platform,  
PJ  is the (6 n) kinematics Jacobian matrix of 

the robot, which gives the platform velocity PV  
(translational and angular) as a function of the active 
joint velocities: 

        P P a= J qV       (60) 

iΓ  is the inverse dynamic model of leg i, it is a 
function of ( )i i iq ,q ,q , which can be obtained in 
terms of the platform location, velocity and 
acceleration, using the inverse kinematic models of 
the legs. We note that iq  does not include the 
passive joint variables connecting the legs to the 
platform. 

In this section we suppose n=6, thus PJ is (6×6) 
matrix. 

The calculation of pJ  is obtained by inverting 
p
-1J , which is easy to obtain for most parallel 

structures.         
PF  is calculated by the Newton-Euler equation (9). 

The calculation of /∂ ∂i aq q  is carried out by 
the following relation, which exploits the parallel 
structure of the robot: 

         ∂ ∂ ∂ ∂
=

∂ ∂ ∂ ∂
i i i P

a i P a

q q v
q v q

V
V

   (61) 

with: iv  is the Cartesian velocity transferred from 
leg i to the platform.  
We can rewrite (61) as: 

                    ∂
∂

-1i
i vi r

a

q = J J J
q

      (62) 

iJ  is the kinematic Jacobian matrix of leg i such 
that: 

         i i iv = J q  (63)  
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viJ  gives iv  as a function of PV : 

                     i vi Pv = J V  (64)  

For the Gough-Stewart platform (where the 
mobile platform is connected to the legs using 
spherical joints), we obtain: 

                 ^∂ ⎡ ⎤= ⎢ ⎥∂ ⎣ ⎦
i

ivi 3
P

vJ = I - P
V

 (65) 

Where Pi is the vector between the origin of the 
platform frame and the centre of the spherical joint 
linking the platform with leg i. 

 
Finally the inverse dynamic model of the robot is 

given by the following form: 

              ⎡ ⎤
⎢ ⎥
⎣ ⎦

∑
m

T T -T
p P vi i i

i=1
Γ = J + J J ΓF  (66)  

We note that the term between the brackets in (66) 
represents the dynamic model of the robot expressed 
in the Cartesian space of the platform frame (Khalil 
and Guegain, 2002). 

6 INVERSE DYNAMIC 
MODELING OF ROBOTS WITH 
ELASTIC JOINTS 

In this section we tree structure robots with lumped 
elasticity or flexible joints. The system can be 
described using Modified Denavit and Hartenberg 
method presented in section 2. Each joint could be 
either elastic or rigid (Khalil and Gautier, 2000).  

6.1 Lagrange Dynamic Form 

The general form of the dynamic model of a system 
with flexible joints has the same form as (7). It can 
be rewritten as: 

                    Γ = A(q) ..q  + H(q, q.  )     (67) 
It can be partitioned as follows: 

11 12
T
12 22

    =
Γ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤

Γ = +⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥Γ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦

q HA A
q HA A
&&

&&
r r r

f f f
       (68) 

Where q,
.
q ,..q  are the (n×1) vectors of positions, 

velocities, and accelerations of rigid and elastic 
joints; 

H(q,q.  ) is the (n×1) vector of Coriolis, 
centrifugal and gravity forces, 

A(q)  is the (n×n) inertia matrix of the system, 
Γr is the vector of rigid joint torques, 

Γr is the vector of elastic joint torques. 
 

If joint j is flexible: 

                Γj = - Δqj Kj     (69) 

where Kj is the stiffness of the elastic joint,  
                   Δqj =  qj – q0j    (70) 

q0j is the joint position corresponding to zero   
elasticity force. 

 
In the case of a system with elasticity, the direct 

dynamic model has the same outputs as in the case 
of rigid bodies; it gives the joint accelerations as a 
function of the joint torques and of the system state 
variables (q, q.  ). It can be calculated using (68) by 
calculation the inverse of A. 

In the case of a system with elasticity, the inverse 
dynamic model calculates the input torques and the 
elastic accelerations as a function of the joint 
positions, velocities and rigid joint accelerations. It 
is to be noted that the accelerations of the elastic 
variables cannot be specified independently.  Using 
(68) to calculate the inverse model, we have first to 
calculate the acceleration elastic accelerations from 
the second row: 

          T
12 22

⎡ ⎤
⎡ ⎤Γ = +⎢ ⎥⎣ ⎦

⎣ ⎦

q
A A H

q
&&

&&
r

f f
f

             (71) 

then we can calculate the rigid joint torques from the 
first row.  

6.2 Direct Dynamics of Systems with 
Flexible Joints using Recursive NE 

The direct dynamic model of system with flexible 
joints can be calculated using the recursive direct 
dynamic model algorithm of rigid joints presented in 
section (3.3) after putting Γj = - Δqj Kj. for the elastic 
joints.  

Remark: We note that in case of rigid non 
motorized joint, the same algorithm can be used 
after putting Γj = 0. 

6.3 Inverse Dynamics of Systems with 
Flexible Joints using Recursive NE 

The recursive inverse dynamic algorithm of rigid 
links cannot be used for system with flexible joints 
since the accelerations of the flexible joints are 
unknown. On the contrary it can be used to obtain 
the A and H matrices as explained in section (3.3.1), 
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then we can proceed as explained in 6.1 for the 
calculation of q&& f and Γr . 

We propose here a recursive algorithm to solve 
this problem (Khalil and Gautier 2000). This 
algorithm consists of three recursive steps. 

i) The first forward iteration is exactly the same 
as that of the direct dynamic model (section 3.3). 

ii) The second backward recursive equations 
calculate the matrices giving the elastic accelerations ..q j and jfj as a function of a(j) .

V a(j). These matrices 
can be defined using a similar procedure as in 
section (3.3). They can be calculated for j =n, ...,1, 
as follows: 
- If joint j is elastic:  

          Hj  =  ja
T
j  jJ

*
j   jaj   (72) 

           jKj  =  jJ
*
j  – jJ

*
j   jaj H

-1
j  ja

T
j  jJ

*
j   (73) 

jαj  =  jKj jγj + jJ
*
j   jaj H

-1
j

 (−Kj Δqj + ja
T
j

 jβ
*
j ) – jβ*

j    
    (74) 

- If joint j is rigid: 

         jKj  =  jJ
*
j    (75) 

          jαj  =  jKj jγj + jJ
*
j   jaj 

..
q j – jβ

*
j   (76) 

        if a(j) ≠ 0, calculate: 
             iβ

*
i    =  iβ*

i  – jT
T
i  jαj   (77) 

              iJ
*
i    =  iJ

*
i   + jT

T
i  jKj jTi  (78) 

The previous equations are initialized by: 
           jJ

*
j  = jJj, and jβ*

j = jβj.  

The third recursive equations (for j = 1, ..., n) 
calculate ..qj for the elastic joints and the joint torques 
for the rigid joints using the following equation: 

          jfj  =  
⎣
⎢
⎡

⎦
⎥
⎤jfj

jmj
   =  jKj jTi i

.
Vi + jαj (79) 

- if j is elastic: 

   ..qj = H-1
j [– ja

T
j

 jJ
*
j  (jTi i

.
Vi + jγj) - Kj Δqj + ja

T
j  jβ

*
j      

 (80) 

  j .
V j  =  jTi i

.
Vi + jaj 

..
q j + jγj                 (81) 

- if j is rigid 

                Γj  =  (σj jfj + –σ j jmj)T jaj + Iaj 
..
q j         (82) 

7 DYNAMIC MODELING OF 
ROBOTS WITH MOVING BASE 

The  structure  treated  in this section includes a big  

number of systems such as: cars, mobile robots, 
mobile manipulators, walking robots, Humanoid 
robots, eel like robots (Khalil W., G. Gallot G., 
Boyer F., 2007), snakes like robots, flying robots, 
spatial vehicle, etc. The difference between all of 
these systems will be in the calculation of the 
interaction forces with the environment. In the 
previous sections the base is fixed thus the 
acceleration of the base is equal to zero, whereas in 
the case of a mobile base system the acceleration of 
the base must be determined in both direct and 
inverse dynamic models. The proposed recursive 
dynamic models are easy to implement and calculate 
using numerical calculation.  The inverse dynamic 
model, which is used in general in the control 
problems, can be used in simulation too when the 
objective is to study the evolution of the base giving 
joint positions, velocities and accelerations of the 
other joints. The direct dynamic model can be used 
in simulation when the joint torques are specified. 

We use the same notations of section 2 to 
describe the structure. The base fixed frame R0 is 
defined wrt the world fixed frame Rw by the 
transformation matrix w

0T . This matrix is supposed 
known at t = 0, it will be updated by integrating the 
base acceleration. The velocity and acceleration of 
the base are represented by the (6x1) vectors 0V  and 

0V& respectively.  
The Cartesian velocities and accelerations of the 
links are calculated using the recursive equations 
(13)-(17). 

7.1 General form of the Dynamic 
Models 

The dynamic model of a robot with moving base can 
be represented by the following relation: 

                   
0

6x1 0⎡ ⎤⎡ ⎤
= +⎢ ⎥⎢ ⎥Γ⎣ ⎦ ⎣ ⎦

0
A H

q

&

&&

V
 (83) 

Γ ( )n 1× vector of  joint torques,  
q  ( )n 1× vector of joint positions, 
A is the (6 n) (6 n)+ × + inertia matrix of the robot, it 
can be partitioned as follows:  

              11 12
T
12 22

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

A A
A

A A
     (84) 

11A is the (6 6)×  inertia matrix of the composed 
link 0, which is composed of the inertia of all the 
links referred to frame R0 (the base). 
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22A is the (n n)×   inertia matrix of the other 
links when the head is fixed, 

12A is the (6 n)×  coupled inertia matrix of the 
joints and the base. It reflects the effect of the joint 
accelerations on the base motion, and the dual effect 
of base accelerations on the joint motions. 

H is the (n 6) 1+ ×  vector representing the 
Coriolis, centrifugal, gravity and external forces 
effect on the robot. Its elements are functions of the 
base and joint velocities and the external forces. This 
vector can be partitioned as follows: 

1

2

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

H
H

H
       (85) 

where: 

1H  the Coriolis, centrifugal, gravity and external 
forces on the base. 

2H  the Coriolis, centrifugal, gravity and external 
forces on the links 1,…,n. 

       
The inverse dynamic model gives the joint 

torques and the base acceleration in terms of the 
desired trajectory (position, velocity and 
acceleration) of the articulated system (links 1 to n) 
and the base position and velocity. Using equation 
(83) and (84), the inverse dynamic model is solved 
by using the first row of equation (83) to obtain the 
base acceleration: 

       ( ) ( )10
0 11 1 12

−
= − A H + A q& &&V  (86) 

Then the second row of (83), can be used to find the 
joint torques: 

T
12 0 22 2Γ = + +A A q H& &&V               (87) 

The direct dynamic model gives the joint 
accelerations and the base acceleration in terms of 
the position and velocity of the base and the 
articulated system and the joint input torques. Thus 
using (83), the direct dynamic model is solved as 
follows: 

                       110

2

− −⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥Γ −⎣ ⎦⎣ ⎦

H
A

Hq

&

&&

V                         (88) 

The calculation of A and H can be done by 
Lagrange method. They can also be calculated using 
the inverse dynamic model of tree structure of 
section (3.2) and using the procedure of section 
(3.3.1). The base can be taken into account by either 
of the following methods: 

- The velocity and acceleration of the base will 
be the initial conditions 0

&V  and 0ω  for the forward 

recursive calculation. The backward recursive 
calculation must continue to j=0, where this new 
iteration will obtain the 6 equations of Newton-Euler 
equations of the base.   

- We can assign link 1 to be the base, and 
suppose that link 0 is a virtual link whose inertial 
parameters are equal to zero but has the velocity and 
acceleration of the base.  This can be done by 
putting σ2=2. The six equations of the base will be 
those of 1 0;=f  

 
Solving the inverse and direct dynamic problems 

using A and H may be very time consuming for 
systems with big number of degrees of freedom (as 
the eel like robot). Therefore, we propose here to use 
a recursive method, which is easy to programme, 
and its computational complexity is linear wrt the 
number of degrees of freedom.   

The recursive Newton-Euler algorithm is based 
on the kinematic equations presented in section 3. 

 

7.2 Recursive NE Calculation of the 
Inverse Dynamic Model of Robots 
with Mobile Base  

The inverse dynamic algorithm in this case consists 
of three recursive equations (a forward, then a 
backward, then a forward). 

 
i) Forward recursive calculation: 
In this step we calculate the screw transformation 
matrices, link velocities, and the elements of the 
accelerations and external wrenches on the links, 
which are independent of the acceleration of the 
robot base ( 0 0,V ω& & ). Thus we calculate for j=1,…,n: 
j

iT , j
jV  and j

jγ using equations (13)-(17). We 

calculate also j
jβ  representing the elements of the 

Newton-Euler equations, which are independent of 
the base acceleration in equations (14) and (15) such 
that: 

                     j j j
j j j jq= +ζ γ a&&  (89) 

         
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f         (90) 

ii) Backward recursive equations: 
In this step we obtain the base acceleration using the 
inertial parameters of the composite link 0, where 
the composite link j consists of the links j, j+1, …, n. 
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We note that (32), giving the equilibrium 
equation of link j, can be rewritten using (90) as: 

            j j j j k T k
j j j j j k= − + ∑

k

βJ V Tf f&   (91) 

Applying the Newton-Euler equations on the 
composite link j, we obtain:  

( )j j j j s( j) T s(j) s(j) s( j)
j j j j j s(k) s(j) s( j)

s( j)

= − + −∑β β& &J V T J Vf    (92) 

Where s(k) means all the links succeeding joint j, 
that is to say joining j to any terminal link. 

Substituting for s(j)
s(j)
&V  in terms of j

j
&V  using 

(14), we obtain: 

        
s( j)s(j) s( j) j r

s(j) j j r r
r

= + ∑ ζ& &V T V T   (93) 

Where r denotes all links between j and s(j). 
From (92), we obtain: 

                           
j j

j j c j j c
j j= − β&J Vf  (94) 

with: 

           j c j c k T k c k
j j j k j

k

= + ∑J J T J T     (95) 

j c j c k T k c k T k c k
j j j k j k k

k

= − +∑β β β ζT T J  (96) 

j c
jJ is the inertial matrix of the composite link j. 

For j = 0, and supposing f0 0  is equal to zero, we 
obtain using (94): 

( ) 10 0 c 0 c
0 0 0

−
= β&V J    (97) 

To conclude, the recursive equations of this step 
consist of initialising n c n

n n=J J , n c n
n n=β β and then 

calculating (95)-(96) for j = n,…, 0. At the end 0
0V& is 

calculated by (97). 
Comparing (97) with (68) we can deduce that 

11A is equal to 0 c
0J , whereas 0 c

0β  is equal to 
( 1 12H + A q&& ). 

 
iii) Forward recursive equations: 
After calculating 0

0V& , the wrench j
jf  and the joint 

torques are obtained using equations (6) and (22) for 
j= 1,…, n  as: 

             j j i j
j i i jζV T V= +& &    (98) 

             
j

j
jj j c j j c

j j jj
j

⎡ ⎤
= = −⎢ ⎥

⎢ ⎥⎣ ⎦
β

f
m

&J Vf  (99) 

The joint torque is calculated by projecting j
jf on the 

joint axis, and by taking into account the friction and 
the actuators inertia: 

( )j T j
j j j sj j vj j aj jF sign q F q I qΓ = + + +f a & & &&     (100) 

It is to be noted that the inverse dynamic model 
algorithm can be used in the dynamic simulation of 
the mobile robot when the objective is to study the 
effect of the joint motions on the base. In this case 
the joint positions, velocities and accelerations 
trajectories are given. At each sampling time the 
acceleration of the base will be integrated to provide 
the angular and linear velocities for the next 
sampling time.  

7.3 Recursive Direct Dynamic Model  

The direct dynamic model consists of three recursive 
calculations in the same order as those of the inverse 
dynamic model (forward, backward and forward):   

 
i) Forward recursive equations: 
We calculate the link Cartesian velocities using (13) 
and the terms of Cartesian accelerations and 
equilibrium equations of the links that are 
independent of the accelerations of the base and of 
the joints. We calculate the following recursive 
equations for j = 1, ..., n: 

 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

j
j

j

σ

σ

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

 (101) 

     
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f   (102) 

 
ii) Backward recursive equations: 
In this second step, we first initialise n * n

n n=J J , 
n * n

n n=β β and then we calculate for j = n,…,1 the 
following elements, which permit to calculate j

jf  
and jq&&  in terms of i

i
&V  and will be used in the third 

recursive equations  (these matrices can be obtained 
using a similar procedure as for the direct dynamic 
model of rigid links): 

j T j * j
j j j j jH Ia= +Ja a      (103) 
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j j * j * j -1 j T j *
j j j j j j jH= -K J J Ja a   (104) 

i * i j T j j
i i i j i= +J J T K T   (105) 

j j sj j vj jτ Γ F sign(q ) F q= - -& &   (106) 

( )j j j j * j -1 j T j * j *
j j j j j j j j j jH τ= + + −α β βK Jγ a a   (107) 

i * i j T j
i i i j= −β β T α   (108)  

iii) Forward recursive equations: 
At first, the base acceleration is calculated by the 
following relation: 

        ( ) 10 0 * 0 *
0 0 0

−
= β&V J                   (109) 

We note that 0 *
0β  is a function of τ, whereas 0 c

0β  
(used in the inverse model) is a function of q&& . 

jq&& and j
jf  (if desired) are calculated for j=1,…,n 

using the following equations: 

 ( )-1 j T j * j j j T j *
j j j j j-1 j j j jq H - τ⎡ ⎤= + + +⎢ ⎥⎣ ⎦

βJ Va aγ&&&  (110) 

j j j i j
j j i i jα= +K T Vf &    (111) 

where: 
j j j j

j j-1 j j jq= + + γ& & &&V V a    (112) 

8 CONCLUSIONS 

This paper presents the inverse and direct dynamic 
modeling of different robotics systems. The dynamic 
models are developed using the recursive Newton-
Euler formalism. The inverse model provides the 
torque of the joint and the acceleration of the free 
degrees of freedom such as the elastic joints, or the 
acceleration of the base in case of mobile base. 

The direct model provides the joint acceleration 
of the joints including those of the free degrees of 
freedom.  

These algorithms constitute the generalization of 
the algorithms of articulated manipulators to the 
other cases.  
The proposed methods have been applied on more 
complicated systems such as: 

- flexible link robots (Boyer and Khalil, 1998), 
- Micro continuous system (Boyer, Porez and 

Khalil, 2006), 
- hybrid structure, where the robot is composed of 

parallel modules, which are connected in serie, 
(Ibrahim, Khalil 2010). 
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EMOTIVE DRIVER ADVISORY SYSTEM 
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EXTENDED ABSTRACT 

In 2007, Ford, in cooperation with Microsoft, 
introduced an in-car communication and 
entertainment system, SYNC. This system enables 
Bluetooth and USB connectivity for consumer 
phones and MP3 players and allows hands-free 
voice-activated control of brought-in devices. Since 
its initial introduction, there has been rapid growth 
of SYNC-enabled services, such as remote 
monitoring of vehicle health, personalized traffic 
reports, weather, news, and turn-by-turn directions 
utilizing data-over-voice technology. Furthermore, 
SYNC takes advantage of existing networking 
capabilities of smart phones/PDAs by providing a 
SYNC API to mobile application developers.  

The Emotive Driver Advisory System (EDAS) is 
a Ford Research project that fills the technology 
pipeline for future SYNC versions, exploiting 
advances in information technology and consumer 
electronics to enhance the driver's experience.  
EDAS was inspired by recent developments in 
affective computing, open mic grammar-based 
speech recognition, embodied conversational agents, 
and humanoid robotics focusing on personalization 
and context-aware adaptive and intelligent behavior. 
The EDAS concept was revealed at the 2009 
Consumer Electronics Show and the 2009 North 
American International Auto Show as EVA, 
Emotive Voice Activation. 

The core elements of EDAS include an emotive 
and natural spoken dialogue system and an 
AVATAR-based visual interface integrated with 
adaptive vehicle controls and cloud-based 
infotainment. The system connects the vehicle, the 
driver, and the environment, while providing the 
dialogue strategy best suited for the given driving 
context and emotive status of the driver.  

Voice interaction is the prevalent method for the 
driver to interface with vehicle systems for hands-
free, eyes-free communication.  The effectiveness of 
such communication depends on the quality and 
sophistication of both speech recognition and speech 
generation. The EDAS spoken dialogue system 
allows recognition of the driver's commands in an 

open mic, natural, non-hierarchical manner. In turn, 
the system response depends on the driving 
environment, as well as the driver's status. The 
responses can be more extensive and engaging in 
open road conditions, while concise in high traffic 
situations. The ability to recognize the driver's 
emotions and generate emotions in response can 
further improve such communication. The spoken 
interface is augmented by the AVATAR as a 
universal intelligent gauge. The AVATAR 
supplements the emotive intent in delivering system 
messages, as well as providing non-verbal cues into 
the status of the active task.  

The system leverages cloud-based infotainment, 
allowing for personalized, context-aware and 
interactive delivery of infotainment services. The 
ability to maintain connectivity between vehicle 
systems and the internet not only gives access to a 
vast amount of up-to-date information, but also 
allows outsourcing of computationally intensive 
tasks to a remote server, tapping into the power of 
cloud computing.  Specifically, we demonstrate how 
EDAS enhances four most common in-vehicle 
infotainment activities: points of interest, news 
radio, music and refueling notification and advice. 
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FINGERTIP FORCE MEASUREMENT BY IMAGING  
THE FINGERNAIL 

John Hollerbach 
University of Utah, U.S.A.  

Abstract: Shear and normal forces from fingertip contact with a surface are measured by external camera images of 
the fingernail. Due to mechanical interaction between the surface, fingertip bone, and fingernail, regions of 
tension or compression are set up that result in reddening or whitening due to blood flow. The effect is 
quantitative enough to serve as a transducer of fingertip force. Due to individual differences, calibration is 
required for the highest accuracy. Automated calibration is achieved by use of a magnetically levitated 
haptic interface probe. 
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CULTURES

A Comparison of Adaptive and Robust Strategies

Laurent Dewasme, Alain Vande Wouwer
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Abstract: Linearizing control is a popular approach to control bioprocesses, which has received considerable attention
is the past several years. This control approach is however quite sensitive to modeling uncertainties, thus
requiring some on-line parametric adaptation so as to ensure performance. In this study, this usual adaptive
strategy is compared in terms of implementation and performance to a robust strategy, where the controller
has a fixed parametrization which is determined using a LMI framework so as to ensure robust stability and
performance. Fed-batch cultures of yeast and bacteria are considered as application examples.

1 INTRODUCTION

The culture of host recombinant micro-organisms is
nowadays a very important way of producing bio-
pharmaceuticals. Fed-batch operation is popular in
industrial practice, since it is advantageous from an
operational and control point of view. The off-line
determination of the feeding profile is usually sub-
optimal as some security margin has to be provided
in order to avoid an excess of substrate leading to
the accumulation of inhibitory by-products (inhibition
of the cell respiratory capacity), namely ethanol for
yeast cultures and acetate for bacteria cultures.

To optimize the culture conditions and to avoid
high concentrations of inhibitory by-products, a
closed-loop solution is required, and a wide diversity
of approaches, e.g., (Pomerleau, 1990; Chen et al.,
1995; Rocha, 2003; Renard and Wouwer, 2008; De-
wasme et al., 2009a; Dewasme et al., 2009b) have
been considered.

In particular, linearizing control (Bastin and
Dochain, 1990) is a very popular approach, which has
been applied successfully in a number of case studies.
However, linearizing control requires the knowledge
of an accurate model, and on-line parametric adap-
tation is usually implemented so as to ensure perfor-
mance. Whereas parametric adaptation is a simple ap-
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Figure 1: Illustration of Sonnleitner’s bottleneck assump-
tion for cells limited respiratory capacity.

proach, it does not guarantee stability in the presence
of unmodeled dynamics.

In this study, another approach is also considered,
which is based on nonlinear robust control and the
used of Linear Matrix Inequalities (LMIs) to design
the free linear dynamics so as to ensure robust stabil-
ity and performance. A comparison of the adaptive
and robust control approaches is provided in terms
of implementation, and simulation tests shows the re-
spective advantages and limitations of both strategies.

5



2 MECHANISTIC MODEL

In this study, we consider a generic model that would,
in principle, allow the representation of the culture of
different strains presenting an overflow metabolism
(yeasts, bacteria, animal cells, etc). This model de-
scribes therefore the cell catabolism through the fol-
lowing three main reactions:

Substrate oxidation :

kS1S+ kO1O
r1X
→ kX1 X + kC1C (1a)

Overflow reaction (typically fermentation) :

kS2S+ kO2O
r2X
→ kX2 X + kP2P+ kC2C (1b)

Metabolite product oxidation :

kP3P+ kO3O
r3X
→ kX3X + kC3C (1c)

where X, S, P, O and C are, respectively, the concen-
tration in the culture medium of biomass, substrate
(typically glucose or glycerol), product (i.e. ethanol
or methanol in yeast cultures, acetate in bacteria cul-
tures or lactate in animal cells cultures), dissolved
oxygen and carbon dioxide.kξi (i=1,2,3) are the yield
coefficients andr1, r2 andr3 are the nonlinear specific
growth rates given by:

r1 =
min(rS, rScrit )

kS1
(2)

r2 =
max(0, rS− rScrit )

kS2
(3)

r3 =
max

(

0,min
(

rP,
kos(rScrit −rS)

koa

))

kP3
(4)

where the kinetic terms associated with the substrate
consumptionrS, the critical substrate consumption
rScrit (generally dependent on the cells oxidative or
respiratory capacityrO) and the product oxidative rate
rP are given by:

rS= µS
S

S+KS
(5a)

rScrit =
rO

kos
=

µO

kos

O
O+KO

KiP
KiP+P

(5b)

rP = µP
P

P+KP
(5c)

These expressions take the classical form of
Monod laws whereµS, µO andµP are the maximal val-
ues of specific growth rates,KS, KO andKP are the sat-
uration constants of the corresponding element, and
KiP is the inhibition constant.kos andkoa represent
the coefficients characterizing respectively the yield
between the oxygen and substrate consumptions, and
the yield between the acetate and oxygen consump-
tions.

This kinetic model is based on Sonnleitner’s bot-
tleneck assumption (Sonnleitner and Käppeli, 1986)
which was developed for a yeast strainSaccha-
romyces cerevisiae(Figure 1). During a culture, the
cells are likely to change their metabolism because of
their limited respiratory capacity. When the substrate
is in excess (concentrationS>Scrit ), the cells produce
a metabolite productP through fermentation, and the
culture is said in respiro-fermentative (RF) regime.
On the other hand, when the substrate becomes lim-
iting (concentrationS< Scrit ), the available substrate
(typically glucose), and possibly the metaboliteP (as
a substitute carbon source), if present in the culture
medium, are oxidized. The culture is then said in res-
pirative (R) regime.

Component-wise mass balances give the follow-
ing differential equations :

dX
dt

= (kX1r1+ kX2r2+ kX3r3)X−DX (6a)

dS
dt

=−(kS1r1+ kS2r2)X+DSin−DS (6b)

dP
dt

= (kP2r2− kP3r3)X−DP (6c)

dO
dt

=−(kO1r1+ kO2r2+ kO3r3)X−DO+ OTR

(6d)

dC
dt

= (kC1r1+ kC2r2+ kC3r3)X−DC− CTR (6e)

dV
dt

= Fin (6f)

whereSin is the substrate concentration in the feed,
Fin is the inlet feed rate,V is the culture medium vol-
ume andD is the dilution rate (D = Fin/V). OTRand
CTR represent respectively the oxygen transfer rate
from the gas phase to the liquid phase and the carbon
transfer rate from the liquid phase to the gas phase.
Classical models ofOTRandCTRare given by:

OTR= kLa(Osat−O) (7a)

CTR= kLa(P−Psat) (7b)

wherekLa is the volumetric transfer coefficient and,
Osat and Psat are respectively the dissolved oxygen
and carbon dioxide concentrations at saturation.

3 A SUBOPTIMAL STRATEGY

The maximum of productivity is obtained at the
edge between the respirative and respiro-fermentative
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regimes, where the quantity of by-product is constant
and equal to zero (VP= 0). Unfortunately, evaluating
accurately the volume is a difficult task as it depends
on the inlet and outlet flows includingFin but also the
added base quantity forpH control and several gas
flow rates. Moreover, maintaining the quantity of by-
product constant in a fed-batch process means that the
by-product concentration has to decrease while the
volume increases. So, even if the volume is correctly
measured,VPbecomes unmeasurable onceP reaches
the sensitivity level of the by-product probe. For those
practical limitations, a sub-optimal strategy is elabo-
rated through the control of the by-product concentra-
tion around a low valueP∗ depending on the sensitiv-
ity of commercially available probes (for instance, a
general order for ethanol probe is 0.1g/l ), and requir-
ing only an estimation of the volume by integration of
the feed rate.

The basic principle of the controller is thus to reg-
ulate the by-product at a constant low setpoint, lead-
ing to a self-optimizing control in the sense of (Sko-
gestad, 2004) and ensuring that the culture operates in
the respiro-fermentative regime, close to the biologi-
cal optimum, i.e., close to the edge with the respira-
tive regime.

4 LINEARIZING CONTROL
STRATEGY

The component-wise mass balances of reaction
scheme (1) lead to the following state-space represen-
tation

ẋ= Kr(x)X+Ax−ux+B(u) (8)

wherex= [ X S P O C V ]′ is the state vec-
tor, r(x) = [ r1 r2 r3 ]′ is the vector of reaction
rates, andu= D = Fin/V is the control input (the di-
lution rate). The matricesK and A, and the vector
functionB(·) are given by:

K =















kX1 kX2 kX3
−kS1 −kS2 0

0 kP2 −kP3
−kO1 −kO2 −kO3
kC1 kC2 kC3
0 0 0















, B(u) =















0
Sin u

0
kLa Osat
kLa Psat

0















,

(9)

A=





03×3 03×2 03×1
02×2 −kLa I2×2 02×2
01×3 01×2 0



 ,

A feedback linearizing controller is illustrated in
Figure 2. In a first step, this controller is derived as-
suming a perfect process knowledge. The basic idea

Bioreactor

P

X, O

-

+

Controller

u

Process

P* BioreactorBioreactor

P

X, O

-

+

Controller

u

Process
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Figure 2: Linearizing control scheme.

is to derive a nonlinear controller, which allows a lin-
earization of the process behavior ((Chen et al., 1995;
Pomerleau, 1990)).

As the theoretical value ofScrit is very small (be-
low 0.1 g/l ) and assuming a quasi-steady state ofS
(i.e. considering that there is no accumulation of glu-
cose when operating the bioreactor in the neighbor-
hood of the optimal operating conditions), the small
quantity of substrateVS is almost instantaneously
consumed by the cells (d(VS)

dt ≈ 0 andS≈ 0) and (6b)
becomes:

kS2r2X =−kS1r1X+Sinu (10)

wherer1 andr2 are nonlinear functions ofS,P andO
as given by (2-3).

Replacingr2X by (10) in the mass balance equa-
tion for P (6c), we obtain:

Ṗ=−
kP2kS1

kS2
r1X− kP3r3X−u

(

P−
kP2

kS2
Sin

)

(11)

A first-order linear reference model is imposed:

d(P∗−P)
dt

=−λ(P∗−P) , λ > 0 (12)

and a constant setpoint is considered so that:

dP
dt

= λ(P∗−P) , λ > 0 (13)

Equating (13) and (11), the following control law
is obtained:

Fin =V
λ(P∗−P)+ ( kP2kS1

kS2
r1+ kP3r3)X

kP2
kS2

Sin −P
(14)

wherekP2kS1
kS2

r1 andkP3r3, the kinetic expressions, con-
tain several uncertain parameters.

4.1 A Classical Adaptive Strategy

In (Chen et al., 1995), the parameter uncertainties
are handled using an on-line estimation of the kinetic
term kP2kS1

kS2
r1 + kP3r3 in the linearizing control law

(14). In this study, the biomass concentrationX is
supposed to be measured using a probe (for instance

LINEARIZING CONTROL OF YEAST AND BACTERIA FED-BATCH CULTURES - A Comparison of Adaptive and
Robust Strategies
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a optical density probe or a conductance probe, which
are nowadays widely available), whereas in (Chen
et al., 1995), an asymptotic observer is used to es-
timate this component concentration. The following
adaptive scheme is therefore a simplified version of
the original algorithm.

Fin =V
λ(P∗−P)+ θ̂X

kP2
kS2

Sin −P
(15)

A direct adaptive scheme as described in (Bastin
and Dochain, 1990) is used. Consider the following
Lyapunov function candidate:

V(t) =
1
2

(

P̃2+
θ̃2

γ

)

(16)

whereP̃=P∗−P, θ̃= θ− θ̂ andγ is a strictly positive
scalar. The specific growth ratesr1 and r3 (and, of
course, the pseudo-stoichiometric coefficientk4) are
assumed to be constant so thatθ variations are negli-
gible (dθ

dt = 0).
Using the Lyapunov stability theory, the time

derivative of the Lyapunov candidate function should
be negative for the closed-loop system to be stable:

dV
dt

=
dP̃
dt

P̃+ θ̃
dθ̃
dt

1
γ

(17)

Considering (13) and a possible parameter mis-
match (̂θ 6= θ):

dP̃
dt

=−λP̃− θ̃X (18)

so that (17) becomes:

dV
dt

=−λP̃2− P̃θ̃X− θ̃
dθ̂
dt

1
γ

(19)

Choosing the followingθ adaptive law cancels the
second and the third terms:

dθ̂
dt

= γXP̃ (20)

4.2 A Robust Strategy

Structural and parametric uncertainties can be lumped
into a global parametric error:

δ = θ̄−θ (21)

whereδ is a nonlinear function of(S,P,O) represent-
ing possible inexact cancellations of nonlinear terms
due to model uncertainties and̄θ represents the hypo-
thetical exact unknown value. Rewriting the kinetic
term in (15) using the new expression taken from (21),
we obtain:

u= Fin =V
λ(P∗−P)+ θ̄X− δX

kP2
kS2

Sin −P
(22)

which corresponds to the perturbed reference system:

Ṗ= λ(P∗−P)− δX (23)

Borrowing the ideas of theQuasi-LPVapproach
(Leith and Leithead, 2000), we bound the time-
varying parameterδ which is supposed to belong to
a known set∆ := {δ : δ ≤ δ ≤ δ} with δ andδ respec-
tively representing the minimal and maximal admis-
sible uncertainties.

The parameterλ is designed to ensure some ro-
bustness and tracking performance to the overall
closed-loop system, which is modeled as follows:

M :

{

Ṗ = −λz− δX
z = P∗−P

(24)

wherez= P∗−P is the performance output.
Let w= [ P∗ X ]′ ⊂ L2,[0,T] be the disturbance

input to the systemM , a(λ,δ) =
[

λ −δ
]

and
c=

[

1 0
]

. The closed-loop system (24) can be
rewritten:

M :

{

Ṗ = −λP+a(λ,δ)w
z = − P + c w , δ ∈ ∆ (25)

Consider the finite horizon (for instance, between
the instant 0 and the timeT) L2-gain of systemM
(M. Green and D.J.N. Limebeer, 1994), representing
the worst-case of the ratio of‖z‖2,[0,T] (i.e., the finite
horizon 2-norm of the tracking error) and‖w‖2,[0,T]
(i.e., the finite horizon 2-norm of the disturbance in-
put), which is defined as:

‖Mwz‖∞,[0,T] = sup
δ∈∆,0 6=w⊂L2,[0,T]

‖z‖2,[0,T]

‖w‖2,[0,T]
(26)

Thus, the parameterλ is designed based on theH∞
control theory (M. Green and D.J.N. Limebeer, 1994;
Skogestad and Postlethwaite, 2001). Letα > 0 be an
upper limiting of‖Mwz‖∞,[0,T]. Thus, the problem is
to find α such that:

min
λ,δ∈∆

α : ‖Mwz‖∞,[0,T] ≤ α (27)

while ensuring the robust stability of system (25).
This optimization problem can be written in terms

of linear matrix inequalities (LMIs) and solved us-
ing readily available toolboxes, e.g., SeDuMi (Sturm
et al., 2006) can be applied to solve the prob-
lem. These constraints can be easily obtained via a
quadratic Lyapunov function (S.Boyd, L.El-Ghaoui,
E.Feron and V.Balakrishnan, 1994)

V(P) = P′QP= QP2 (28)

whereQ is a strictly positive symmetric matrix (i.e.,
Q= Q′ ≻ 0) and ”′ ” corresponds to the transposition
matrix operation.
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The minimization in (27) is then equivalent to:

min α : V(P)≻ 0 , V̇(P)+
1
α

z′z−αw′w≺ 0 (29)

where, using (25) and (28), the time derivative of
V(P) is given by:

V̇(P) = Ṗ′QP+P′QṖ

= (−λP+aw)′QP+P′Q(−λP+aw)

= −λP′QP+(aw)′QP−λP′QP+P′Qaw

= −2λP′QP+a′w′QP+P′Qaw (30)

Using (30) in (29), the following expression is ob-
tained:
[

P
w

]′[
−2m Qa
a′Q −αInw

][

P
w

]

−
1
α

zz′ ≺ 0 (31)

wherem= λQ andInw is the unity matrix of dimen-
sionnw×nw andnw is the dimension ofw.

Now, consider the following lemma (Schur Com-
plement):

Lemma 1. The following matrix inequalities are
equivalent

(i) T > 0,R−ST−1S′ ≻ 0

(ii) R> 0,T −S′R−1S≻ 0

(iii )

[

R S
S′ T

]

≻ 0

Hence, using the expression ofz,a andc in (25)
and Lemma 1, the optimization problem in (27) can
be written as follows:

min
Q,m

α : α > 0 , Q= Q′ > 0 and







−2m m −δQ −1
m −α 0 1

−δQ 0 −α 0
−1 1 0 −α






≺ 0 (32)

If there exists a feasible solution to the above op-
timization problem for allδ evaluated at the vertices
of ∆, then (27) is satisfied andλ = mQ−1.

Remark 1. Quadratic Lyapunov functions may be
conservative for assessing the stability of parameter-
dependent systems (G. Chesi and Vicino, 2004).
However, a parameter-independent Lyapunov func-
tion is considered in this study for two main reasons:

1. λ is parametrized with the Lyapunov matrixQ
so as to obtain a convex design condition. A
parameter-independent matrixQ therefore results
in a parameter-independent control law;

2. the variation ofδ is a priori unknown.

Remark 2. This method is likely to be conservative,
as the parameterδ has to bound the nonlinearities
of the inexactly cancelled terms. Less conservative
results can be obtained by considering the approach
of (D.F. Coutinho, M. Fu, A. Trofino and P. Danès,
2008) to deal with the nonlinearities at the cost of a
larger computational effort.

5 NUMERICAL RESULTS

In this section, for comparing the adaptive and ro-
bust linearizing control strategies, several numeri-
cal simulations considering small-scale bacteria and
yeast cultures (respectively in 5 and 20[l ] bioreac-
tors) are performed. The first simulation set is dedi-
cated to yeast cultures with initial and operating con-
ditions:X0 = 0.4g/l , S0 = 0.5g/l , E0 = 0.8g/l , O0 =
Osat = 0.035g/l , C0 = Csat = 1.286g/l , V0 = 6.8l ,
Sin = 350g/l . The second simulation set is dedicated
to bacteria cultures with initial and operating condi-
tions: X0 = 0.4g/l , S0 = 0.05g/l , A0 = 0.8g/l , O0 =
Osat = 0.035g/l , C0 = Csat = 1.286g/l , V0 = 3.5l ,
Sin = 250g/l

The values of all model parameters are listed in
Tables 1, 2, 3 and 4. Note that, for yeast cultures,
coefficientskos and koa are simply replaced bykO1
andk03 while kO2 = 0, in accordance with the model
of (Sonnleitner and Käppeli, 1986). For the bacte-
ria model, parameters values are taken from (Rocha,
2003) and slightly modified to adapt the yield coeffi-
cient normalization to the proposed reaction scheme
(1) and kinetic model (with a slight difference in the
formulation ofr3).

The state variables are assumed available (i.e.,
measured) online for feedback. The adaptive and ro-
bust linearizing feedback controllers proposed in sec-
tion 4 aim at tracking the byproduct set-point (E∗ and
A∗ = 1 g/l ) which is chosen sufficiently low so as to
stay in the neighborhood of the optimal trajectory but
also sufficiently high to avoid probe sensitivity limi-
tations. In this setup, a noisy byproduct measurement
is considered.

To design the parameterλ in (23) via the optimiza-
tion problem (27), the parametersKS, KP, KO, KiP
andµS, µO are assumed to be respectively varying of
±100% and±15% from their nominal values. Simu-
lating the operating conditions of the control strategy
in (22), we may infer thatδ =−δ = 0.5/3600s−1 for
yeast cultures andδ = −δ = 0.1/3600s−1 for bac-
teria cultures. In light of (25) and (27), these con-
straints yield for yeasts and bacteria, respectively to
λ = 0.0056 andλ = 0.0046.

Concerning the adaptive control law,λ = 1 and
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Table 1: Yield coefficients values of Sonnleitner and
Käppeli for S. cerevisiaemodel (Sonnleitner and Käppeli,
1986)

Yield coefficients Values Units
kX1 0,49 g o f X/g o f S
kX2 0,05 g o f X/g o f S
kX3 0,72 g o f X/g o f E
kS1 1
kS2 1
kP2 0,48 g o f E/g o f S
kP3 1
kO1 0,3968 g o f O2/g o f S
kO2 0 g o f O2/g o f S
kO3 1,104 g o f O2/g o f E
kC1 0,5897 g o f CO2/g o f S
kC2 0,4621 g o f CO2/g o f S
kC3 0,6249 g o f CO2/g o f E

Table 2: Kinetic coefficients values of Sonnleitner and
Käppeli for the S. cerevisiaemodel (Sonnleitner and
Käppeli, 1986)

Kinetic coefficients Values Units

µO 0,256 g o f O2/g o f X /h
µS 3,5 g o f S/g o f X /h
KO 0,0001 g o f O2/l
KS 0,1 g o f S/l
KE 0,1 g o f E/l
KiE 10 g o f E/l

γ = 0.05 for yeast cultures whileλ = 2 andγ = 0.25
for bacteria cultures. Note also that the sampling pe-
riod is chosen equal to 0.1 h.

Before discussing the results of the proposed
methods, it is interesting to observe the performance
of a plain linearizing controller, i.e. without adapta-
tion or robustification, applied to the yeast process in
the presence of modeling errors. For instance, con-
sider the situation where the user selects a relatively
high gainλ= 1, andθ̂ is fixed tokP2/2. Figure 3 illus-
trates the consequences of such choices. Even if the
controller behaves correctly during the first hours, the
divergence of the ethanol signal during the last hours
will impact the quality of the culture.

Figure 4 shows now the closed-loop response of
biomassX, ethanolE concentrations, and the inlet
feed rateFin, for five different values of the kinetic
parameters (which were randomly chosen) in yeast
cultures under a robust control strategy. In all sim-
ulation runs, a white noise is added to the ethanol
concentration measurement with a standard deviation
of ±0.1 [g/l ] and the culture is considered as always
evolving in the optimal operating conditions in which
r1 =

rO
kO1

andr3 = 0 so that the hypothetical parameter

Table 3: Yield coefficients values of Rocha’sE.coli model
(Rocha, 2003)

Yield coefficients Values Units
kX1 1
kX2 1
kX3 1
kS1 0,316 g o f S/g o f X
kS2 0,04 g o f S/g o f X
kP2 0,157 g o f A/g o f X
kP3 0,432 g o f A/g o f X
kO1 0,339 g o f O2/g o f X
kO2 0,471 g o f O2/g o f X
kO3 0,955 g o f O2/g o f X
kC1 0,405 g o f CO2/g o f X
kC2 0,754 g o f CO2/g o f X
kC3 1,03 g o f CO2/g o f X
kos 2,02 g o f O2/g o f X
koa 1,996 g o f O2/g o f X

Table 4: Kinetic coefficients values of Rocha’sE.coli
model (Rocha, 2003)

Kinetic coefficients Values Units
µO 0,7218 g o f O2/g o f X /h
µS 1,832 g o f S/g o f X /h
KO 0,0001 g o f O2/l
KS 0,1428 g o f S/l
KA 0,5236 g o f A/l
KiA 6,952 g o f A/l
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Figure 3: Yeast cultures – ethanol concentration and feed
rate when the controller is designed using a plain linearizing
control approach (no adaptation and no robustification) in
the presence of modeling errors.

θ̄ in (22) is taken as

θ̄ =
˜kP2kS1

kS2
r1+ ˜kP3r3 ≈

kP2kS1
kS2

rO

kO1
(33)

Figure 4 shows that during the start-up phase,Fin
saturates to 0, leading to an ethanol overshoot (see
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Figure 4: Yeast cultures – biomass and ethanol concentra-
tions, and feed rate – robust control strategy – results of 5
runs with random parameter variations and a noise standard
deviation of±0.1 [g/l ].

Figure 4). The different curves are more or less indis-
tinguishable (the same noise signal is applied during
the 5 runs) except in the last hours where the conse-
quences of model errors appear. Nevertheless, these
results are very satisfactory as model errors have a
negligible influence.

Figures 5 and 6 show the results of a simulation
performed with the same initial and operating con-
ditions with the adaptive strategy, in the ideal case
where there is no measurement noise, whereas Fig-
ures 7 and 8 correspond to a noise standard devia-
tion of ±0.05 [g/l ] added to the ethanol concentra-
tion measurements. Due to sensitivity problems of
the adaptive law, higher noise levels usually lead to
computational failures. When the parameter adapta-
tion performs well, the productivity of the adaptive
and robust strategies is more or less the same, i.e., a
biomass concentration of approximately 80g/l is ob-
tained within 24 hours.
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Figure 5: Yeast cultures –θ adaptation and biomass concen-
tration – adaptive control strategy – no measurement noise.

Figure 9 shows the closed-loop response of
biomassX, acetateA concentrations, and inlet feed
rate Fin, for five different values of the kinetic pa-
rameters which are randomly chosen, in the bacteria
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Figure 6: Yeast cultures – ethanol concentration and feed
flow rate – adaptive control strategy – no measurement
noise.
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Figure 7: Yeast cultures –θ adaptation and biomass concen-
tration – adaptive control strategy – noise standard deviation
of ±0.05 [g/l ].
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Figure 8: Yeast cultures – ethanol concentration and feed
flow rate – adaptive control strategy – noise standard devia-
tion of ±0.05 [g/l ].

cultures under a robust control strategy. Figures 10
and 11 show similar simulation runs with the adap-
tive strategy. The same comments concerning the
noise sensitivity apply.

Note that the productivity is lower in the bacteria
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Figure 9: Bacteria cultures – biomass and acetate concen-
trations, and feed rate – robust control strategy – results of 5
runs with random parameter variations and a noise standard
deviation of±0.1 [g/l ].
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Figure 10: Bacteria cultures –θ adaptation and biomass
concentration – adaptive control strategy – noise standard
deviation of±0.05 [g/l ].
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Figure 11: Bacteria cultures – acetate concentration and
feed flow rate – adaptive control strategy – noise standard
deviation of±0.05 [g/l ].

cultures (for biological and operating reasons, bacte-
ria strains lead to reaction rates and, therefore, growth
rates that are smaller than yeast reaction rates). How-
ever, from a control point of view, results are satisfac-
tory in both cases.

6 CONCLUSIONS

Linearizing control is a powerful approach to the con-
trol of fed-batch bioprocesses. In most applications
reported in the literature, on-line parameter adapta-
tion is proposed in order to ensure the control per-
formance despite modeling uncertainties. On-line pa-
rameter adaptation is however sensitive to measure-
ment noise, and requires some kind of tuning. On
the other hand, robust control provides an easy design
procedure, based on well established computational
procedures using the LMI formalism. Large paramet-
ric and structural uncertainties, as well as measure-
ment noise levels can be dealt with.
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IMAGE MOTION ESTIMATION USING OPTIMAL FLOW
CONTROL
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Abstract: In this paper we present an optimal control approach for image motion estimation in an explorative and novel
way. The variational formulation incorporates physical prior knowledge by giving preference to motion fields
that satisfy appropriate equations of motion. Although theframework presented is flexible, we employ the
Burgers equation from fluid mechanics as physical prior knowledge in this study. Our control based formula-
tion evaluates entire spatio-temporal image sequences of moving objects. In order to explore the capability of
the algorithm to obtain desired image motion estimations, we perform numerical experiments on synthetic and
real image sequences. The comparison of our results with other well-known methods demonstrates the ability
of the optical control formulation to determine image motion from video and image sequences, and indicates
improved performance.

1 INTRODUCTION

In this work we are concerned with motion estima-
tion of objects in image sequences. The understand-
ing and reconstruction of dynamic motion in image
scenes is one of the key problems in computer vision
and robotics. We present an attempt to adopt control
methods from the field of applied mathematics in a
new form to image sequence processing and to pro-
vide preliminary evaluations of the capability of this
approach.

We describe motion as the displacement vector
field of pixels between consecutive frames of an im-
age sequence. In the literature this is known asopti-
cal flow (Jain et al., 1995). In computer vision local
and global approaches are used to compute the opti-
cal flow field of image sequences. Local approaches
are designed to compute the optical flow at a certain
pixel position by using only the image information in
the local neighbourhood of this specific pixel (Lucas
and Kanade, 1981). Variational optical flow meth-
ods represent global optimisation problems which can
be used to recover the flow field from an image se-
quence as a global minimiser of an appropriate energy

∗This research was supported by anAlain Bensoussan
fellowship from the European Research Consortium for In-
formatics and Mathematics (ERCIM) and a fellowship from
the Irish Research Council for Science, Engineering and
Technology (IRCSET).

functional. Usually, these energy functionals consist
of two terms: adata termthat imposes the result to
be consistent with the measurement (here the bright-
ness constancy assumption) and aregularisation term
which imposes additional constraints like global or
piecewise smoothness to the optical flow field.

One of the first variational methods for motion
analysis was introduced by (Horn and Schunck, 1981)
and incorporates ahomogeneousregularisation term,
where the optical flow is enforced to vary smoothly in
space. This leads to an undesired blurring across mo-
tion discontinuities. Therefore, regularisation terms
were introduced to regularise the flow in animage-
driven (Schnörr, 1991; Alvarez et al., 1999) orflow-
driven (Deriche et al., 1995) way, where the flow is
prevented from smoothing across object or motion
boundaries, respectively. A systematic classification
of these approaches can be found in (Weickert and
Schnörr, 2001a).

Most of the variational approaches incorporate a
purely spatial regularisation of the flow. However,
some efforts have been made to incorporatetempo-
ral smoothness (Nagel, 1990). The work of (We-
ickert and Schnörr, 2001b) investigates an extension
of spatial flow-driven regularisation terms to spatio-
temporal flow-driven regularisers. Time is considered
as a third dimension analogue to the two spatial di-
mensions. These approaches improve both the robust-
ness and the accuracy of the motion estimation but the
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flow computation involves the data of the full image
sequence at once.

Note that all these approaches do not incorporate
physical prior knowledge about the motion itself. In
contrast our approach incorporates a space-time regu-
larisation using physical prior knowledge in a control
framework that draws on the literature on the control
of distributed parameter systems in connection with
fluid dynamics (Gunzburger, 2002).

The ideas of two existing control approaches that
are related to motion computation of image sequences
are presented by (Ruhnau and Schnörr, 2007) and
(Borzi et al., 2002). Ruhnau and Schnörr presented
an optical flow estimation approach for particle im-
age velocimetry that is based on a control formula-
tion subject to physical constraints (Stokes equation).
Their aim is to estimate the velocities of particles in
image sequences of fluids rather than to estimate mo-
tion in every day image scenes.

The basic idea of (Borzi et al., 2002) is to esti-
mate both an optical flow fieldu and a rectified im-
age functionI satisfying the brightness constancy as-
sumption. Note that in their approachYk (and notI )
denotes the sampled images of the image sequence.
The most significant difference to our optical flow ap-
proach is that they do not only estimate the optical
flow u, but alsoIk which is an approximation of the
captured grey value distributionsYk, wherek speci-
fies the frame number within the image sequence. As
part of the first-order necessary optimality conditions
of the Lagrangian functional their optimal control for-
mulation does not require a differentiation of the im-
age data.

In contrast to that approach, we interpret the grey
values of a scene as a ”fictive fluid” - assuming that its
motion can be described by an appropriate physical
model, in this work realised with the Burgers equa-
tion of fluid mechanics. We adopt the well estab-
lished variational optical flow approach of (Horn and
Schunck, 1981) and add a distributed control exploit-
ing the Burgers equation resulting in a constrained
minimisation problem. The obtained objective func-
tional has to be minimised with respect to the optical
flow and control variables subject to the model equa-
tion over the entire flow domain in space and time.
Our approach estimates not only the optical flow data
from an image sequence, but it also estimates a force
driven by the Burgers equation. The force field in-
dicates the violation of the equation and can indicate
accelerated motions like starting or stopping events or
the change of the motion direction. Therefore one can
exploit this feature as an indicator of unexpected mo-
tion events, taking place in the image sequence.

The initially constrained optimisation problem is

reformulated - exploiting Lagrange multipliers - into
an unconstrained problem allowing to obtain the asso-
ciated first-order optimality system. This results in a
forward-backward system with appropriate initial and
boundary conditions. To solve the optimality system
we uncouple the forward and backward computation
as described in (Gunzburger, 2002) leading to an iter-
ative solution scheme.

2 APPROACH

Before we start to describe the approach in more
detail we first exemplify the notation and components
of our control formulation.

We define a grey value of a certain pixel within
an image sequence by a real valued one-time con-
tinuously differentiableC1 image function I(x, t),
wherex= (x1,x2)

⊤ denotes the location within some
rectangular image domainΩ and t ∈ [0,T] labels
the corresponding frame at timet. In particular, the
function I(x1,x2, t) denotes the intensity of a pixel at
position(x1,x2)

⊤ in the image frame at timet. The
optical flow field is denoted by a two-dimensional
vector fieldu = (u1(x, t),u2(x, t))⊤, which describes
the intensity changes between images.

We formulate our motion estimation problem
within a variational framework. We minimise an
energy functionalE, which consists of a data and a
regularisation term:

Data Term. We make use of the followingdata term∫

Ω

(∂t I +u ·∇I)2 dx, (1)

which comprises the optical flow constraint (Horn
and Schunck, 1981) and provides the link between
the given image data, the observed intensityI and the
desired velocity fieldu. Note that the optical flow
constraint equation represents the requirement that
the intensity of an object point stays constant along
its motion trajectory. Problem (1) is ill-posed as any
vector fieldu satisfyingu ·∇I =−∂t I , is a minimiser.
Therefore a regularisation term is added to introduce
additional constraints for the flow fieldu to obtain an
unique solution.

Regularisation Term. We incorporate the regularisa-
tion term from (Horn and Schunck, 1981)

∫

Ω

α(|∇u1|
2+ |∇u2|

2) dx, 0< α ∈ R, (2)

to enforce spatial smoothness of the optical flow
field, preferring neighbouring optical flow vectors to
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be similar. The regularisation parameterα adjusts
the relative importance of the smoothness term to
the data term. With an increasing value ofα the
vector field is forced to become smoother. We are
aware that regulariser like the L1-regulariser used for
example in (Wedel et al., 2009) allows for sharper
discontinuities in the flow field. Our decision to
use the L2-regulariser in the motion estimation was
mainly driven by the idea to keep the approach clear
and numerically simple. However, the replacement of
the quadratic homogeneous smoothness term could
improve the accurateness of the computed motion
boundaries.

Physical Prior. Considering a constant moving ob-
ject one can determine that structures are transported
by a velocity field and along with it the velocity field
is transported by itself. A physical model equation,
which describes this behaviour is theBurgers equa-
tion and allows to model the movement of rigid ob-
jects.

The inviscid Burgers equation

D
Dt

u= ∂tu+(u ·∇)u= 0 , u(x,0) = u0 (3)

has been studied and successfully applied for many
decades in aero- and fluid dynamics (Burgers, 1948;
Hirsch, 2000) as a simplified model for turbulence,
boundary layer behaviour, shock wave formation and
mass transport. It contains the convection term from
the fundamental equations of fluid mechanics, the
Navier-Stokes equations.

As a physical interpretation,u in (3) may be
regarded as a vector of conserved (fictive) quantities
or states, with corresponding density functionsu1,u2
as components. The material derivativeD

Dt yields
the acceleration of moving particles. The nonlinear
term (u · ∇)u is known as the inertia term of the
transport process described by (3). See Figure 1 for
an illustration of the transport. We found that our
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1
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Figure 1: Illustration of the transportation of a vector field
with equation (3) at timest = 0,5,10. Gray values visualise
vector magnitudes. Fictive particles move along a shock
front in the lower right direction. In the absence of any
further external information, a region of rarefaction arises
due to mass conservation, acting like a short-time memory.

approach even with the constant velocity assumptions
of our physical prior predicts the non-uniform motion

pattern quite well as shown in our numerical results
(cf. Sec. 4.2).

2.1 Optimal Control Formulation

In the following sections we explain our optimal con-
trol approach. Foundations exploiting fluid dynami-
cal methods can be found in the book of Gunzburger
(Gunzburger, 2002).

We obtain our spatial-temporal control approach
as follows: Additionally to the smoothness term we
introduce a controlf , that is distributed in space and
time, which means that it acts over the entire optical
flow domainΩ× [0,T]. The magnitude of the control
is bounded due to penalisation within the objective
functional. The resulting optimisation problem is to
minimise

E(u, f ) =
1
2

∫

Ω×[0,T]

{

(∂t I +u ·∇I)2 (4)

+ α(|∇u1|
2+ |∇u2|

2)+β| f |2
}

dxdt,

subject to the equations of motion

{

∂tu+(u ·∇)u = f in (0,T)×Ω,
∂nu = 0 on(0,T)×Γ. (5)

We intend to find an optimal stateu = (u1,u2)
⊤

and an optimal controlf = ( f1, f2)⊤, such that the
functionalE(u, f ) is minimised andu and f satisfy
the Burgers equation (5).

The objective of this formulation is to determine
a body forcef (the control !) that leads to a velocity
field u which fits to the apparent motion in the image
sequence, and at the same time satisfies physical prior
knowledge in terms of the given equations of motion.

2.2 Optimality System

In order to obtain the velocity fieldu and the con-
trol f we recast the constrained optimisation problem
(4) - (5) into an unconstrained optimisation problem.
Introducing the Lagrange multiplier or adjoint vari-
ablew= (w1(x, t),w2(x, t))⊤ yields the following La-
grangian functional

L(u, f ,w) = E(u, f ) (6)

−

∫

Ω×[0,T]

w⊤(∂tu+(u ·∇)u− f ) dxdt.

To solve this functional we have to derive the first-
order necessary conditions. This results in the follow-
ing optimality system (7)-(9) from which the optimal
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stateu, adjointsw, and the optimal controlf can be
determined such thatL(u, f ,w) is rendered stationary.







∂tu+(u ·∇)u = f in Ω× [0,T],
∂nu = 0 onΓ× [0,T],

u|t=0 = u0 in Ω,
(7)















−∂tw− (u ·∇)w−w∇ ·u+(∇U)⊤w
= ∇I(∂t I +u ·∇I)−α∆u in Ω× [0,T],

w= 0 onΓ× [0,T],
w|t=T = 0 in Ω,

(8)







β f +w = 0 in Ω× [0,T],
f = 0 onΓ× [0,T],

f |t=T = 0 in Ω,
(9)

where(∇U)⊤ the transposed Jacobian matrix.
The state equation (7) is obtained by derivation of

the Lagrangian functional (6) in the direction of the
Lagrange multiplier, and turns out to be identical to
the Burgers equation (5) itself. The adjoint equation
(8) specifies the first-order necessary conditions
with respect to the state variablesu. The optimality
condition (9) is the necessary condition that the
gradient of the objective function – with respect to
the control f – vanishes at the optimum. It also
includes the initial and terminal conditions.

The optimality system (7)-(9) is a coupled system
which turns out to be - due to the large number of
unknowns - prohibitively expensive to solve directly,
but can be solved iteratively as described in the next
section.

2.3 Algorithm

We solve the optimality system (7)-(9) using an itera-
tive gradient descent method (with step length adop-
tion) which decouples the state and adjoint compu-
tation. It consists of the iterative solution of the state
and adjoint equation in such a way that the state equa-
tion is computed forward in time with appropriate ini-
tial conditionu0 and the adjoint equation is computed
backward in time with terminal conditionwt=T = 0.
The optimality condition is used to update the control
f with the adjoint variablew. The control f is then
used to compute the actual stateu. Additionally, the
step length is adjusted ensuring that the actual energy
of the objective functional (4) decreases. Note that we
choose the start value forf to be zero in the very first
iteration.

In our pseudo code description of Algorithm 1,
variables denotes the step-size that is adapted by the
algorithm andε the threshold which is used to decide
if the relative difference of the energy is small enough

to be seen as converged.
In the initial step of the algorithm the flow fields

u for all consecutive image frames and the terminal
condition of the adjoint variable for the last frame
(wt=T ) are set to zero. The first step of the iteration
loop solves the adjoint equation (8) forw backwards
in time using the terminal condition onw and the flow
field u. Then, the optimality condition (9) is used to
update the control field for all frames, allowing the
state equation (8) to be solved foru forward in time
using the new control field. The iteration loop contin-
ues until the decline inE is negligible.

Algorithm 1: Gradient algorithm with automatic step-
length selection.

1: setu= 0, ε = 10−8, ands := s0 (initial step)
2: repeat
3: solve the adjoint equation (8) forw
4: updatef : fm = fm−1− s(β fm−1+w)
5: solve the state equation (7) foru
6: if E(u, fm)≥ E(u, fm−1) then
7: s := 0.5s
8: GOTO 4
9: else

10: s := 1.5s
11: end if
12: until |E(u, fm)−E(u, fm−1)|/|E(u, fm)|< ε

3 NUMERICAL SOLUTION

In this part, we summarised the numerical discreti-
sation methods employed in solving the optimality
system (7)-(9). For more details, we refer to (Colella
and Puckett, 1998).

Discretisation of the State Equation. Within the
numerical implementation of the nonlinear state
system equation (7) we have to cope with over-
and undershoots, with shock formations, with the
compliance of conditions (entropy-, monotony-,
CFL-condition, etc.) and different discretisation
schemes. We use the second-order conservative
Godunov scheme for our implementation. The fluxes
are numerically computed by solving the equations at
pixel edges. The correct behaviour at discontinuities
is obtained by using solutions of the appropriate
Riemann problem.

Discretisation of the Adjoint Equation. The
numerical implementation of the time-dependent
adjoint system (8) in the domainΩ is done by using
a second-order predictor-corrector finite difference
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scheme. The basic idea behind this is that all
methods with an accuracy larger than the order one
will produce spurious oscillations in the vicinity of
large gradients, while being second-order accurate
in regions where the solution is smooth. To prevent
such oscillations the slopes of Fromm’s method are
replaced by the slopes of the Van Leers scheme.
The Van Leer schemedetectsdiscontinuities and
modifies its behaviour in such locations accordingly.
The implication of this is that this method retains the
high-order accuracy of Fromm’s scheme in smooth
regions, but near discontinuities the discretised
evolution equation drops to first-order accuracy.

4 EXPERIMENTS

In this section we first illustrate the control perfor-
mance of our optical flow approach on a real-world
2D image sequence. Secondly, we evaluate the
following motions which violate the incorporated
motion assumption: rotation, translation in combi-
nation with scaling. Finally, we present the results
for noisy image data showing the influence of the
temporal regularisation in the control approach and
provide a comparison with error measures obtained
by the approach from (Horn and Schunck, 1981) and
the dynamic optical flow approach from (Stahl et al.,
2006).

4.1 Control - Force

We illustrate the control behaviour of our approach
for a real-world 2D image sequence with an unex-
pected motion. The image sequence consists of 10
image frames and shows a moving hand which starts
to move and then stops again. Figure 2 depicts the
starting (left column) and stopping (right column)
event of the sequence. The first row shows the veloc-
ity estimatesu, and the second row shows the force
fields. The force fieldf nicely indicates the devia-
tion of the expected motion from the observed mo-
tion. This is evident in the second row of Figure 4,
where the force field acts in the direction of the mov-
ing hand as the hand accelerates into motion (left pic-
ture), while it turns in the opposite direction as the
hand stops (right picture).

4.2 Non-uniform Motion

In this section we provide an evaluation of our ap-
proach on the basis of two well known synthetic im-

Figure 2: ”Waving hand” sequence: Unexpected events.
Top: A waving hand stops. The estimated optical flow field
u for a starting (left) and stopping (right) event is depictedin
blue. Bottom: The corresponding control fieldf is shown
in red. The force acts when the hand starts to move (left)
and reacts into the opposite direction of the flow field (right)
when it stops and forces the flow field into the observed
state of no motion (parameters:α = 0.01,β = 0.0001).

age sequences for which the ground truth motion data
is available. To allow for a quantitative comparison
we provide the results we obtain for the Horn and
Schunck as well. The image sequences we use show
global motion patterns such as rotation, translation
and divergence.

In particular we evaluate our approach on the
grey value versions of the following two image se-
quences: the ”rotating sphere” sequence (McCane
et al., 2001) and the ”Yosemite” sequence (available
at ftp://ftp.csd.uwo.ca/pub/vision).

The ”rotating sphere” sequence contains a curling
vector field and is shown in Figure 3. This sequence
consists of 45 frames, where a sphere rotates in front
of a stationary background.

Figure 3: The synthetic ”rotating sphere” sequence. The
sphere rotates in front of a stationary background.Left:
Gray value version of frame 6 that is used in our computa-
tions.Right: Vector plot of the ground truth data.
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The computed vector fields obtained by the Horn and
Schunck approach and our approach (4)-(5) for the
”rotating sphere” sequence is shown in Figure 4.

Figure 4: The synthetic ”rotating sphere” sequence. Com-
putational Results for the Horn and Schunck approach and
the control based approach.Left: Result Horn and Schunck
(RMSE = 0.395). Right: Result control based approach
(RMSE = 0.192).

The motion estimation results for the ”Yosemite” se-
quence are shown in section 4.3.

The results show that even for sequences which
violate the constant velocity assumption of the model
equation we obtain good results. However, due to
the flexibility of our variational approach it should be
possible to model such motion patterns by incorpora-
tion of a suitable model equation.

4.3 Temporal Regularisation

To investigate the impact of the temporal regularisa-
tion to the robustness of our approach under noise, we
choose the ”Yosemite” sequence with different Gaus-
sian noise levelsσ= 0, 10, 20 and 40 (cf. Fig. 5). The

Figure 5: Top Left: Yosemite sequence.Top Right: We
added Gaussian noise with standard deviationσ = 40.

sequence exhibits divergent and translational motion
combined with illumination changes. To investigate
the performance of our approach we compare the root
mean square error (RMSE)

RMSE(uo,ue) =
1
|Ω|

∫

Ω

√

(uo−ue)2dx

and the average angular error (AAE)

AAE(uo,ue) =
1
|Ω|

∫

Ω

arccos

(

uo ·ue

|uo||ue|

)

dx,

where | · | denotes the Euclidean norm,uo =
(uo1,uo2,1)

⊤ the original optical flow vectors, and
ue = (ue1,ue2,1)

⊤ the estimated optical flow vectors
(compare (Barron et al., 1994)). Note that the time
dimension is set to 1 corresponding to the distance of
one frame.

This measure is currently used as a kind of stan-
dard to provide accuracy measures for optical flow re-
sults.

We compare the errors of the optical flow compu-
tation obtained for three different approaches with op-
timised parameters. In particular these are the homo-
geneous spatial regularised approach from (Horn and
Schunck, 1981), the spatio-temporal dynamic image
motion approach from (Stahl et al., 2006), and our
control based image motion approach (4) - (5). The
control approach results in a improved vector field,
which is based on the forward-backward computa-
tion, which incorporates additional knowledge of the
future frames leading to an improved temporal regu-
larisation. The result for a single frame in the highly
noisy Yosemite sequence is shown in Figure 6. The

Figure 6: Temporal regularisation. We added Gaussian
noise with standard derivationσ = 40 to the ”Yosemite”
sequence. The shown high quality optical flow field is ob-
tained by the control based optical flow approach (4) - (5)
(parameters:α = 0.05 andβ = 0.000003).

results for the computed errors (RMSE and AAE)
for all three approaches with increasing noise level
are shown in Table 1. The purely spatial regularised
approach from Horn and Schunck and the absence
of physical prior knowledge leads to the higher er-
ror values with increasing noise levels. In contrast to
the spatio-temporal dynamic image motion approach
(Stahl et al., 2006) a higher noise level requires the
selection of a smallerβ regularisation parameters for
the control part of the objective functional. The con-
sistently lower error indicates an improved global mo-
tion prediction in our control approach (4)-(5) exert-
ing a better temporal regularisation. Our explanation
for this observation is that the control approach incor-
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Table 1: Performance of our control approach (C) in com-
parison with the Horn and Schunck approach (HS) and the
dynamic image motion approach (Dy) in presence of noise:
We added random Gaussian noise with zero mean and stan-
dard deviationσ = 0, 10, 20, and 40 to the Yosemite image
sequence.

σ app. α β RMSE AAE
0 HS 0.005 - 0.177 3.04◦

Dy 0.006 0.00002 0.178 3.09◦

C 0.007 0.0005 0.169 2.88◦

10 HS 0.008 - 0.283 5.74◦

Dy 0.01 0.0003 0.275 5.68◦

C 0.009 0.0001 0.243 4.92◦

20 HS 0.02 - 0.429 8.61◦

Dy 0.025 0.001 0.395 7.54◦

C 0.02 0.00001 0.350 6.67◦

40 HS 0.05 - 0.640 13.27◦

Dy 0.05 0.005 0.523 9.89◦

C 0.05 0.000003 0.497 9.16◦

porates also future knowledge of the image sequence
instead of using only past information with a predic-
tion as in (Stahl et al., 2006).

5 CONCLUSIONS

We have presented an optimal control approach to
image motion estimation including physical prior
knowledge in a novel and exploratory way. It leads to
an unconstrained optimisation problem, where the op-
timality system - from which the optimal state and the
optimal control are determined - can be solved using
an iterative gradient descent method. The forward-
backward structure of the model allows for arobust
estimation of the coherent flows by includingprior
knowledgethat enforce spatio-temporal smoothness
of the minimising vector field.

In the case that the image measurements indicate
changes of the current velocity distribution, fictive
control forces modify the system state accordingly.
The presence of such forces may serve as an indicator
notifying a higher-level processing stage about unex-
pected motion events in video sequences.

The comparison of our results with the approach
from (Horn and Schunck, 1981) and the approach
from (Stahl et al., 2006) demonstrates the ability of
the control formulation to determine image motion
from video sequences, and shows improved perfor-
mance, especially for highly noisy image data. Our
further work will include the modification of the
Burgers equation to achieve better motion boundaries
in the rarefaction area and the reformulation of the
approach to a receding horizon formulation.
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Abstract: In this work we give technical conditions which guarantee the global attractivity of bacterial linear metabolic
pathways (reversible and irreversible structures) where both genetic and enzymatic controls involve the end
product through metabolic effectors. To reach this goal, we use the negative feedback theorem of the monotone
control systems theory, and we represent all conditions needed to apply the negative feedback theorem to the
bacterial linear metabolic pathways in convenient deduced forms.

1 INTRODUCTION

The bacterial metabolic machinery and its regulation
make up a complex system involving many cellular
components such as metabolites and enzymes. In
this paper, we focus on the dynamical behavior of the
control structures used in a large number of bacterial
biosynthesis pathways where both the genetic and en-
zymatic controls involve the last product as metabo-
lite effector (Goelzer et al., 2008). Stability analysis
of these biological structures is recognized as an issue
of great importance in order to deduce key biological
properties of the bacterial metabolic pathways. In the
literature, many studies focused on the analysis of the
metabolic and genetic networks separately. For in-
stance, using the stability results about cyclic dynam-
ical systems (Tyson and Othmer, 1978), (Sanchez,
2009), (Arcak and Sontag, 2006), one can state nice
stability conditions of the irreversible linear metabolic
pathways with allosteric regulation. One can also use
the stability results about tridiagonal systems (Angeli
and Sontag, 2008), (Wang et al., 2008) to analyze the
stability of the reversible metabolic pathways. How-
ever, few works have considered structures with both
genetic and allosteric regulation. Thus, in this pa-
per we investigate stability of the common structures
shared by many bacteria cells and yeasts. These struc-
tures are called end product structures, because both
genetic and enzymatic controls involve the end prod-
uct of the pathway (Grundy et al., 2003), (Gollnick
et al., 2005), (Goelzer et al., 2008).

We will use the monotone control system theory

developed in (Angeli and Sontag, 2003) to deal with
stability issue of biological systems. In particular,
the negative feedback theorem has been applied to a
model of Mitogen-Activated Protein Kinase (MAPK)
cascades in (Angeli and Sontag, 2003), and more re-
cently to Goldbeter’s circadian model (Angeli and
Sontag, 2008). The main contribution of this work
consists in providing technical conditions to check all
the required assumptions to apply the negative feed-
back theorem to end product structures (under irre-
versible and reversible forms).

This paper is structured as follows. Section 2
presents the mathematical models for the linear re-
versible and irreversible bacterial metabolic pathways
and states the main results of this paper which consist
in propositions 1 and 2. Section 3 recalls some def-
initions and properties of monotone control systems
theory and introduces the negative feedback theorem.
Section 4 addresses the stability analysis of the dy-
namical models introduced in section 2 and proves the
two propositions.

2 LINEAR METABOLIC
PATHWAYS

Consider a linear pathway with n metabolites in-
volved in enzymatic reactions, an input flux ν1 and
an output flux νn as depicted in Figure 1. Each Xi
and Ei correspond to a metabolite and an enzyme re-
spectively. We assume that the pool X1 of the first
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Figure 1: End product control linear structure.

metabolite is maintained by the input flux ν1 which
corresponds to a supply flux. Hence its concentration
x1 is strictly positive constant. The output of the path-
way is the flux νn which corresponds to the bacterium
requirement for the metabolite Xn. Hereafter, for each
i ∈ {2, . . . ,n} we denote by xi the nonnegative con-
centration of the metabolite Xi, and by Ei the assumed
constant positive concentration of the enzyme Ei. The
three phenomena, enzymatic reactions, allosteric reg-
ulation and genetic regulation (with respect to E1),
presented in Figure 1 can be described by a set of in-
terconnected nonlinear differential equations. In the
sequel, we analyze global stability of two types of the
interconnected differential equations, namely the re-
versible and irreversible metabolic pathways.

2.1 Reversible Pathways

The common end product structure of linear re-
versible metabolic pathways is described by the fol-
lowing dynamical system:

ẋ2 = E1 f1(x1,x2,xn)−E2 f2(x2,x3)
ẋ3 = E2 f2(x2,x3)−E3 f3(x3,x4)
...

...
...

...
ẋn = En−1 fn−1(xn−1,xn)−En fn(xn)
Ė1 = g(xn)−µE1

(1)

where the Lipschitz functions fi denote the reaction
rates of the enzymes Ei. Note that, in the reversible
structures all reaction rates depend on the product and
substrate concentrations and have the following prop-
erties:

• For the first enzyme: we assume that the metabo-
lite Xn modulates the activity of the enzyme E1
through, for example, an allosteric effect. The
function f1(x1,x2,xn) is increasing in its first ar-
gument and decreasing with respect to its second
and third arguments, and we have for any x1 > 0,
x2 ≥ 0 and xn ≥ 0, f1(x1,x2,xn) > 0 and for any
xn ≥ 0, f1(0,0,xn) = 0. In addition, there exists

M1 > 0 such that for any x1 > 0, x2≥ 0 and xn≥ 0,
f1(x1,x2,xn) ∈ [0, M1). We also assume that for
any x1 > 0 and xn ≥ 0 there exists x∗2 > 0 such
that f1(x1,x∗2,xn) = 0. Finally, for any x1 > 0 and
x2 > 0 we have,

lim
xn→+∞

f1(x1,x2,xn) = 0.

• For the intermediate enzymes: fi, i ∈ {2, . . . ,n−
1}, is increasing in xi and decreasing in xi+1.
For any xi > 0, fi(xi,0) > 0, and for any xi+1 >
0, fi(0,xi+1) < 0 and fi(0,0) = 0. Moreover,
there exists Mi > 0 and M′i ≥ 0 such that for any
xi > 0 and xi+1 ≥ 0, fi(xi,xi+1) ∈ (−M′i , Mi). Fi-
nally, we assume that for any xi > 0 there exists
x∗i+1 > 0 such that fi(xi,x∗i+1) = 0.

• For the final enzyme: En describes the properties
of the remainder part of the metabolic network
and summarizes the relation between the flux sup-
plied by the pathway and the final concentration.
The properties of fn mainly depends on the prop-
erties of the next modules, and generally fn is a
strictly increasing, positive and bounded function
in xn such that

fn(0) = 0, lim
xn→+∞

fn(xn) = Mn.

The dynamics of the enzyme concentrations during
the exponential growth phase are mostly the result of
two phenomena: (i) the de novo production (ii) the di-
lution effect caused by the increase of the cell volume.
For this, in the last equation of (1), we have consid-
ered that the control of the concentration of the first
enzyme is regulated by the concentration of the final
metabolite xn, where µ is the growth rate of the bac-
terium assumed to be in the exponential growth phase.
The term g(xn) corresponds to the instantaneous pro-
duction of the enzyme E1 modulated by a metabolite
(implicitly through a transcription factor). The con-
tinuous function g(.) is positive strictly decreasing in
the end product xn with g(0) = gmax, gmax > 0 and

lim
x→+∞

g(x) = 0.

After the detailed description of the dynamical
model of the linear reversible metabolic pathway, we
state below the main results of this paper about its
global attractivity.

Stability Results. Let us start by setting three hy-
potheses and then we introduce our first proposition.

• Hypothesis H1: The n−1×n−1 Tridiagonal ma-
trix,
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Q =



q2,2 q2,3 0 . . . . . . 0

q3,2 q3,3 q3,4

. . .
...

0
. . .

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0
...

. . . qn−1,n−2 qn−1,n−1 qn−1,n

... . . . . . . 0 qn,n−1 qn,n


where ∀i, j ∈ {2, . . . ,n}

qi, j = sup
(∂(Ei−1 fi−1(.)−Ei fi(.))

∂x j

)
,

is Hurwitz.

• Hypothesis H2: The inequality En−1Mn−1 ≤
EnMn is verified.

• Hypothesis H3: The graph of the scalar function

T (u) = g◦ ky(u)

and that of its reciprocal function T−1(u) have a
unique intersection point on the open interval u ∈
(0,gmax).

The scalar function ky(.) is the static input-output
characteristic associated to the monotone part of (1)
(resp. (2)), see Definition 2 in subsection 3.1.

Proposition 1. If H1, H2 and H3 are satisfied, then for
any x1 and En, the reversible end product structure (1)
has globally attractive equilibrium.

2.2 Irreversible Pathways

The main difference between the irreversible and the
reversible metabolic pathways is in the reaction rates
fi for the first and intermediate enzymes. Indeed, here
we assume that the reaction rates depend only on the
substrate concentration and have the following prop-
erties:

• For the first enzyme. We assume that the function
f1 is increasing in its first argument and decreas-
ing in its second argument and for any x1 > 0,

lim
xn→+∞

f1(x1,xn) = 0.

In addition, we have for any xn ≥ 0, f1(0,xn) = 0
and there exists M1 > 0 such that for any x1 > 0
and xn ≥ 0, f1(x1,xn) ∈ [0,M1).

• For the intermediate enzymes: fi i∈ {2, . . . ,n−1}
is strictly increasing in xi and fi(0) = 0. More-
over, there exists Mi > 0 such that

lim
xi→+∞

fi(xi) = Mi.

Then, the end product structure of the linear irre-
versible metabolic pathways is described by the fol-
lowing dynamical system

ẋ2 = E1 f1(x1,xn)−E2 f2(x2)
ẋ3 = E2 f2(x2)−E3 f3(x3)
...

...
...

...
ẋn = En−1 fn−1(xn−1)−En fn(xn)
Ė1 = g(xn)−µE1.

(2)

Stability Results. Now, we state the contribution of
this paper concerning the global attractivity of the ir-
reversible metabolic pathway (2).

• Hypothesis H4: for each i ∈ {2, . . . ,n} the in-
equality is verified E1M1 ≤ EiMi, where E1 is the
upper bound of all solutions E1(t).

Proposition 2. The irreversible end product structure
(2) has globally attractive equilibrium for any x1 and
En if hypotheses H3 and H4 are satisfied.

To prove Proposition 1 and Proposition 2, we will
use the monotone control system theory, in particu-
lar the negative feedback theorem. Thus, we present
briefly this theory in the next section and then we give
the proofs in section 4.

3 MONOTONE CONTROL
SYSTEMS

Monotone control systems theory (Angeli and Son-
tag, 2003) is an extension of the autonomous mono-
tone system theory (Smith, 1995). Briefly, monotone
control system is a dynamical system on an ordered
metric space which has the property that ordered ini-
tial states and ordered inputs generate ordered state
trajectories and ordered outputs. In other words, a
controlled dynamical system (3),{

ẋ(t) = f(x(t),u(t))
y(t) = h(x) , x(t0) = cst, (3)

where x(t) ∈ X ⊆ Rn and u(t) ∈ U ⊆ Rm, is
said monotone if the following implication holds:
∀(x1(t0), x2(t0)) ∈ X2 and ∀(u1(t), u2(t)) ∈ U2,

x1(t0)� x2(t0),u1(t)� u2(t)⇒
x1(t,x1(t0),u1(t))� x2(t,x2(t0),u2(t)) ∀t > t0

(4)
where x(t,x(t0),u(t)) represent the state trajectory
generated by (3) with x(t0) as initial state and u(t)
as input. The dimensions of the vectors x, u and y are
respectively n, m and p.

Here, we consider that � is the classical lower or
equal comparison operator ≤, applied component by
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component. Systems that are monotone with respect
to this order are called cooperative systems, as all
state variables have a positive influence on one other
and the inputs act positively on state variables.

Proposition 3. The dynamical system (3) is coopera-
tive if and only if the following properties hold:

∂ fi
∂x j

(x,u)≥ 0 ∀x ∈ X,∀u ∈ U,∀i 6= j
∂ fi
∂u j

(x,u)≥ 0 ∀x ∈ X,∀u ∈ U,∀i, j
∂hi
∂x j

(x)≥ 0 ∀x ∈ X,∀i, j

(5)

Proof. See (Angeli and Sontag, 2003; Angeli and
Sontag, 2004).

After this brief recall about monotone control sys-
tems, we now introduce in the next the negative feed-
back theorem which states stability conditions for
monotone control systems with negative feedback.

3.1 Stability Analysis with Monotone
Control System

Recently, the negative feedback theorem of the mono-
tone control system theory is used to analyze stability
of several biological systems. Indeed, this theorem
allows, under some conditions, to obtain the globally
attractive stable steady state of non-monotone dynam-
ical systems. Here we give some definitions and as-
sumptions needed to state the negative feedback the-
orem.

Definition 1 (Angeli and Sontag, 2003). We say that
the SISO dynamical system (3) (m = p = 1) admits an
input to state static characteristic kx(.) : U→X if, for
each constant input u ∈U, there exists a unique glob-
ally asymptotically stable equilibrium noted kx(u).

Definition 2 (Angeli and Sontag, 2003). SISO sys-
tem with an input-state characteristic and with a con-
tinuous output map y = h(x) has an input to out-
put characteristic defined as the composite function
ky(u) = (h◦kx)(u).

Note that, if the system (3) (with m = p = 1) is
cooperative and admits a static input-state character-
istic kx and static input-output characteristic ky, then
kx and ky must be increasing with respect to u, viz.

∀ (u1,u2) ∈ U2, u1 ≥ u2 ⇔ kx(u1)≥ kx(u2),
ky(u1)≥ ky(u2).

Assumptions. Consider the non-monotone au-

tonomous system given by (6)

ẋ(t) = F(x), (6)

and let us state the following assumptions,

• H5: Any state trajectory generated by system (6)
is bounded.

• H6: System (6) is decomposable into an open loop
SISO monotone control system (7){

ẋ(t) = f(x,u)
y(t) = h(x), (7)

closed by a monotone decreasing feedback law
fb : y−→ u as depicted in Figure 2.

( ) ( , )
( )

t u
y h

=⎧
⎨ =⎩

x f x
x

 

( )bf y  

y  u  

  

Figure 2: System (6) in closed loop configuration.

• H7: Open loop system (7) admits a well-defined
static input-output characteristic ky(.).

Then, we can introduce the negative feedback theo-
rem.

Theorem 1. Let (8) be a discrete scalar dynamical
system associated to the continuous non-monotone
system (6)

u j+1 = ( fb ◦ ky)(u j). (8)

If this iteration has a globally attractive fixed point u∗

on an open interval Ux, then the autonomous system
(6), provided that the assumptions H5, H6 and H7 are
satisfied, has a globally attracting steady state x∗ =
kx(u∗).
Proof. See (Angeli and Sontag, 2003).

Hereafter, we give proofs of our main results
stated in subsections 2.1 and 2.2.

4 PROOF OF THE MAIN
RESULTS

In this section, we prove that propositions 1 and 2
are consequences of Theorem 1. We start with the
irreversible metabolic pathways, for which the static
input-state characteristic of its monotone part is eas-
ier to establish. Then we will focus on the reversible
pathways.

4.1 Irreversible Structure

In this subsection we will show that the technical
Proposition 2 is a consequence of Theorem 1.
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Checking Assumption H5. First of all, let us prove
the boundedness of the controlled enzyme E1 which
is governed by the following differential equation

Ė1 = g(xn)−µE1. (9)

By definition we know that g(.) is bounded, viz.
∀xn, g(xn) ∈ (0,gmax]. Then, for any xn the solution
E1(t) of (9) is framed by

Ě1(t)≤ E1(t)≤ Ê1(t),

where Ě1(t) and Ê1(t) are respectively the solutions
of the following stable linear differential equations

˙̌E1 =−µĚ1 and ˙̂E1 = gmax−µÊ1.

Thus, there exists

E1 > 0 | ∀t ≥ 0, E1(t)≤ E1.

Now, consider the first differential equation of (2)

ẋ2 = E1 f1(x1,xn)−E2 f2(x2)
≤ E1M1−E2 f2(x2).

We know that f2(.) is positive increasing and
bounded. Then if

E1M1 ≤ E2M2, (10)

there exists x?2 such that E2 f2(x?2) = E1M1, and we
obtain

∀x2 > x?2, ẋ2 ≤ 0,
namely the solution x2(t) decreases towards x?2 and
then the metabolite concentration x2 is bounded. In
addition, for any initial condition x2(t0) there exists
t? ≥ t0 such that,

∀t ≥ t?, E2 f2(x2(t))≤ E2 f2(x?2) = E1M1.

To proof the boundedness of the remainder metabolite
concentrations, we use mathematical induction. As-
sume that xi is bounded, viz. the following inequality
is satisfied

E1M1 ≤ EiMi, (11)
and there exists (t?,x?i ) such that for all t ≥ t?

Ei fi(xi(t))≤ Ei fi(x?i ) = · · ·= E2 f2(x?2) = E1M1.

Then, for t ≥ t? the dynamics of the next metabolite
concentration xi+1 is bounded by

ẋi+1 = Ei fi(xi)−Ei+1 fi+1(xi+1)
≤ Ei fi(x?i )−Ei+1 fi+1(xi+1)
= E1M1−Ei+1 fi+1(xi+1).

Hence we show, with the same way used to prove the
boundedness of x2, that inequality (12) guarantees the
boundedness of the metabolite concentration xi+1.

E1M1 ≤ Ei+1Mi+1. (12)

Therefore H4 guarantees the boundedness of the all
state trajectories generated by (2), namely H5.

Checking Assumption H6. System (2) is not
monotone. However, we can regard it as a coopera-
tive controlled system (13), which has a triangular Ja-
cobian matrix DF(x) with nonnegative off-diagonal
entries, closed by a negative feedback (14),

• Open loop (cooperative system)

ẋ2 = E1 f1(x1,g−1(u))−E2 f2(x2)
ẋ3 = E2 f2(x2)−E3 f3(x3)
...

...
...

...
ẋn = En−1 fn−1(xn−1)−En fn(xn)
Ė1 = u−µE1
y = xn

(13)

• Negative feedback

u = g(y) (14)

where g−1(.) is the reciprocal function of g(.) and u∈
(0,gmax) since g(.) ∈ (0,gmax]. This verifies H6.

Checking Assumption H7. The static input-state
characteristic kx(u) of (13) is computed at steady
states corresponding to constant inputs u. Thus, we
vanish all the time derivatives of (13) to obtain:

kT
x (u) =

[
f−1
2
( f1(x1,g−1(u))u

E2µ
)
, . . . , f−1

n
( f1(x1,g−1(u))u

Enµ
)
, u

µ
]

(15)
and for the static input-output characteristic we have:

ky(u) = f−1
n
( f1(x1,g−1(u))u

Enµ

)
(16)

Since functions fi(.), i = 2, . . . ,n are bounded, the ex-
istence of (15) is conditioned by the following in-
equalities:

∀i, ∀u ∈ (0,gmax),
f1(x1,g−1(u))u

Eiµ
≤Mi

which are always true if assumption H4 is verified.
Moreover, as system (13) is cooperative, both static
characteristics ((15) and (16)) are increasing with re-
spect to u.

Now, to prove that for each constant input u ∈
(0,gmax) there exists a unique globally asymptotically
stable equilibrium point kx(u) for (13), we consider
separately the dynamics of the enzymatic reactions
(ẋ2, . . . , ẋn)

T and that of the genetic regulation Ė1.

• The growth rate µ of the bacteria is constantly pos-
itive. Then for each constant input u all the so-
lutions generated by the dynamics of the genetic
regulation converge asymptotically to u

µ .

• The Jacobian matrix DF(x) of the dynamics of
the enzymatic reactions is a lower triangular ma-
trix with nonnegative off-diagonal entries and real
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negative eigenvalues. Then −DF(x) is a M-
Matrix (Berman and Plemmons, 1994) and there
exists a diagonal matrix P= diag(p1, . . . , pn) with
pi > 0 such that

∃ε > 0, ∀x, PDF(x)+DF(x)T P <−εIn−1.
(17)

Consequently, we can state that the dynamics
of the enzymatic reactions have a well defined
quadratic Lyapunov function:

V (z) = zT Pz,

where z = x−x∗, x∗i = (kx(u))i, i = 2, . . . ,n and

V̇ (z) = zT P[f(x,u)− f(x∗,u)]
= zT ∫ 1

0 PDF(λz+x)zdλ

= 1
2 zT ∫ 1

0 (PDF(λz+x)+DF(λz+x)T P)dλz
≤ − 1

2 ε ‖ z ‖2

(18)
Hence, for each constant input u ∈ (0,gmax), any so-

lution of the open loop system (13) converges asymp-
totically to the unique steady state given by (15). This
verifies assumption H7.

Now, to complete the proof that the Proposition
2 is consequence of Theorem 1, we will show that
assumption H3 implies the global attractivity of the
following scalar discrete dynamical system

u j+1 = g( f−1
n (

f1(x1,g−1(u j))u j

Enµ
)) (19)

To do so, (i) we prove existence and unicity of a fixed
point u∗ for (19); and (ii) we give convenient condi-
tion which guarantee its global attractivity.

Existence and Unicity. To prove this property, it
is sufficient to show that the curves of the functions
g−1(u) and ky(u) have a unique intersection point over
the interval (0,gmax). Since:

• ky(u) is is monotone increasing with respect to u
and for u= 0, ky(0)≥ 0 and limu→gmax ky(u)=+∞

• g−1(u) is monotone decreasing with respect to
u and limu→0 g−1(u) = +∞ and for u = gmax,
g−1(gmax) = 0,

then the two curves have a unique intersection point
u∗ (see Figure 3) which present the unique fixed point
of (19).

Global Attractivity. Denote by T 2 the composite
function

T 2(u) = (T ◦T )(u),

where T (u) = (g ◦ ky)(u). The following proposition
gives the necessary and sufficient condition for the
global attractivity of the unique equilibrium of (19).

(.)yk  

1(.)g −
 

y

u

maxg  
*u

 

Figure 3: Graphical proof of the existence and unicity of the
fixed point u∗ for the discrete system (19).

Proposition 4. If u∗ is also the unique fixed point of
T 2(u) on (0,gmax), That is

∀u ∈ (0,gmax),T 2(u) = u⇔ u = u∗, (20)

then (19) converges to its unique fixed point.
Proof : see (Enciso and Sontag, 2006).
In practice, we can check condition (20) by graph-
ical test (H3). Indeed, if the graph of T (u) and
that of T−1(u) have a unique intersection point u∗

over (0,gmax), then the composite function T 2(u) has
unique fixed point u∗. This completes the proof.

4.2 Reversible Structure

Now, consider the reversible metabolic pathways (1)
and we prove that Proposition 1 is a consequence of
Theorem 1.

Checking Assumption H5: First, note that the en-
zyme E1 is bounded (see proof given in subsection
4.1). Now, to analyze the boundedness of all the
metabolite concentrations of (1), we proceed by step
and we show that if any metabolite concentration xi
is bounded then the metabolite concentration xi−1 is
also bounded. We start by x2, and we consider the
first differential equation of (1),

ẋ2 = E1 f1(x1,x2,xn)−E2 f2(x2,x3)
≤ E1 f1(x1,x2,0)−E2 f2(x2,x3).

We assume that x3 is bounded (∀t > 0,x3(t) ≤ x3),
then by definition there exists x?2 such that:

f1(x1,x?2,0) = 0 and f2(x?2,x3)≥ 0,

and thus at x?2 we obtain ẋ2 ≤ 0. Hence the threshold
x?2 is repulsive, and so we have proved that the bound-
edness of x3 implies the boundedness of x2.

Now, for any metabolite concentration xi, i ∈
{3, . . . ,n−1} we have xi−1 bounded with bound xi−1,
and we assume that xi+1 is bounded with bound xi+1.
Then the dynamics of xi is bounded by:

ẋi = Ei−1 fi−1(xi−1,xi)−Ei fi(xi,xi+1)
≤ Ei−1 fi−1(xi−1,xi)−Ei fi(xi,xi+1),
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and by definition we have

∃x?i | fi−1(xi−1,x?i )≤ 0 and fi(x?i ,xi+1)≥ 0.

Hence for x?i we obtain ẋi ≤ 0, and so the thresh-
old x?i is repulsive. Thus, we have proved that ∀i ∈
{2, . . . ,n− 1} the boundedness of xi+1 implies the
boundedness of xi. Lastly, consider the dynamics of
the concentration of the end product xn,

ẋn = En−1 fn−1(xn−1,xn)−En fn(xn)
≤ En−1Mn−1−En fn(xn).

Since fn(.) is positive increasing and bounded with
respect to xn, it is clear that if En−1Mn−1 ≤ EnMn we
obtain

∃xn | ∀xn ≥ xn⇒ ẋn ≤ 0

independently of the values of xn−1. Consequently, if
H2 is true, then all the state trajectories generated by
(1) are bounded and so assumption H5 is verified.

Checking assumption H6: As in the case of the
irreversible metabolic pathways, structure (1) is not
monotone. Nevertheless, we can decompose it into an
open loop cooperative controlled system (21), which
has tridiagonal Jacobian matrix DF(x) with nonneg-
ative off-diagonal entries, closed by a negative feed-
back (22).

• Open loop (cooperative system)

ẋ2 = E1 f1(x1,x2,g−1(u))−E2 f2(x2,x3)
ẋ3 = E2 f2(x2,x3)−E3 f3(x3,x4)
...

...
...

...
ẋn = En−1 fn−1(xn−1,xn)−En fn(xn)
Ė1 = u−µE1
y = xn

(21)

• Negative feedback

u = g(y) (22)

where g−1(.) and g(.) are the same as in the irre-
versible case and also u ∈ (0,gmax). Hence, assump-
tion H6 is intrinsically satisfied.

Checking assumption H7: In the reversible con-
text, build the static input-state characteristic is not
explicit as in the irreversible case. However, to es-
tablish this characteristic we use the monotonicity
property of all reaction rates fi(., .), i ∈ {1, . . . ,n}.
First, we show that at steady state there exists a bi-
nary relation between each metabolite concentration
xi, i ∈ {3, . . . ,n} and x2. Second, we show that the
metabolite concentration x2 is an increasing function
of the constant input u.

• Consider the dynamics corresponding to the last
pool Xn. Since: (i) the function fn(xn) is mono-
tone increasing in xn with fn(0) = 0, (ii) the func-
tion fn−1(xn−1,xn) is decreasing in xn and (iii) for
any xn−1 there exists x∗n such that fn−1(xn−1,x∗n) =
0,

∀xn−1, ∃xn | En−1 fn−1(xn−1,xn) = En fn(xn).

In other words, we can say that there exists a
monotone increasing function Hn(.) with respect
to xn−1 such that:

xn = Hn(xn−1). (23)

• According to the previous stage, we can write

fn(xn) = fn(Hn(xn−1)).

Thus, since Hn(.) is monotone increasing in xn−1,
fn(.) is also monotone increasing in xn−1. Now,
consider the dynamics of the pool Xn−1. By
definition fn−2(xn−2,xn−1) is decreasing in xn−1
and for any xn−2 there exists x∗n−1 such that
fn−2(xn−2,x∗n−1) = 0. Hence, we deduce: ∀xn−2,

∃xn−1 | En−2 fn−2(xn−2,xn−1) = En fn(Hn(xn−1)).

Therefore, there exists a monotone increasing
function Hn−1(.) with respect to xn−2 such that:

xn−1 = Hn−1(xn−2) and xn = Hn(Hn−1(xn−2)). (24)

• Then we repeat this reasoning to obtain at steady
state the following relations between x2 and all the
metabolic concentrations xi, i ∈ {3, . . . ,n}:

x3 = H3(x2)
x4 = H4(H3(x2))
...
xn = Hn(Hn−1(. . .H3(x2) ))

(25)

where all Hi are increasing functions.

• Lastly, the enzyme’s dynamics vanished while
E1 = u

µ . Thus, it is possible to build at the
steady state a monotone relationship between
the concentration of the pool X2 and the in-
put u. Indeed, as we have shown previ-
ously, (i) the monotone decreasing property of
the function u

µ f1(x1,x2,g−1(u)) in x2, (ii) the
monotone increasing property of the function
fn(Hn(Hn−1(. . .H3(x2) )) in x2, and (iii) the exis-
tence of x∗2 such that f1(x1,x∗2,g

−1(u)) = 0 allow
to state: ∀u, ∃x2 such that,

u
µ

f1(x1,x2,g−1(u)) = fn(Hn(Hn−1(. . .H3(x2) ))

Then, at the steady state there exists a monotone
increasing function H2(.) with respect to u such
that:

x2 = H2(u). (26)
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Hence, the static input-state characteristic of the sys-
tem (21) is given by:

kT
x (u) =

[
H2(u),H3(H2(u)), . . . ,Hn(Hn−1(. . .H2(u) )), u

µ
]

(27)
and its input-output characteristic is obtained by the

composition law between (27) and the output equa-
tion of (21),

ky(u) = Hn(Hn−1(. . .H2(u) )). (28)
Now, we must prove that for each constant input

u the vector [x∗T , u
µ ] = kT

x (u) is the globally asymp-
totically stable equilibrium point for the open loop
system (21). To do so, we use the same analysis
as in the irreversible case. First, we separate the
two dynamics (enzymatic reaction, genetic regula-
tion) and we deduce that for each constant input u
all the solutions generated by the dynamics of the ge-
netic regulation (Ė1) converge to u

µ . Second, hypoth-
esis H1 claims the existence of Tridiagonal Hurwitz
matrix Q with nonnegative off-diagonal entries such
that for all x the Jacobian matrix DF(x) of the dynam-
ics of the enzymatic reactions (ẋ2, . . . , ẋn) is bounded
by, DF(x) ≤ Q. Then there exists a diagonal matrix
N = diag(n1, . . . ,nn) with ni > 0 and a real number
ε > 0 such that ∀x

NDF(x)+DFT (x)N ≤ NQ+QT N
≤ −εIn−1

(29)

because −Q is a M-Matrix (Berman and Plemmons,
1994). Thus, the dynamics of the enzymatic reactions
admits as Lyapunov function the quadratic form

V (z) = zT Nz,
where z= x−x∗. See previous demonstration of (18).
Therefore, under assumption H1, relation (27) gives
the globally asymptotically stable steady state of the
open loop system (21) for each constant input u. This
verifies assumption H7.

Finally, as we have shown in the context of ir-
reversible metabolic pathways (here kx(.), ky(.) and
g−1(.) have the same properties with respect to u as
in the irreversible context), we can check the global
convergence of the following scalar discrete time dy-
namical system

u j+1 = g(Hn(Hn−1(. . .H2(u j) )), (30)
to its unique fixed point u∗ ∈ (0,gmax) by the same
graphical test stated in assumption (H3). This com-
pletes the proof that Proposition 1 is a consequence
of Theorem 1.

5 CONCLUSIONS

We have used in this paper the negative feedback the-
orem of monotone control SISO systems theory, to

give technical propositions which prove global attrac-
tivity of linear metabolic pathways. For future works,
we will consider the stability analysis for dynamical
systems through monotone control MIMO systems.
That will allow us to tackle the stability issue for com-
plex bacterial metabolic networks.
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Abstract: In this paper, a simple calculation method to derive the Luenberger observer for linear time-varying discrete
systems is presented. For this purpose, the simple design method of the pole placement for linear time-varying
discrete systems is proposed. It is shown that the pole placement controller can be derived simply by finding
some particular ”output signal” such that the relative degree from the input to this new output is equal to the
order of the system. Using this fact, the feedback gain vector can be calculated directly from plant parameters
without transforming the system into any standard form.
Then, this method is applied to the design of the observer, i.e., because of the duality of linear time-varying
discrete system, the state observer can be derived by simplecalculations.

1 INTRODUCTION

The design of the state observer for linear time-
varying discrete systems is well established. As for
the continuous case, the condition for a system to be
a state observer is very simple. However, different
from the time-invariant case, calculation procedure to
obtain the observer gain is not straightforward. This
paper gives a simple calculation method to design
the state observer for linear time-varying discrete sys-
tems.

Since the design of the observer is based on
the pole placement technique, simplified calculation
method to derive the pole placement feedback gain
vector for linear time-varying discrete systems is con-
sidered first. We define the pole placement of lin-
ear time-varying discrete systems as follows. The
problem is to find a time-varying state feedback gain
for linear discrete time-varying discrete system, so
that the closed loop system is equivalent to the time-
invariant system with desired poles.

Usually, the pole placement design procedure
needs the change of variable to the Flobenius stan-
dard form, and hence, is very complicated. To sim-
plify this procedure, it will be shown that the pole
placement controller can be derived simply by find-
ing some particular ”output signals” such that the rel-
ative degree from the input to this output is equal to
the order of the system [4]. Using this fact, the feed-
back gain vector can be calculated directly from plant

parameters without transforming the system into any
standard form.

Because of the duality of the linear discrete time-
varying system, the simplified pole placement tech-
nique can be applied to the design of the state observer
for linear discrete time-varying discrete systems.

In the sequel, the simple pole placement technique
is proposed in Section 2, and then, this method is used
to the observer design problem in Section 3.

2 POLE PLACEMENT OF
LINEAR DISCRETE
TIME-VARYING SYSTEMS

Consider the following linear time-varying discrete
system with a single input.

x(k +1) = A(k)x(k)+ b(k)u(k) (1)

Here,x ∈ Rn andu ∈ R1 are the state variable and
the input signal respectively.A(k) ∈ Rn×n andb(k) ∈
Rn are time-varying parameter matrices. The problem
is to find the state feedback

u = hT (k)x(k) (2)

which makes the closed loop system equivalent to
the time invariant linear system with arbitrarily stable
poles.
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Definition 1. The system (1) is called completely
reachable in stepn from the origin, if for anyx1 ∈ Rn,
there exists a finite inputu(m) (m = k, · · · ,k + n−1)
such thatx(k) = 0 andx(k + n) = x1.

Lemma 1. The system (1) is completely reachable in
stepn from the origin, if and only if

rank [ b(k +n−1),Φ(k +n,k +n−1)b(k +n−2),

· · · ,Φ(k +n,k +1)b(k) ]

= rank UR(k) = n,
∀k (3)

whereΦ(i, j) is the transition matrix fromk = j to k = i,
i.e.,

Φ(i, j) = A(i−1)A(i−2) · · ·A( j) i > j (4)

∇∇
Now, consider the problem of finding a new output

signaly(k) such that the relative degree fromu(k) to
y(k) is n. Here,y(k) has the following form.

y(k) = cT (k)x(k) (5)

Then, the problem is to find a vectorc(k) ∈ Rn that
satisfies this condition.

Lemma 2. The relative degree fromu to y defined by
(5) is n, if and only if

cT (k +1)b(k) = 0

cT (k +2)Φ(k +2,k +1)b(k) = 0
... (6)

cT (k + n−1)Φ(k + n−1,k +1)b(k)= 0

cT (k + n)Φ(k + n,k +1)b(k) = 1

(Here,cT (k + n)Φ(k + n,k + 1)b(k) = 1 without loss
of generality.)∇∇
Proof : This is obvious by checkingy(k + 1), · · · ,
y(k + n).

If the system (1) is completely reachable in stepn,
there exists a vectorc(k) such that the relative degree
from u(k) to y(k) = cT (k)x(k) is n. And, from (6),
such a vector,c(k), is obtained by

cT (k) = [0, · · · ,0, 1] [ b(k−1), Φ(k,k−1)b(k−2),

· · · ,Φ(k,k +1−n)b(k−n) ] −1

= [0, 0, · · · , 1]U−1
R (k−n) (7)

The next step is to derive the state feedback for the
arbitrary pole placement.

The new output,y(k) = cT (k)x(k), with c(k) ob-
tained by (7), satisfies the following equations.

y(k) = cT (k)x(k)

y(k +1) = cT (k +1)Φ(k +1,k)x(k)

... (8)

y(k +n−1) = cT (k +n−1)Φ(k +n−2,k)x(k)

y(k +n) = cT (k +n)Φ(k +n−1,k)x(k)+u(k)

Let q(z) be a desired stable polynomial ofz-
operator, i.e.,

q(z) = zn + αn−1zn−1 + · · ·+ α0 (9)

By multiplying y(k + i) by αi (i = 0, · · · ,n− 1) and
then summing them up, the following equation is ob-
tained from (8).

q(p)y(k) = dT (k)x(k)+ u(k) (10)

whered(k) ∈ Rn is defined by the following.

dT (k) = [ α0,α1, · · · ,αn−1,1 ]

×











cT (k)
cT (k +1)Φ(k +1,k)

...
cT (k + n)Φ(k + n,k)











(11)

Hence, the state feedback,

u =−dT (k)x(k)+ r(k) (12)

makes the closed loop system as follows.

q(z)y(k) = r(k) (13)

wherer(k) is an external input signal.
This control system can be summarized as fol-

lows. The given system is

x(k +1) = A(k)x(k)+ b(k)u(k) (14)

and, using (4), (9), and (11) the state feedback for the
pole placement is given by

u(k) =−dT (k)x(k). (15)

Then, the closed loop system becomes

x(k +1) = (A(k)−b(k)dT (k))x(k). (16)

Let T (k) be the time varying matrix defined by

T (k) =











cT (k)
cT (k +1)Φ(k +1,k)

...
cT (k + n−1)Φ(k + n−1,k)











(17)

and define the new state variablew(k) by the follow-
ing equations.

x(k) = T (k)w(k), w =









y(k)
y(k +1)

...
y(k + n−1)









(18)
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Using the above, (16) is transformed into

w(k +1)

= T−1(k +1)(A(k)−b(k)dT (k))T (k)w(k)

=













0 1 · · · 0
...

...
...

... 1
−α0 · · · · · · −αn−1













w(k)

= A∗w(k) (19)

This implies that the closed loop system is equiv-
alent to the time invariant linear system which has the
desired closed loop poles (det(zI−A∗) = q(z)).

Theorem 2. If the system (1) is completely reachable
in stepn, then, the matrix for the change of variable,
T (k), given by (17) is nonsingular for allk. ∇∇

Example 1.
Consider the following unstable system.

x(k +1) = A(k)x(k)+ b(k)u(k) (20)

where

A(k) =

[

1 2+ cos0.1k
2+ sin0.2k 2

]

b(k) =

[

0
1

]

(21)

From (7),cT (k) is obtained as follows.

cT (k) = [ 0, 1 ][ b(k−1), A(k−1)b(k−2) ]−1

=

[

1
2+ cos0.1(k−1)

0
]

(22)

The purpose is to design the state feedback so that the
closed loop system is equivalent to the linear time in-
variant system withλ1 = 0.4 andλ2 = 0.5 as its closed
loop poles. This implies that the desired closed loop
characteristic polynomial is

q(z) = z2 +0.9z+0.2.

From (11),

dT (k) = [ 0.2, 0.9, 1 ]

×





cT (k)
cT (k +1)A(k)

cT (k +2)A(k +1)A(k)





=
[

d1(k) d2(k)
]

(23)

In the above,d1(k) andd2(k) are given by

x

x
1

2

0

10

20

-10

-20

Figure 1: Responce of the state variable (x) of the system.

d1(k) =
0.2

γ(k−1)
+

0.9
γ(k)

+
1

γ(k +1)
+2+ sin0.2k

d2(k) = 0.9+
γ(k)

γ(k +1)
+2

where
γ(k) = 2+ cos0.1k

Fig.1 shows the simulation results.

3 STATE OBSERVER

In this section, we consider the design of the observer
for the following linear time-varying system.

x(k +1) = A(k)x(k)+ b(k)u(k)

y(k) = gT (k)x(k) (24)

Here,y(k) ∈ R is the output signal of this system.
The problem is to design the full order state observer
for (24). Consider the following system as a candidate
of the observer.

x̂(k +1) = F(k)x̂(k)+ b(k)u(k)+ h(k)y(k)

= F(k)x̂(k)+ b(k)u(k)+ h(k)gT (k)x(k)

(25)

whereF(k) ∈ Rn×n, andh(k) ∈ Rn. Define the state
errore(k) ∈ Rn by

e = x(k)− x̂(k) (26)

Then,e(k) satisfies the following error equation.

e(k +1) = F(k)e(k)+ (A(k)−F(k)

−h(k)gT (k))x(k) (27)

Hence, (25) is a state observer of (24) ifF(k) and
h(k) satisfy the following condition.

F(k) = A(k)−h(k)gT (k) (28)

F(k) : arbitrarily stable matrix

Then, the problem is to findh(k) such that F(k)
is equevalent to a constant matrixF∗ with arbitrar-
ily stable poles. Consider the pole placement control
problem of the following system.

w(k +1) = AT (−k)w(k)+ g(−k)v(k) (29)
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wherew(k) ∈ Rn andv(k) ∈ R1 are the state variable
and an input signal.

Let Ψ(i, j) be the state transient matrix of the sys-
tem (29). Then, we have the following relation.

ΦT (i, j) = Ψ(− j,−i) (30)

Definition 2. The system (24) is called completely
obsermable in stepn, if from y(k), y(k+1), · · · , y(k+
n−1), the state,x(k), can be determined uniquely for
anyk.

Lemma 3. The system (24) is completely observable
in stepn, if and only if

rank











gT (k)
gT (k +1)Φ(k +1,k)

...
gT (k + n−1)Φ(k + n−1,k)











= rank Uo(k) = n, ∀k (31)

From the property of the duality of the time vary-
ing discrete system, if the pair(A(k),gT (k)) is com-
pletely observable in stepn, the pair(AT (−k),g(−k))
is completely reachable in stepn. Then, if the pair
(A(k),gT (k)) is completely observable in stepn, the
system (29) has a state feedback

v(k) = hT (−k)w(k) (32)

such that the closed loop system is equevalent to the
linear time invariant system with arbitrarily stable
poles.

This implies that for some state transformation
matrix,P(−k) ∈ Rn,

P−1((k +1))(AT (−k)−g(−k)hT (−k))P(k)

= F∗T (33)

where,F∗T is a constant matrix with arbitrarily stable
poles. From this and the duality, we have the follow-
ing equation.

P−1(−k)(A(k)−h(k)gT (k))P(−(k +1))

= F∗ (34)

Hence, using thish(k), the state observer for the
system (24) is obtained.

Example 2.
Consider the following system.

x(k +1) = A(k)x(k)+ b(k)u(k)

y(k) = gT (k)x(k) (35)

where

A(k) =

[

0 1
−0.7 −(1.2+0.5cos0.4k)

]

b(k) =

[

1
1

]

, gT (k) = [ 2, 1 ] (36)

The dual system matrices are as follows.

AT (−k) =

[

0 −0.7
1 −(1.2+0.5cos0.4(−k))

]

g(−k) =

[

2
1

]

(37)

From (7),cT (−k) for the new output matrix is ob-
tained as

cT (−k) = [ 0, 1 ][ g(−(k−1)),

AT (−(k−1))g(−(k−2)) ]−1

=
1

γ(−(k−1))

[

−1 2
]

(38)

where,

γ(−k) = 4.7−2λ(k)

λ(k) = 1.2+0.5cos0.4k. (39)

The purpose is to design the state feedback so that
the closed loop system is equivalent to the linear time
invariant system withλ1 = 0.3 andλ2 = 0.4 as its
closed loop poles. This implies that the desired closed
loop characteristic polynomial is

q(z) = z2 +0.7z+0.12.

From (11),dT (−k) is calculated as follows.

dT (−k) = [ 0.12, 0.7, 1 ]

×





cT (−k)
cT (−(k +1))A(−k)

cT (−(k +2))A(−(k +1))A(−k)





=
[

d1(−k) d2(−k)
]

(40)

Here,d1(k) andd2(k) are

d1(k) = −
0.12

γ(k−1)
+

0.7
γ(k)

+
1

γ(k +1)
(0.2−λ(k +1))

d2(k) =
0.12

γ(k−1)
+

0.7
γ(k)

(0.2−λ(k))

+
1

γ(k +1)
{−0.2− (0.2+ λ(k +1))λ(k)}
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Figure 2: Responce ofx1(k) andx̂1(k).
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Figure 3: Responce ofx2(k) andx̂2(k).
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Figure 4: Responce of the estimation error (e1(k) = x1(k)−
x̂1(k), e2(k) = x2(k)− x̂2(k)).

Hence, the observer gain vector,h(k), is obtained as

h(k) =−d(k) (41)

and, using thish(k), the observer is

x̂(k +1) = {A(k)−h(k)gT (k)}x̂(k)

+b(k)u(k)+ h(k)y(k) (42)

Fig.2∼ 4 show the simulation results withu(k) =
2cos(0.9k). The initial condition of the plant is
x1(1) = x2(1) = 1.

4 CONCLUSIONS

In this paper, a simple design method for the state
observer for linear time-varying discrete systems is
proposed. We first proposed the simple derivation
method of the pole placement state feedback gain for
liner time-varying discrete system. Feedback gain can
be calculated directly from the plant parameters with-
out the transformation of the system into any standard
form, which makes the design procedure very sim-
ple. This technique is applied to the observer design
procedure using the duality of the linear time-varying
system. The author appreciates the helpful comments
of the anonymous reviewers.
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Abstract: We provide a theoretical framework that fits realistic challenges related to spacecraft formation with distur-
bances. We show that the input-to-state stability of such systems guarantees some robustness with respect to
a class of signals with bounded average-energy, which encompasses the typical disturbances acting on space-
craft formations. Solutions are shown to converge to the desired formation, up to an offset which is somewhat
proportional to the considered moving average of disturbances. The approach provides a tighter evaluation of
the disturbances’ influence, which allows for the use of more parsimonious control gains.

1 INTRODUCTION

Spacecraft formation control is a relatively new and
active field of research. Formations, characterized
by the ability to maintain relative positions without
real-time ground commands, are motivated by the aim
of placing measuring equipment further apart than
what is possible on a single spacecraft. This is de-
sirable as the resolution of measurements often are
proportional to the baseline length, meaning that ei-
ther a large monolithic spacecraft or a formation of
smaller, but accurately controlled spacecraft, may be
used. Monolithic spacecraft architecture that satisfy
the demand of resolution are often both impractical
and costly to develop and to launch. On the other
hand, smaller spacecrafts may be standardized and
have lower development cost. In addition they may
be of a lower collective weight and/or of smaller col-
lective size such that cheaper launch vehicles can be
used. There is also the possibility for them to piggy-
back with other commercial spacecraft. These advan-
tages, come at the cost of an increased complexity.
From a control design perspective, a crucial challenge
is to maintain a predefined relative trajectory, even in
presence of disturbances. Most of these disturbances
are hard to model in a precise manner. Only statistical
or averaged characteristics of the perturbing signals
(e.g. amplitude, energy, average energy, etc.) are typ-

ically available. These perturbing signals may have
diverse origins:

• Intervehicle Interference. In close formation or
spacecraft rendezvous, thruster firings and ex-
haust gases may influence other spacecraft.

• Solar wind and Radiation. Particles and radiation
expelled from the sun influence the spacecraft and
are highly dependent on the solar activity (Wertz,
1978), which is difficult to predict (Hanslmeier
et al., 1999).

• Small Debris. While large debris would typically
mean the end of the mission, some space trash, in-
cluding paint flakes, dust, coolant and even small
needles1, is small enough to “only” deteriorate the
performance, see (NASA, 1999).

• Micrometeroids. The damages caused by microm-
eteroids may be limited due to their tiny size, but
constant high velocity impacts also degrade the
performance of the spacecraft through momentum
transfer (Schäfer, 2006).

• Gravitational Disturbances. Even gravitational

1Project West Ford was a test carried out in the early
1960s, where 480 million needles were placed in orbit, with
the aim to create an artificial ionosphere above the Earth to
allow global radio communication, (Overhage and Radford,
1964).
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models including higher order zonal harmonics,
can only achieve a limited level of accuracy due
to the shape and inhomogeneity of the Earth. In
addition comes the gravitational perturbation due
to other gravitating bodies such as the Sun and the
Moon.

• Actuator Mismatch. There will commonly be a
mismatch between the actuation computed by the
control algorithm, and the actual actuation that the
thrusters can provide. This mismatch is particu-
larly present if the control algorithm is based on
continuous dynamics, without taking into account
pulse based thrusters.

Nonlinear control theory provides instruments to
guarantee a prescribed precision in spite of these dis-
turbances. Input-to-state stability (ISS) is a con-
cept introduced in (Sontag, 1989), which has been
thoroughly treated in the literature: see for instance
the survey (Sontag, 2008) and references therein.
Roughly speaking, this robustness property ensures
asymptotic stability, up to a term that is “propor-
tional” to the amplitude of the disturbing signal. Simi-
larly, its integral extension, iISS (Sontag, 1998), links
the convergence of the state to a measure of the energy
that is fed by the disturbance into the system. How-
ever, in the original works on ISS and iISS, both these
notions require that these indicators (amplitude or en-
ergy) be finite to guarantee some robustness. In par-
ticular, while this concept has proved useful in many
control application, ISS may yield very conservative
estimates when the disturbing signals come with high
amplitude even if their moving average is reasonable.

These limitations have already been pointed out
and partially addressed in the literature. In (Angeli
and Nešić, 2001), the notions of “Power ISS” and
“Power iISS” are introduced to estimate more tightly
the influence of the power or moving average of the
exogenous input on the power of the state. Under the
assumption of local stability for the zero-input sys-
tem, these properties are shown to be actually equiv-
alent to ISS and iISS respectively. Nonetheless, for a
generic class of input signals, no hard bound on the
state norm can be derived for this work.

Other works have focused on quantitative aspects
of ISS, such as (Praly and Wang, 1996), (Grüne,
2002) and (Grüne, 2004). All these three papers solve
the problem by introducing a “memory fading” effect
in the input term of the ISS formulation. In (Praly and
Wang, 1996) the perturbation is first fed into a linear
scalar system whose output then enters the right hand
side of the ISS estimate. The resulting property is re-
ferred to as exp-ISS and is shown to be equivalent to
ISS. In (Grüne, 2002) and (Grüne, 2004) the concept
of input-to-state dynamical stability (ISDS) is intro-

duced and exploited. In the ISDS state estimate, the
value of the perturbation at each time instant is used
as the initial value of a one-dimensional system, thus
generalizing the original idea of Praly and Wang. The
quantitative knowledge of how past values of the in-
put signal influence the system allows, in particular, to
guarantee an explicit decay rate of the state for van-
ishing perturbations.

In this paper, our objective is to guarantee hard
bound on the state norm for ISS systems in presence
of signals with possibly unbounded amplitude and/or
energy. We enlarge the class of signals to which ISS
systems are robust, by simply conducting a tighter
analysis on these systems. In the spirit of (Angeli
and Nešić, 2001), and in contrast to most previous
works on ISS and iISS, the considered class of dis-
turbances is defined based on their moving average.
We show that any ISS system is robust to such a class
of perturbations. When an explicitly Lyapunov func-
tion is known, we explicitly estimate the maximum
disturbances’ moving average that can be tolerated
for a given precision. These results are presented in
Section 2. We then apply this new analysis result
to the control of spacecraft formations. To this end,
we exploit the Lyapunov function available for such
systems to identify the class of signals to which the
formation is robust. This class includes all kind of
perturbing effects described above. This study is de-
tailed, and illustrated by simulations, in Section 3.

Notation and Terminology

A continuous function α : R≥ → R≥0 is of class K
(α ∈ K ), if it is strictly increasing and α(0) = 0. If,
in addition, α(s)→∞ as s→∞, then α is of class K∞

(α ∈ K∞). A continuous function β : R≥0×R≥0 →
R≥0 is said to be of class K L if, β(·, t) ∈ K for any
t ∈ R≥0, and β(s, ·) is decreasing and tends to zero
as s tends to infinity. The solutions of the differential
equation ẋ = f (x,u) with initial condition x0 ∈ Rn is
denoted by x(·;x0,u). We use | · | for the Euclidean
norm of vectors and the induced norm of matrices.
The closed ball in Rn of radius δ centered at the ori-
gin is denoted by Bδ, i.e. Bδ := {x ∈ Rn : |x| ≤ δ}.
| · |

δ
denotes the distance to the ball Bδ, that is |x|

δ
:=

infz∈Bδ
|x− z|. U denotes the set of all measurable lo-

cally essentially bounded signals u : R≥0 → Rp. For
a signal u ∈ U, ‖u‖∞ := ess supt≥0|u(t)|. The maxi-
mum and minimum eigenvalue of a symmetric matrix
A is denoted by λmax(A) and λmin(A), respectively. In
and 0n denote the identity and null matrices of Rn×n

respectively.

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

36



2 ISS SYSTEMS AND SIGNALS
WITH LOW MOVING
AVERAGE

2.1 Preliminaries

We start by recalling some classical definitions related
to the stability and robustness of nonlinear systems of
the form

ẋ = f (x,u), (1)
where x ∈Rn, u ∈U and f : Rn×Rp→Rn is locally
Lipschitz and satisfies f (0,0) = 0.
Definition 1. Let δ be a positive constant and u be a
given signal in U. The ball Bδ is said to be globally
asymptotically stable (GAS) for (1) if there exists a
class K L function β such that the solution of (1) from
any initial state x0 ∈ Rn satisfies

|x(t;x0,u)| ≤ δ+β(|x0|, t), ∀t ≥ 0. (2)

Definition 2. The ball Bδ is said to be globally ex-
ponentially stable (GES) for (1) if the conditions of
Definition 1 hold with β(r,s) = k1re−k2s for some pos-
itive constants k1 and k2.

We next recall the definition of ISS, originally in-
troduced in (Sontag, 1989).
Definition 3. The system ẋ = f (x,u) is said to be
input-to-state stable (ISS) if there exist β ∈ K L and
γ ∈ K∞ such that, for all x0 ∈ Rn and all u ∈ U, the
solution of (1) satisfies

|x(t;x0,u)| ≤ β(|x0|, t)+ γ(‖u‖∞) , ∀t ≥ 0 . (3)

ISS thus imposes an asymptotic decay of the norm
of the state up to a function of the amplitude ‖u‖∞ of
the input signal.

We also recall the following well-known Lya-
punov characterization of ISS, originally established
in (Praly and Wang, 1996) and thus extending the
original characterization proposed by Sontag in (Son-
tag and Wang, 1995).
Proposition 1. The system (1) is ISS if and only if
there exist α,α,γ ∈ K∞ and κ > 0 such that, for all
x ∈ Rn and all u ∈ Rp,

α(|x|)≤V (x)≤ α(|x|) (4)
∂V
∂x (x) f (x,u)≤−κV (x)+ γ(|u|) . (5)

γ is then called a supply rate for (1).
Remark 1. Since ISS implies iISS (cf. (Sontag,
1998)), it can be shown that the solutions of any ISS
system with supply rate γ satisfies, for all x0 ∈ Rn,

|x(t;x0,u)| ≤ β(|x0|, t)+η

(∫ t

0
γ(|u(τ)|)dτ

)
, ∀t ≥ 0 ,

(6)

where β ∈ K L and η ∈ K∞. The above integral can
be seen as a measure, through the function γ, of the
energy of the input signal u.

The above remark establishes a link between a
measure of the energy fed into the system and the
norm of the state: for ISS (and iISS) systems, if this
input energy is small, then the state will eventually be
small. However, Inequalities (3) and (6) do not pro-
vide any information on the behavior of the system
when the amplitude (for (3)) and/or the energy (for
(6)) of the input signal is not finite.

From an applicative viewpoint, the precision guar-
anteed by (3) and (6) involve the maximum value and
the total energy of the input. These estimates may
be conservative and thus lead to the design of greedy
control laws, with negative consequences on the en-
ergy consumption and actuators solicitation. This is-
sue is particularly relevant for spacecraft formations
in view of the inherent fuel limitation and limited
power of the thrusters.

(Angeli and Nešić, 2001) has started to tackle this
problem by introducing ISS and iISS-like properties
for input signals with limited power, thus not neces-
sarily bounded in amplitude nor in energy. For sys-
tems that are stable when no input is applied, the
authors show that ISS (resp. iISS) is equivalent to
“power ISS” (resp. “power iISS”) and “moving av-
erage ISS” (resp. “moving average iISS”). In general
terms, these properties evaluate the influence of the
amplitude (resp. the energy) of the input signal on the
power or moving average of the state. However, as
stressed by the authors themselves, these estimates do
not guarantee in general any hard bound on the state
norm. Here, we consider a slightly more restrictive
class of input signals under which such a hard bound
can be guaranteed. Namely, we consider input signals
with bounded moving average.

Definition 4. Given some constants E,T > 0 and
some function γ ∈ K , the set Wγ(E,T ) denotes the
set of all signals u ∈U satisfying∫ t+T

t
γ(|u(s)|)ds≤ E , ∀t ∈ R≥0 .

The main concern here is the measure E of the
maximum energy that can be fed into the system over
a moving time window of given length T . These
quantities are the only information on the distur-
bances that will be taken into account in the control
design. More parsimonious control laws than those
based on their amplitude or energy can therefore be
expected. We stress that signals of this class are not
necessarily globally essentially bounded, nor are they
required to have a finite energy, as illustrated by the
following examples. Robustness to this class of sig-
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Figure 1: An example of unbounded signal with bounded
moving average.

nals thus constitutes an extension of the typical prop-
erties of ISS systems.
Example 1.
1. Unbounded signals: given any T > 0 and any γ ∈

K , the following signal belongs to Wγ(1,T ) and
satisfies limsupt→∞ |u(t)|=+∞:

u(t) :=
{

2k if t ∈ [2kT ;2kT + 1
2k ] , k ∈ N

0 otherwise.

The signal for T = 1 is illustrated in Figure 1.
2. Essentially bounded signals: given any T > 0 and

any γ ∈ K , if ‖u‖∞ is finite then it holds that
u∈Wγ(T γ(‖u‖∞),T ). We stress that this includes
signals with infinite energy (think for instance of
constant non-zero signals).

2.2 Robustness of ISS Systems to
Signals in the Class W

The following result establishes that the impact of an
exogenous signal on the qualitative behavior of an ISS
systems is negligible if the moving average of this sig-
nal is sufficiently low.
Theorem 1. Assume that the system ẋ= f (x,u) is ISS.
Then there exists a function γ ∈ K∞ and, given any
precision δ > 0 and any time window T > 0, there
exists a positive average energy E(T,δ) such that the
ball Bδ is GAS for any u ∈Wγ(E,T ).

The above result, proved in Section 4, adds an-
other brick in the wall of nice properties induced by
ISS, cf. (Sontag, 2008) and references therein. It en-
sures that, provided that a steady-state error δ can be
tolerated, every ISS system is robust to a class of dis-
turbances with sufficiently small moving average.

If an ISS Lyapunov function is known for the sys-
tem, then an explicit bound on the tolerable average
excitation can be provided based on the prooflines of

Theorem 1. More precisely, we state the following
result.

Corollary 1. Assume there exists a continuously dif-
ferentiable function V :Rn→R≥0, class K∞ functions
γ, α and α and a positive constant κ such that (4) and
(5) hold for all x ∈Rn and all u ∈Rp. Given any pre-
cision δ > 0 and any time window T > 0, let E denote
any average energy satisfying

E(T,δ)≤ α(δ)

2
eκT −1

2eκT −1
. (7)

Then the ball Bδ is GAS for ẋ = f (x,u) for any u ∈
Wγ(E,T ).

The above statement shows that, by knowing a
Lyapunov function associated to the ISS of a system,
and in particular its dissipation rate γ, one is able to
explicitly identify the class Wγ(E,T ) to which it is
robust up to the prescribed precision δ.

In a similar way, we can state sufficient condition
for global exponential stability of some neighborhood
of the origin. This result follows also trivially from
the proof of Theorem 1.

Corollary 2. If the conditions of Corollary 1 are sat-
isfied with α(s)= csp and α(s)= csp, with c,c, p pos-
itive constants, then, given any T,δ > 0, the ball Bδ

is GES for (1) with any signal u ∈Wγ (E,T ) provided
that

E(T,δ)≤ cδp

2
eκT −1
2eκT −1

.

3 ILLUSTRATION: SPACECRAFT
FORMATION CONTROL

We now exploit the results developed in Section 2 to
demonstrate the robustness of a spacecraft formation
control in a leader-follower configuration, when only
position is measured. The focus on output feedback in
this illustration is motivated by the fact that velocity
measurements in space may not be easily achieved,
e.g. because the spacecraft cannot be equipped with
the necessary sensors for such measurements due to
space constraints or budget limits. The models de-
scribed in this section have strong resemblance with
the model of a robot manipulator. Our control de-
sign is therefore be based on control algorithms al-
ready validated for robot manipulators, in particular
(Berghuis and Nijmeijer, 1993) and (Paden and Panja,
1988). We stress that he proposed study is made for
two spacecraft only, but can easily be extended to for-
mations involving more spacecrafts.

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

38



3.1 Spacecraft Models

The spacecraft models presented in this section are
similar to the ones derived in (Ploen et al., 2004).
All coordinates, both for the leader and the follower
spacecraft, are expressed in an orbital frame, which
origin relative to the center of Earth is given by ~ro,
and satisfies Newton’s gravitational law

~̈ro =−
µ

|~ro|3
~ro ,

µ being the gravitational constant of Earth. The unit
vectors are such that ~o1 :=~ro/|~ro| points in the anti-
nadir direction, ~o3 := (~ro×~̇ro)/|~ro×~̇ro| points in the
direction of the orbit normal, and finally ~o2 := ~o3×
~o1 completes the right-handed orthogonal frame. We
let νo denote the true-anomaly of this reference frame
and assume the following:

Assumption 1. The true anomaly rate ν̇o and true
anomaly rate-of-change ν̈o of the reference frame sat-
isfy ‖ν̇o‖∞ ≤ βν̇o and ‖ν̈o‖∞ ≤ βν̈o , for some positive
constants βν̇o and βν̈o .

Note that this assumption is naturally satisfied
when the reference frame is following a Keplerian or-
bit, but it also holds for any sufficiently smooth refer-
ence trajectory. We define the following quantities:

C (ν̇o) := 2ν̇oC̄, C̄ :=

0 −1 0
1 0 0
0 0 0

 ,

D(ν̇o, ν̈o) := ν̇
2
oD̄+ ν̈oC̄, D̄ := diag(−1,−1,0),

and

n(ro, p) := µ
(

ro + p
|ro + p|3 −

ro

|ro|3
)
.

In the above reference frame, the dynamics ruling
the evolution of the coordinate p ∈ R3 of the leader
spacecraft is then given by

p̈+C (ν̇o) ṗ+D(ν̇o, ν̈o) p+n(ro, p) = Fl (8)

with Fl := (ul +dl)/ml , while the evolution of the rel-
ative position ρ of the follower spacecraft with respect
to the leader is given by

ρ̈+C (ν̇o) ρ̇+D(ν̇o, ν̈o)ρ+n(ro + p,ρ) = Ff −Fl ,
(9)

where Ff :=(u f +d f )/m f , and where subscripts l and
f stand for the leader and follower spacecraft respec-
tively, ml and m f are the spacecrafts’ masses, ul and
u f are the control inputs, and dl and d f denote all ex-
ogenous perturbations acting on the spacecrafts (e.g.,
as detailed in the Introduction; intervehicle interfer-
ence, small impacts, solar wind, etc.).

3.2 Control of the Leader Spacecraft

We now propose a controller whose goal is to make
the leader spacecraft follow a given trajectory pd :
R≥0 → R3 relative to the reference frame. In other
words, its aim is to decrease the tracking error defined
as el := p− pd . To derive this controller, we rely on
the position p of the leader only. No measurement on
its velocity is required. The latter will be estimated
through the derivative of the some position estimate
p̂ in order to avoid brute force derivation of the mea-
surement p. We therefore define p̃ := p− p̂ as the
estimation error. Similarly to (Berghuis, 1993), the
controller is given by:

ul =ml

[
p̈d +C (ν̇o) ṗd +D(ν̇o, ν̈o) p+n(ro, p)

− kl (ṗ0− ṗr)
]

(10)

ṗr =ṗd− `lel (11)

ṗ0 = ˙̂p− `l p̃, (12)

where kl and `l denote positive gains. The velocity
estimator is given by

˙̂p = al +(ll + `l) p̃ (13)
ȧl = p̈d + ll`l p̃ , (14)

where ll denotes another positive gain. Define Xl :=(
e>l , ė

>
l , p̃>, ˙̃p>

)> ∈ R12 and d := (d>l ,d>f )
> ∈ R6.

Then the leader dynamics takes the form of a per-
turbed linear time-varying system:

Ẋl = Al(ν̇o(t))Xl +Bld , (15)

where Al ∈R12×12 and Bl ∈R12×6 refer to the follow-
ing matrices

Al(ν̇o) :=

 03 I3 03 03
a21 a22(ν̇o) a23 a24
03 03 03 I3
a41 a42(ν̇o) a43 a44

 , (16)

Bl :=
1

ml

03 03
I3 03
03 03
I3 03

 ,

where out of notational compactness, the following
matrices are defined: a21 := a41 := −kl`lI3, a22 :=
a42 :=−C(ν̇o)−klI3, a23 := kl`lI3, a24 := klI3 , a43 :=
(kl− ll)`lI3 and a44 := (kl− ll− `l)I3.

3.3 Control of the Follower Spacecraft

We next propose a controller to make the follower
spacecraft track a desired trajectory ρd : R≥0 → R3

relative to the leader. In the same way as for the leader
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spacecraft, let ˙̂ρ∈R3 denote the estimated velocity of
the follower with respect to the leader, let e f := ρ−ρd
denote the tracking error and let ρ̃ := ρ− ρ̂ be the es-
timation error. We use the following control law:

u f =m f

[
p̈d + ρ̈d +C (ν̇o)(ṗd + ρ̇d)

+D(ν̇o, ν̈o)(p+ρ)+n(ro + p,ρ)+n(ro, p)

− kl (ṗ0− ṗr)− k f (ρ̇0− ρ̇r)
]

(17)

ρ̇r =ρ̇d− ` f e f (18)

ρ̇0 = ˙̂ρ− ` f ρ̃, (19)

with the observer being given by
˙̂ρ = a f +(l f + ` f ) ρ̃ (20)

ȧ f = ρ̈d + l f ` f ρ̃ (21)

where k f , l f and ` f denote positive tuning gains.
We stress that, in order to implement (17), (11)-(14)
must also be implemented in follower spacecraft con-
trol algorithm. Define X f := (e>f , ė

>
f , ρ̃
>, ˙̃ρ>)> ∈R12.

Combining (9) and (17)-(21) and inserting the leader
spacecraft controller ul (10), we can summarize the
follower spacecraft’s dynamics by

Ẋ f = A f (ν̇o(t))X f +B f d , (22)

where A f (ν̇o) can be obtained from Al(ν̇o) (cf. (16))
by simply substituting the subscripts l by f in the ex-
pression of the submatrices ai j, and

B f :=
1

mlm f

 03 03
−m f I3 mlI3

03 03
−m f I3 mlI3

 .

3.4 Robustness Analysis of the Overall
Formation

We are now ready to state the following result, which
establishes the robustness of the controlled formation
to a wide class of disturbances.
Proposition 2. Let Assumption 1 hold. Let the con-
troller of the leader spacecraft be given by (10)-(14)
and the controller of the follower spacecraft be given
by (17)-(21) with, for each i∈ {l, f}, li ≥ 2ki, ki > 2k?i
and (for simplicity) `i ≥ 1, where

k?i := `i +βν̇o

√
2`2

i +1+

(
1+

m2
f

m2
l

)
2
(
l2
i +1

)
m2

i
.

(23)
Given any precision δ > 0 and any time window T >
0, consider any average energy satisfying

E ≤ 1
4

min
i∈{l, f}

{
`2

i −
1
2

√
4`4

i +1+
1
2

}
δ

2 eκT −1
2eκT −1

,

(24)

where

κ :=
mini∈{l, f} k?i /maxi∈{l, f}

{
ki
`i

}
maxi∈{l, f}

{
`2

i +
1
2

√
4`4

i +1+ 1
2

} . (25)

Then, for any d ∈Wγ(E,T ) where γ(s) := s2, the ball
Bδ is GES for the overall formation summarized by
(15) and (22).

Proof. Let the overall dynamics be condensed into
Ẋ =AX+Bd with X :=(X>1 ,X>2 )>, A := diag(Al ,A f )

and B := (B>l ,B
>
f )
>. The proof is done by applying

Corollary 2. Consider the Lyapunov function candi-
date

V (X) :=
1
2 ∑

i∈{l, f}
Vi (Xi)

where Vi (Xi) := X>i W>i RiWiXi, Ri := diag((2ki/`i−
1)I3, I3,2ki/`iI3, I3) and

Wi :=

`iI3 03 03 03
`iI3 I3 03 03
03 03 `iI3 03
03 03 `iI3 I3

 .
It can be shown that the time derivative of the Lya-
punov function candidate can be written as

V̇ = ∑
i∈{l, f}

X>i W>i RiWiAiXi +X>i W>i RiWBid

=−
(

∑
i∈{l, f}

X>i (Qi +Si)Xi−X>i W>i RiWiBid

)
where Qi := diag(ki`

2
i I3,(ki− `i)I3,ki`

2
i I3,kiI3),

Si :=
1
2


03 C (ν̇o)`i 03 03

C> (ν̇o)`i 03 C> (ν̇o)`i C> (ν̇o)
03 C (ν̇o)`i `2si `si
03 C (ν̇o) `si si

 ,

where si := 2(li− 2ki)I3. Since li ≥ 2ki, −X>i SiXi ≤
‖ν̇o‖∞(2`2

i + 1)1/2|Xi|2. Furthermore, λmin(Qi) =

min{ki− `i,ki`
2
i } = ki− `i for `i ≥ 1, |W>l RlWlBl | =

(2(l2
l +1))1/2/ml , |W>f R fWf B f |= (2(m2

f +m2
l )(l

2
f +

1))1/2/(mlm f ), and invoking Assumption 1, we get
that the derivative of the Lyapunov function can be
upper bounded as:

V̇ ≤ − ∑
i∈{l, f}

(
ki− `i−βν̇o

√
2`2

i +1|Xi|2
)

+

√
2
(
l2
l +1

)
ml

|Xl | |d|

+

√
2(m2

f +m2
l )(l

2
f +1)

mlm f
|X f | |d| .
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By Young’s inequality it follows that

V̇ ≤− ∑
i∈{l, f}

[
ki− `i−βν̇o

√
2`2

i +1

−
(

1+
m2

f

m2
l

)2
(
l2
i +1

)
m2

i

]
|Xi|2 + |d|2 .

If we chose kl > 2k?l and k f > 2k?f as given in the
statement of Proposition 2, Rl ,R f ,Ql ,Q f are all pos-
itive definite matrices. Furthermore, it can be shown
that c|X |2 ≤V (X)≤ c|X |2, where

c :=
1
2

min
i∈{l, f}

{
`2

i −
1
2

√
4`4

i +1+
1
2

}
(26)

c := max
i∈{l, f}

{
ki

`i

}
max

i∈{l, f}

{
`2

i +
1
2

√
4`4

i +1+
1
2

}
.

(27)

Using these inequalities, we get that

V̇ ≤ − min
i∈{l, f}

{k?i }
(
|Xl |2 +

∣∣X f
∣∣2)+ |d|2

≤ −κV (x)+ |d|2

with the constant κ defined in (25). Hence, the condi-
tions of Corollary 2 are satisfied, with c and c defined
in (26)-(27) and γ(s)= s2, and the conclusion follows.

3.5 Simulations

Let the reference orbit be an eccentric orbit with ra-
dius of perigee rp = 107m and radius of apogee ra =

3×107m, which can be generated by numerical inte-
gration of

r̈o =−
µ

|ro|3
ro, (28)

with ro (0) = (rp,0,0) and ṙo (0) = (0,vp,0), and
where

vp =

√
2µ
(

1
rp
− 1

(rp + ra)

)
.

The true anomaly νo of the reference frame can be
obtained by numerical integration of the equation

ν̈o (t) =
−2µeo (1+ eo cosνo (t))

3 sinνo (t)( 1
2 (rp + ra)(1− e2

o)
)3 .

From this expression, and the eccentricity, which can
be calculated from ra and rp to be eo = 0.5, we see
that the constant βν̈o in Assumption 1 can be chosen
as βν̈o = 4×10−7. From the analytical equivalent for
ν̇o,

ν̇o (t) =
√

µ(1+ eo cosνo (t))
2( 1

2 (rp + ra)(1− e2
o)
)3/2 ,

we see that the constant βν̇o in Assumption 1 can be
chosen as βν̇o = 8× 10−4. Since the reference frame
is initially at perigee, νo (0) = 0 and ν̇o (0) = vp/rp.
For simplicity, we choose the desired trajectory of the
leader spacecraft to coincide with the reference or-
bit, i.e. pd(·) ≡ (0,0,0)>. The initial values of the
leader spacecraft are pl (0) = (2,−2,3)> and ṗl (0) =
(0.4,−0.8,−0.2)>. The initial values of the observer
are chosen as p̂(0) = (0,0,0)> and al (0) = (0,0,0)>.

The reference trajectory of the follower space-
craft are chosen as the solutions of a special case of
the Clohessy-Wiltshire equations, cf. (Clohessy and
Wiltshire, 1960). We use

ρd (t) =

 10cosνo (t)
−20sinνo (t)

0

 . (29)

This choice imposes that the two spacecrafts evolve
in the same orbital plane, and that the follower space-
craft will make a full rotation about the leader space-
craft per orbit around the Earth. The initial val-
ues of the follower spacecraft are ρ(0) = (9,−1,2)>

and ρ̇(0) = (−0.3,0.2,0.6)>. The initial parame-
ters of the observer are chosen to be ρ̂(0) = ρd (0) =
(10,0,0)> and a f (0) = (0,0,0)>. We use m f = ml =
25 kg both in the model and the control structure.

The choice of control gains are based on the anal-
ysis in Section 3. First we pick `i = 1, i ∈ {l, f}.
Then, by using that βν̇o = 8× 10−4, we find that
k?i = 1.0014 + 0.0064(l2

i + 1) from (23). Since ki
should satisfy ki > 2k?i and li ≥ 2ki, we chose ki = 2.3
and li = 4.6, i ∈ {l, f}. With these choices, we find
from (25) that κ ≈ 0.1899. Over a 10 second inter-
val (i.e. T=10), the average excitation must satisfy
E(T,δ) ≤ 0.0439δ2, according to (24). We consider
two types of disturbances acting on the spacecraft:
“impacts” and continuous disturbances. The “im-
pacts” have random amplitude, but with maximum
of 1.5 N in each direction of the Cartesian frame.
For simplicity, we assume that at most one impact
can occur over each 10 second interval, and we as-
sume that the duration of each impact is 0.1s. The
continuous part is taken as sinusoids, also acting in
each direction of the Cartesian frame, and are cho-
sen to be (0.1sin0.01t,0.25sin0.03t,0.3sin0.04t)>

for both spacecraft. The motivation for choosing the
same kind of continuous disturbance for both space-
craft, is that this disturbance is typically due to grav-
itational perturbation, which at least for close forma-
tions, have the same effect on both spacecraft. Notice
from (9) that the relative dynamics are influenced by
disturbances acting on the leader and follower space-
craft, so the effect of the continuous part of the distur-
bance on the relative dynamics is zero. It can easily
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Figure 2: Position tracking error of the leader spacecraft.
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Figure 3: Position estimation error of the leader spacecraft.
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Figure 4: Control actuation of the leader spacecraft.

be shown that the disturbances satisfy the following:∫ t+10

t
|d(τ)|2dτ≤ 1.42 , ∀t ≥ 0 .

Figure 2, 3 and 4 show the position tracking er-
ror, position estimation error and control history of
the leader spacecraft, whereas Figure 6, 7 and 8 are
the equivalent figures for the follower spacecraft. Fig-
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Figure 5: Disturbances acting on the leader spacecraft.
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Figure 6: Position tracking error of the follower spacecraft.
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Figure 7: Position estimation error of the follower space-
craft.

ure 5 and 9 show the effect of dl and dl − d f acting
on the formation. Notice in Figure 9 that the ef-
fect of the continuous part of the disturbance is can-
celed out (since we consider relative dynamics and
both spacecraft are influenced by the same continu-
ous disturbance), whereas the effect of the impacts
has increased compared to the effect of the impacts
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Figure 8: Control actuation of the leader spacecraft.
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Figure 9: Disturbances acting on the follower spacecraft.

on the leader spacecraft. The control gains have been
chosen based on the Lyapunov analysis. This yields
in general very conservative constraints on the choice
of control gains, and also conservative estimates of
the disturbances the control system is able to handle.
As shown in Figure 4, and in particular Figure 8, this
leads to large transients in the actuation. We stress
that the control gains proposed by this approach is still
much smaller that those obtained through a classical
ISS approach (i.e. relying on the disturbance magni-
tude).

4 PROOF OF THEOREM 1

In view of (Praly and Wang, 1996, Lemma 11) and
(Angeli et al., 2000, Remark 2.4), there exists a con-
tinuously differentiable function V : Rn→ R≥0, class
K∞ functions α,α and γ, and a positive constant κ

such that, for all x ∈ Rn and all u ∈ Rm,

α(|x|)≤V (x)≤ α(|x|) (30)
∂V
∂x

(x) f (x,u)≤−κV (x)+ γ(|u|) . (31)

Let w(t) := V (x(t;x0,u)). Then it holds in view of
(31) that

ẇ(t) = V̇ (x(t;x0,u))
≤ −κV (x(t;x0,u))+ γ(|u(t)|)
≤ −κw(t)+ γ(|u(t)|) .

In particular, it holds that, for all t ≥ 0,

w(t)≤ w(0)e−κt +
∫ t

0
γ(|u(s)|)ds . (32)

Assuming that u belongs to the class Wγ(E,T ), for
some arbitrary constants E,T > 0, it follows that

w(T )≤w(0)e−κT +
∫ T

0
γ(|u(s)|)ds≤w(0)e−κT +E .

Considering this inequality recursively, it follows
that, for each ` ∈ N≥1,

w(`T ) ≤ w(0)e−`κT +E
k−1

∑
j=0

e− jκT

≤ w(0)e−`κT +E ∑
j≥0

e− jκT

≤ w(0)e−`κT +E
eκT

eκT −1
. (33)

Given any t ≥ 0, pick ` as bt/Tc and define t ′ := t−
`T . Note that t ′ ∈ [0,T ]. It follows from (32) that

w(t)≤w(`T )e−κt ′+
∫ t

`T
γ(|u(s)|)ds≤w(`T )e−κt ′+E ,

which, in view of (33), implies that

w(t) ≤
(

w(0)e−`κT +E
eκT

eκT −1

)
e−t ′ +E

≤ w(0)e−k(`T+t ′)+E
(

1+
eκT

eκT −1

)
≤ w(0)e−κt +

2eκT −1
eκT −1

E .

Recalling that w(t) =V (x(t;x0,u)), it follows that

V (x(t;x0,u))≤V (x0)e−κt +
2eκT −1
eκT −1

E ,

which implies, in view of (30), that

α(|x(t;x0,u)|)≤ α(|x0|)e−κt +
2eκT −1
eκT −1

E ,

Recalling that α−1(a + b) ≤ α−1(2a) + α−1(2b) as
α ∈ K∞, we finally obtain that, given any x0 ∈ Rn,
any u ∈Wγ(E,T ) and any t ≥ 0,

|x(t;x0,u)| ≤α
−1 (2α(|x0|)e−κt)+α

−1
(

2E
2eκT −1
eκT −1

)
.

(34)
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Given any T,δ≥ 0, the following choice of E:

E(T,δ)≤ α(δ)

2
eκT −1
2eκT −1

. (35)

ensures that

α
−1
(

2E
2eκT −1
eκT −1

)
≤ δ

and the conclusion follows in view of (34) with the
K L function

β(s, t) := α
−1 (2α(s)e−κt) , ∀s, t ≥ 0 .

REFERENCES
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Abstract: We propose a variant of the recently introduced strategy for stabilization with limited information recently
introduced in (Liberzon and Hespanha, 2005) and analyze its robustness properties. We show that, if the nom-
inal plant can be made Input-to-State Stable (ISS) with respect to measurement errors, parameter uncertainty
and exogenous disturbances, then this robustness is preserved with this quantized feedback. More precisely, if
a sufficient bandwidth is available on the communication network, then the resulting closed-loop is shown to
be semiglobally Input-to-State practically Stable (ISpS).

1 INTRODUCTION

The always greater use of digital communication de-
vices for control applications makes quantization a
crucial issue. The limitations on the communica-
tion rate between the plant sensors and the con-
troller imposes to develop new approaches that are
able to guarantee good performance even when only
limited information on the plant’s state is available.
Despite strong technological improvements, the bit
rate available for a given control application may in-
deed be strongly limited due to scalability or energy-
saving concerns, or due to harsh environment con-
straints. Stabilization in this context becomes partic-
ularly challenging in presence of model uncertainties,
measurement errors or exogenous disturbances.

These observations explain why limited-
information control feedback has been widely
studied recently: (Nair et al., 2007; Hespanha et al.,
2007; Liberzon, 2009) and references therein for
representative examples. An important literature
already exists for linear systems, (Montestruque
and Antsaklis, 2004; Liberzon, 2003; Petersen
and Savkin, 2001; Nair and Evans, 2004; Jaglin
et al., 2008; Jaglin et al., 2009). In particular, the
results of (Liberzon and Nešić , 2007) provide a
coding/decoding strategy that achieves Input-to-State
Stabilization of quantized linear control systems. The

proposed control strategy relies on a discrete time
zoom-in/zoom-out procedure. This construction is
based on the exact sampled dynamics of the system,
or at most on its discrete time approximation. This
is why the closed-loop system may lack robustness
with respect to parameter uncertainties. These results
were subsequently generalized to nonlinear systems
in (Kameneva and Nešić , 2008).

In (Sharon and Liberzon, 2007), Input-to-State
Stabilization of quantized linear and nonlinear sys-
tems is achieved in the framework of continuous time
quantized control systems, that is exploiting hybrid
dynamics. It is based on a generalization of the dy-
namic quantization approach developed in (Liberzon
and Hespanha, 2005) and (Persis and Isidori, 2004)
for ISS and global asymptotically stable systems re-
spectively. For nonlinear systems, this control strat-
egy leads to local ISS. However, model uncertainties
can seriously compromise the efficiency of the pro-
posed algorithm and no estimates of the domain of
attraction can be obtained in general. We detail these
limitation in Section 5.

The purpose of this paper is to propose an al-
ternative dynamic quantization strategy, able to cope
with (time-varying) model uncertainties. It is based
on a simple and natural modification of the one
proposed in (Liberzon and Hespanha, 2005). We
show that the quantized control strategy ensures
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semiglobal Input-to-State practical Stability. More
precisely, any compact set of initial conditions and for
any bounded time-varying measurement error, distur-
bance and model uncertainty, it is possible to achieve
the desired robustness properties by properly tuning
the controller parameters. On the other hand, practical
stability here does not guarantee convergence to the
origin for vanishing perturbations, although the size
of the stable subset depends on the tuning parameters
and can be somewhat reduced, provided a sufficient
knowledge on the intensity of the perturbations. The
main contributions of our work are the robustness to
model uncertainties and its semiglobal characteriza-
tion for nonlinear systems.

The rest of the paper is organized as follows. In
Section 2 we introduce the needed notation. In Sec-
tion 3 we formally state the problem. In Section 4
we introduce our dynamic quantization strategy. We
then present the main results of the paper and com-
ment them in Section 5. In Section 6 we check their
application on the illustrative example of a DC motor
with nonlinear load. Proofs are given in Section 8.

2 NOTATION

For a set A ⊂ R, and a ∈ A, A≥a denotes the set
{x ∈ A : x ≥ a}. |x| denotes the infinity norm of
the vector x, that is, if x ∈ Rn, |x| := maxi=1,...,n |xi|.
B(x,R) refers to the closed ball of radius R centered at
x in this norm, i.e. B(x,R) := {z ∈ Rn : |x− z| ≤ R}.
‖x‖ is the infinity norm of the signal x(·), that is, if
x : R≥0 → Rn, ‖x‖ = esssupt≥0|x(t)|. A continuous
function α : R≥0→ R≥0 is said to be of class K if it
is increasing and α(0) = 0. It is said to be of class K∞

if it is of class K and α(s)→ ∞ as s→ ∞. A func-
tion β : R≥0×R≥0→ R≥0 is said to be of class K L
if β(·, t) ∈ K for any fixed t ≥ 0 and β(s, ·) is contin-
uous, decreasing and tends to zero at infinity for any
fixed s≥ 0.

3 PROBLEM STATEMENT

We are interested in the robustness properties of non-
linear plants of the form

ẋ = f (x,µ,u,d) , (1)

where x∈Rn is the state, f :Rn×Rp×Rm×Rh→Rn

is a locally Lipschitz function, µ : R≥0 → P ⊂ Rp

is a vector of (possibly time-varying) parameters, u :
R≥0 → Rm is a control input and d : R≥0 → D ⊂
Rh is a vector of measurable and locally essentially
bounded exogenous perturbations. We assume that
f (0,µ,0,0) = 0 for all µ ∈ P .

Limited-information feedback imposes that only
an estimate of the state is available to the controller.
This estimate is elaborated based on an encoded mea-
surement of the actual state. This encoded symbol is
then sent over the communication channel. The com-
munication channel is defined by its constant sam-
pling period τ and by the number of symbols Nn,
N ∈ N>0, that can be transmitted at each sampling
time kτ, k ∈N. We will assume, in this paper, that the
communication channel is noiseless and delay-free.
The overall structure of the controlled systems can be
summarized by Figure 1.

x
ẋ = f (x,µ, û,d)

PLANT

d

ENCODER

de

CHAN.
COM.

DECODER

û

CONTROLLER x̂
qk

qk
+

+

κ(x̂,ν)

Figure 1: Limited information feedback with exogenous
perturbations, measurement errors and uncertainties.

At each reception of a symbol, that is, at each time
instant kτ, k ∈ N, the decoder computes the state es-
timate that will be used in the applied feedback law.
The decoding is necessarily imprecise due to the lim-
ited bandwidth of the channel. This imprecision is re-
inforced by the uncertainty on the plant parameter µ,
by the presence of exogenous disturbances d and by
the possible measurement errors de. We assume that
only a constant1 approximation ν ∈ P of the (possi-
bly time-varying) parameter vector µ is available and
define µ−ν =: dp ∈ Rp as the parameter uncertainty.
Our first assumption imposes that, without communi-
cation constraints, the plant (1) can be stabilized by a
state-feedback law that makes it ISS with respect to
exogenous disturbances, parameter uncertainties and
measurement errors.

Assumption 1 (ISS of the nominal plant). There ex-
ists a continuous feedback law κ : Rn×Rp → Rn, a
continuously differentiable function V : Rn → R and
class K∞ functions α,α,α,χ,Γ,γ such that, for all
x ∈ Rn, d ∈D , dp ∈ P and de ∈ Rn,

α(|x|)≤V (x)≤ α(|x|),

|x| ≥ χ(|d|)+Γ(|dp|)+ γ(|de|) ⇒ (2a)

1In a second stage one may think of implementing an
adaptive control strategy.
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∂V
∂x

f (x,µ,κ(x+de,µ+dp),d)≤−α(|x|) . (2b)

Based on the Lyapunov characterization of ISS
systems (Sontag and Wang, 1995), condition (2) is
equivalent to ISS of (1) with respect to d, de, dp (at
least locally as far as d and dp are concerned). As-
sumption 1 therefore constitutes a strong requirement,
but the following remarks may help establishing it in
some particular contexts.
Remark 1 (Systems in strict feedback form). For all
systems in strict feedback form it is possible to achieve
conditions of Assumption 1. Indeed, back-stepping al-
lows to iteratively make each subsystem ISS with re-
spect to (d,dp,de), using part of the state as a “vir-
tual” control input. See (Freeman and Kokotovich,
1993) for details.
Remark 2 (Globally Lipschitz systems). The condi-
tions of Assumption 1 can be achieved for all systems
which can be stabilized by a globally Lipschitz state
feedback that makes it ISS with respect to actuation
errors. Indeed if L denotes the global Lipschitz con-
stant of the nominal control law κ, then the effects
due to parameter uncertainties dp and measurement
errors de can be described explicitly as an input dis-
turbance d̃ satisfying |d̃| ≤ L |dp|+ L |de|. Hence,
if γ ∈ K∞ is the ISS gain, the presence of measure-
ment errors and parameter uncertainties simply adds
γ(|d̃|) ≤ γ(2L |dp|) + γ(2L |de|) to the solution esti-
mate of the closed-loop solutions, hence proving ISS
with respect to (dp,de). Note that all systems which
can be made ISS by differentiable bounded control
trivially satisfy this global Lipschitz condition. Cf.
e.g. (A.Isidori, 1999, Chapters 12,13,14)/

4 QUANTIZED CONTROLLER

In this section, we extend the encoding-decoding pro-
cedure presented in (Liberzon and Hespanha, 2005)
and (Persis and Isidori, 2004) to take into account
exogenous disturbances, measurement errors and pa-
rameter uncertainties. We assume that measurement
errors are bounded by some constant E > 0 such that

‖de‖ ≤ E. (3)

4.1 Quantization Region

Given an estimate x̂ of the actual state x, the quantiza-
tion region Q is defined by its centroid x̂ and its radius
L > 0 as

Q := B(x̂,L).
Due to measurement errors, the information available
to the encoder about the system state, i.e. x+ de, be-
longs to the quantization region Q if and only if the

estimation error e := x− x̂+de is small enough, that
is |e| ≤ |x− x̂|+ |E| ≤ L. Note that the presence of the
estimation error e results from the combined effects
of quantization (x− x̂) and measurement errors (de).
Given the number Nn of symbols that can be trans-
mitted through the communication channel, we parti-
tion the quantization region into Nn identical hyper-
cubes. Q is then updated according to the encoding-
decoding procedure described below.

4.2 Dynamics of the Encoder

At each step k ∈ N, the centroid update law is given
by the following hybrid dynamics

˙̂x = f (x̂,ν,κ(x̂,ν),0), (4a)
∀t ∈ [kτ,(k+1)τ),

x̂(kτ) = ĉ(kτ), k 6= 0, (4b)
x̂(0−) = 0, (4c)

where ĉ(kτ) is the centroid of the sub-region of Q (kτ)
in which x(kτ)+de lies. This sub-region is identified
by the variable qk, which constitutes the output of the
encoder. In other words, qk ∈ N≤Nn denotes the in-
dex of the sub-region of Q (kτ) to which x(kτ) + de
belongs. Then, given some Λ > 1 (we will make it
precise in the sequel) and any ball of initial conditions
B(0,∆) with ∆ > 0, the radius update law is given, at
each step k ∈ N, by the following dynamics

L((k+1)τ) = Λ

(
L(kτ)

N
+E

)
+E , (5a)

L(0) = ∆+E . (5b)

This radius update law is a natural extension of the al-
gorithms proposed in (Liberzon and Hespanha, 2005;
Persis and Isidori, 2004). It takes into account pos-
sible measurement errors. We will show in the se-
quel (cf. Claim 2) that such a dynamics leads to a
sequence {L(kτ)}k∈N that decreases up to a constant
depending on E, Λ and N. This in turn imposes a
decrease of the estimation error, modulo the measure-
ment errors, as long as dynamics (5) applies. The idea
behind this dynamics can be roughly summarized as
follows. The parameter Λ > 1 accounts for the ex-
pansiveness between sampling times. The constant E
appearing inside the brackets of (5a) accounts for the
case in which the encoder individuates a wrong sub-
region due to measurements errors. In such a situation
the error between the real and the measured state is
indeed less than the size of the sub-region, L(kτ)/N,
plus the measurement error. The second E appearing
in (5a) prevents the measured state from falling out of
the quantization region while the real one is inside.
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Note that, as long as x(kτ)+de lies in Q (kτ), the
estimation error satisfies |e(kτ)| ≤ ē(kτ), where

ē(kτ) :=
L(kτ)

N
+E, ∀k ∈ N, (6)

is the maximum quantization error. Hence, at each
sampling time, the quantization procedure individu-
ates a hypercube B(x̂(kτ), ē(kτ)) to which x(kτ) be-
longs, provided that x(kτ)+de ∈ Q (kτ).

However, due to uncertainties and disturbances, it
may happen that x(kτ)+ de falls out of the quantiza-
tion region anyway. Indeed, the expansion factor Λ

in (5a) ensures that the updated quantization region
is large enough to contain the measured state only if
the quantization error is large compared to the distur-
bances (see the proof of Theorem 1 for details). This
situation is defined as an overflow. It is represented
by the symbol qk = 0. In particular, as detailed in the
proof of Theorem 1, an overflow can happen at time
(k+ 1)τ only if the maximum quantization error (6)
at time kτ is strictly smaller than the size of pertur-
bations and uncertainties. If an overflow occurs at the
k0th sampling time, k0 ∈N>0, the encoder updates the
quantization region as follows:

x̂(k0τ) = x̂(k0τ
−), (7a)

L((k0 +1)τ) = Λ(E +E)+E, (7b)

where E ∈ R>0 will be defined later on. This means
that the hypercube individuated by the quantization
procedure (to which x(kτ)) belongs, is no longer
B(x̂(kτ), L(kτ)

N +E), but rather B(x̂(kτ),E +E), while
the rest of the update law remains as in (4),(5).

4.3 Dynamics of the Decoder

By implementing the same evolution laws as
(4),(5),(7), the decoder is able to reconstruct the evo-
lution of the state estimate x̂ from the knowledge of
{qk}k∈N.

4.4 Controller

Inspired by the principle of certainty equivalence, and
in view of Assumption 1, the applied control input is
given by

û(t) = κ(x̂(t),ν), (8)

where x̂(·) is given by (4),(5),(7).

5 MAIN RESULTS

Our first result establishes robustness properties of
the closed-loop system with the proposed limited-

information feedback in the case the number of trans-
mittable bits is fixed and the sampling period can be
adjusted arbitrarily.

Theorem 1 (Fixed N). Let Assumption 1 hold for the
system (1). Then, there exist class K∞ functions χ,Γ,γ
and, given any compact sets P ⊂ Rp and D ⊂ Rd ,
any constant ∆ ∈ R>0 and any N ∈ N>1, there exist
positive constants τ,Λ,E,E and a class K L function
β such that the trajectories of the closed-loop system

ẋ = f (x,µ, û,d), (9)

where û(t) is the output of the digital controller de-
fined by (4),(5), (7),(8), satisfy, for all x(0) ∈ B(0,∆),
all ν ∈ P , all µ : R≥0 → P , all d : R≥0 → D and all
de : R≥0→ B(0,E),

|x(t)| ≤ β(∆, t)+χ(‖d‖)+Γ(‖µ−ν‖)+δ, (10)

where δ := γ

(
Λ(E +E)+

(
2+ Λ+1

1− Λ
N

)
E
)
.

Theorem 1 states that (9) is semiglobally ISpS
(Input-to-State practically Stable) in the sense of
(Jiang et al., 1994) with the proposed quantized con-
trol strategy. Our proof, provided in Section 8.1, is
constructive. The utilized bit-rate, given by log2(N

n)
τ

,
is fixed by the condition that quantization resolution,
given by N−1, is small enough to compensate for the
expansiveness of the system between sampling times
Λ. An upper bound on this expansiveness expressed
in terms of the (local) Lipschitz constant of the system
L , is given by

Λ := eLτ.

Based on the size of the initial conditions ∆, our
control strategy permits to build a forward invariant
region where the constant L can be computed (cf.
Claim 1 below). The explicit condition on the data
rate used in the proof is then given by

ΛN−1 < 1.

It is interesting to note that the required data-rate is the
same as in (Liberzon and Hespanha, 2005), modulo
the size of the constructed forward invariant region.

The comparison functions involved in (10) can be
explicitly given

β(·, t) = α
−1(α(2γ(·)γ(e−λt))),

χ(·) = α
−1(α(4χ(·))),

Γ(·) = α
−1(α(8Γ(·))),

γ(·) = α
−1(α(8γ(·))) .

where λ :=− 1
τ

ln
(

Λ

N

)
, and the K∞ functions α,α,γ,χ

and Γ are defined as in Assumption 1. We note that,
since the function χ does not depend on the parame-
ters of the of the controller, but only on the nominal
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comparison functions introduced in Assumption 1, it
is possible for a class of control and disturbance affine
systems to find a continuous feedback law for any de-
sired ISS attenuation gain χ (Praly and Wang, 1996;
Teel and Praly, 1998).

Due to the particular design of the encoding-
decoding procedure, measurement errors no longer
appear as an input. Indeed, their effects are embed-
ded in the last term of (10), which depends only on the
parameters of the digital controller. As already antic-
ipated, the constant Λ is an estimate of the expansion
of the system between two successive sampling times.
On the other hand, the constants E and E are propor-
tional to the upper bound on the size of disturbances-
uncertainties and measurement errors, respectively. In
particular E is defined in (3) and

E = Λmax

{
sup

µ,ν∈P
|µ−ν|, sup

d∈D
|d|

}
.

Hence, the last term in (10), which constitutes an up-
per bound to the steady-state error, is a continuous
function of the known upper bound on the size of
exogenous disturbances, that vanishes at zero. This
guarantees that the steady-state error is small if distur-
bances are small, provided a sufficient knowledge of
the plant. Moreover, when no perturbations apply, we
recover the exact same result as (Liberzon and Hes-
panha, 2005).

Robustness to model uncertainties is the main
contribution of this work if compared to the existing
representative examples in the literature ((Kameneva
and Nešić , 2008) and (Sharon and Liberzon, 2007)).
In (Kameneva and Nešić , 2008) this lack of robust-
ness is due to the digital nature of the controller,
which is based on the exact dynamics or at most on
its discrete time approximation (cf. Equation (2) in
that reference). In (Sharon and Liberzon, 2007) this
possible lack of robustness comes from the fact that
ISS of the quantized closed-loop system is achieved
through a cascade reasoning from the quantization er-
ror (which is ISS with respect to external disturbances
thanks to the particular encoding/decoding strategy)
to the system’s state (which is ISS by hypothesis).
This is possible because the evolution of the quanti-
zation error is shown to be independent from both the
controller’s and the system’s state (cf. Equation (12)
in that reference). This is no longer achievable if one
introduces parametric uncertainties, as the state of the
controller is fed back in the evolution equation of the
quantization error. However, it would be interesting
to study if this lack of robustness persists if under As-
sumption 1. Then, it would be worth comparing the
“gains” given by the different methods. These studies
are not presented here.

Another contribution compared to (Sharon and
Liberzon, 2007) is the non-local characterization of
robustness, which turns out to be semiglobal. In
the statement of Theorem 2 in that reference, which
gives an extension of the proposed algorithm to non-
linear systems, the admissible set of initial condi-
tions and external disturbances are built starting from
the K∞ functions βcl and γcl , whose explicit expres-
sion depends on the Lipschitz constant of the system
(cf. proof of Theorem 1 in that reference). Indeed,
given a region where to define the Lipschitz constant
(|x| < lx and |w| < lw), it is possible to find the size
of the ball of admissible initial conditions ∆ and al-
lowed disturbances ε by satisfying the two relations
βcl(δ)+ γ(ε)< lx and ε < lw. It follows that the value
of ∆ and ε cannot be chosen a priori, and may re-
sult impossible to be arbitrarily enlarged, depending
on the explicit expression of the two K∞ functions βcl
and γcl . On the other hand, given a compact set of ini-
tial conditions and a bound on the size of exogenous
disturbances, it is not possible either to build the K∞

functions used in the statement of the theorem, as it is
not possible to build an “overshoot” region in which
the Lipschitz constant would be defined. These obser-
vations show that in (Sharon and Liberzon, 2007) the
extension to nonlinear systems is only local. In this
paper we give a constructive way to build the over-
shoot region starting from an arbitrary ball of initial
conditions and an arbitrary size for the exogenous dis-
turbances.

However, considering the superior performances
in the steady-state error of the algorithm proposed in
(Sharon and Liberzon, 2007) (ISS instead of ISpS),
one may think of implementing some switching strat-
egy between the two methods to benefit from the ad-
vantages of each procedure. In a first step the state
would be estimated with the algorithm proposed here
even in the case of parametric uncertainties. In a sec-
ond time, once the parameters of the systems have
been identified and the state has entered a sufficiently
small region around the origin, one would switch
to the algorithm proposed in (Sharon and Liberzon,
2007).

In case of overflow, the size of quantization region
is set to Λ(E+E)+E (cf. (7)). It may happen, in par-
ticular for large sampling periods or highly nonlinear
systems, that Λ gets big. In this case, the quantization
error may become very large as E depends linearly
on Λ (cf. (21)), leading to a drop in performances.
This can be easily avoided by using a suitable E in
the encoding-decoding procedure. Indeed it follows
from Claim 2 (see below) that, as long as no overflow
occurs, the size of the quantization region converges
to
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Q∞ := σ∞E,
where σ∞ denotes a positive constant (see (23) be-
low). It follows that the maximum quantization error
(6) converges from above to

e∞ =
(

σ∞

N
+1
)

E. (12)

As we show in the sequel (cf. (19)) an overflow can
occur only if the maximum quantization error gets
smaller than some constant η (defined in (16)), which
denotes an upper bound on the size of perturbations
and uncertainties. In other words, it suffices to set E
such that

e∞ ≥ η (13)
to avoid overflows. We then have the following theo-
rem, whose proof follows directly from that of Theo-
rem 1, together with Equations (12) and (13).
Theorem 2 (Fixed N - no overflows). Under the
assumptions of Theorem 1, the design parameters
τ,Λ,E,E can be picked in such a way that (10) holds

with δ = γ

((
1+ Λ+1

1− Λ
N

)
E
)
.

We point out that the size of the steady state error
δ defined in Theorem 2 can be either larger or smaller
than the one obtained in Theorem 1, depending on the
parameters involved.

We finally state a similar result for the case when
the sampling period is imposed by technological con-
straints and we can only adjust the number of trans-
mittable bits. In this context, it appears that, due to
the presence of exogenous perturbations, τ cannot be
chosen arbitrarily large, as it happens in the ideal case
(cf. (Liberzon and Hespanha, 2005)). This fact is de-
tailed in the proof, given in Section 8.4.
Theorem 3 (Fixed sampling period). Let Assump-
tion 1 hold for the system (1). Then, there exist
class K∞ functions χ,Γ,γ and, given any compact sets
P ⊂Rp, D ⊂Rd and any ∆∈R>0, there exists a time
τmax ∈ R>0 such that, for all τ ∈ (0,τmax), there exist
positive constants N,Λ,E,E and a class K L func-
tion β such that trajectories of the closed-loop system
(9), where û(t) is the output of the digital controller
defined by equations (4),(5), (7),(8), satisfy (10) for
all x(0) ∈ B(0,∆), all ν ∈ P , all µ : R≥0 → P , all
d : R≥0→D and all de : R≥0→ B(0,E). That is, (9)
is semiglobally ISpS.

We stress that the functions involved in the trajec-
tories estimate of this result are the same as for Theo-
rem 1.
Remark 3. Theorems 1, 2 and 3 can be easily gen-
eralized to non-constant sampling periods, provided
that the time between two samples does not exceed
the value τ defined in the above statements. /

6 ILLUSTRATIVE EXAMPLE

We check the application of our strategy on the con-
trol of a model of a DC motor with a load modeled
as a nonlinear torque. The uncertainty on the load
is modeled by unknown time-varying variables µ and
d1. Actuator errors are represented by an exogenous
disturbance d2:

ẋ1 = x2 +µx3
1 +d1

ẋ2 = u+d2.

For the needs of the numerical simulations, we
have chosen µ(t) = 1+Psin(t), d1(t) = Dsin(t) and
d2(t) = Dcos(t). At each sampling time the measure-
ment available to the encoder is perturbed by the mea-
surement error de(t) = E(sin(t),cos(t))T . The sys-
tem being in strict feedback form, we follow (Free-
man and Kokotovich, 1993) to construct a continu-
ous ISS feedback law. We assume that only 2 bytes
can be transmitted at each sampling time. Our aim
is to stabilize every solution starting in B(0,10) (i.e
∆ = 10) assuming the following values for the per-
turbation amplitudes, P = 0.5, D = 1.0, E = 0.1.
Note that this correspond to a 50% uncertainty on the
load parameter. Our control scheme with parameters
τ = 0.1s, Λ = 64, E = 64, E and ν = 1 successfully
stabilizes the system (cf. Figure 2).

0 1 2 3 4 5 6 7 8 9 10
0

2

4

6

8

10

12

time (s)

| x
 |

Figure 2: Evolution of the norm of the state from x(0) =
[−10,−10].

Since E > 0, the size of the quantization region
remains sufficiently large (i.e e∞ ≥ η, cf. (13)) and
no overflow occurs, as stated by Theorem 2. If an
overflow had occurred then the size of the quantiza-
tion region would have jumped to Λ(E +E)+E (cf.
(7)), leading to a big drop in performances. This il-
lustrates the fact that, even when no measurement er-
ror applies, setting an appropriate E > 0 may be very
profitable in practice.

For ∆ = 5, and the same parameters, the sampling
period can be taken as large as 0.3s. We point out that
the good performance of our strategy are also due to
the ISS characteristics of the feedback strategy pro-
vided in (Freeman and Kokotovich, 1993).
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In conclusion, with only two bytes, with a sam-
pling period of the order of the plant’s time scale,
and with disturbances magnitude of the order of the
nominal controlled dynamics values, our proposed
approach succeeds in stabilizing the system, with a
steady-state error of the same magnitude as the per-
turbations.

7 CONCLUSIONS

The proposed strategy for limited-information feed-
back control of nonlinear plants is shown to be robust
to exogenous disturbances and measurement errors,
even in presence of parametric uncertainty. Its appli-
cation is illustrated by the numerical simulation of a
DC motor control. Possible future extensions concern
output feedback (see (Sharon and Liberzon, 2008) for
a representative example) and robustness to delays.

8 PROOF OF THE MAIN
RESULTS

8.1 Proof of Theorem 1

Contraction of the quantization region: Suppose there
are no measurement errors, i.e E = 0. Then we want
the estimation error to decrease as long as no overflow
occurs, that is, as long as x(kτ) ∈ Q (kτ), we impose
L(kτ)< L((k−1)τ). This means, in view of (5), that

Λ

N
< 1. (15)

Divergence between sampling times: During the
time intervals separating two consecutive sampling
times, the estimation error may increase. To eval-
uate this expansion, let us assume that a number
Ŵ > 0 is known2 such that x(t)+ de ∈ B(0,Ŵ ) and
x̂(t) ∈ B(0,Ŵ ) for all t ≥ 0. In this case, it re-
sults from the continuity of κ that, for all t ≥ 0,
|û(t)| ≤ maxx̂∈B(0,Ŵ ),ν∈P |κ(x̂,ν)| =: U < ∞. Let
L(Ŵ ) be the Lipschitz constant of f over the re-
gion {(x,µ,u,d) ∈ Rn+p+m+h : |x| ≤ Ŵ ,µ ∈ P , |u| ≤
U,d ∈ D}, then, in view of (4) and exploiting
the Bellman-Gronwell Lemma, it holds that, for
all x, x̂ ∈ B(0,Ŵ ), d

dt |e(t)| ≤ | f (x,µ(t), û,d(t)) −
f (x̂,ν, û,0)| ≤ L(Ŵ )max{|e(t)|,η(t)}, where η(t) =
max{|µ(t)−ν|, |d(t)|}. Note that η(t)≤ η, where

η = max

{
sup

µ′,ν′∈P
|µ′−ν

′|, sup
d′∈D
|d′|

}
. (16)

2We will demonstrate the existence of such Ŵ , by con-
structing it, in the sequel (cf. Claim 1).

Hence, it holds that, for all t 6= kτ, k ∈ N,
|e(t)| ≥ η(t) ⇒ d

dt |e(t)|= L(Ŵ )|e(t)|, and
|e(t)|< η(t) ⇒ d

dt |e(t)|= L(Ŵ )η(t).
By the fact that |e(0)|eL(Ŵ )t < |e(0)|+ηL(Ŵ )t only
if |e(0)| < η

L(Ŵ )t
eL(Ŵ )t−1

≤ η, it follows that, for all t ∈
[0,τ],

|e(0)| ≥ η ⇒ |e(t)| ≤ |e(0)|eL(Ŵ )t . (17)

Defining Λ = eL(Ŵ )τ, we can give a natural interpre-
tation to (5). The constant N−1 describes the effect of
measuring the state, which individuates a smaller hy-
percube to which the state belongs, while Λ describes
the increase in the size of this hypercube during the
time before the next sampling to make sure the state
belongs to the new quantization region. Recalling that
|e(kτ)| ≤ ē(kτ) for all k ∈ N, we claim that

ē(kτ)≥ η ⇒ |e((k+1)τ−| ≤ Λē(kτ), (18)

that is x((k+ 1)τ) ∈ Q ((k+ 1)τ) and, consequently,
qk+1 > 0 (i.e. no overflow at step k + 1). Indeed,
note that if η ≤ |e(kτ)| ≤ ē(kτ), then (18) follows
from (17), while, if |e(kτ)| < η, there exists t̃ :=
min{t ≥ 0 : |e(kτ)|+ ηL(Ŵ )t ≥ η}. If t̃ ≥ τ then
|e((k + 1)τ−)| < η < Λē(kτ), while, if t̃ < τ, then,
by (17), |e((k+1)τ−)| ≤ ηe(τ−t̃)L(Ŵ ) < Λη≤Λē(kτ),
which shows (18).

Furthermore, by reversing (18), we obtain that
|e((k + 1)τ−| > Λē(kτ) only if ē(kτ) < η, that is,
defining E = supd′e∈E |de|, |e((k+1)τ−|+E > L((k+
1)τ) only if ē(kτ)< η, which implies that an overflow
may occur only when the maximum quantization er-
ror (6) is below the bound η:

qk+1 = 0 ⇒ ē(kτ)< η. (19)

Moreover, we establish the following upper bound on
the size of the estimation error right before an over-
flow:

qk+1 = 0 ⇒ |e((k+1)τ−)|< Λη. (20)

Note that, from (19), there exists a time t̃ ′ := min{t >
0 : |e(kτ)|+ ηL(Ŵ )t ≥ η}. If t̃ ′ ≥ τ then |e((k +
1)τ−)| ≤ η < Λη. On the other hand, if t̃ ′ < τ then,
by (17), |e((k + 1)τ−)| ≤ ηe(τ−t̃ ′)L(Ŵ ) < Λη, which
establishes (20).

Trajectory boundness: Fix any Λ > 1 and let

E = Λη . (21)

By equation (20) and as long as x(t)+ de ∈ B(0,Ŵ ),
this implies that, in the eventuality of an overflow at
time k0τ (i.e. qk0 = 0),

x(k0τ),x(k0τ)+de ∈ B(x̂(k0τ),E +E) , (22)
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In view of (19) and (7), this implies that x((k0+1)τ)∈
Q ((k0 +1)τ), that is qk0+1 > 0. This means that it is
not possible to have two successive overflows.

Let Ωc := {x ∈ Rn : V (x)≤ c}, where
c = α

(
χ(supd′∈D |d′|) + Γ(supµ′,ν′∈P |µ′ − ν′|) +

γ
(

max
{

∆+E +σ∞E,Λ(E +E)+E
}))

,
where σ∞ is defined as

σ∞ := (Λ+1)N/(N−Λ) . (23)

Let

Ŵ :=W +max
{

∆+E +σ∞E,Λ(E +E)+E
}
, (24)

W := max
{

∆,supx,z∈Ωc
|x− z|

}
, (25)

and pick the sampling period τ as τ = ln(Λ)
L(Ŵ )

. We prove
the following in Sections 8.2 and 8.3 respectively.

Claim 1. The solutions of the closed-loop system sat-
isfy |x(t)| ≤W , |x̂(t)| ≤ Ŵ , ∀t ≥ 0.

Claim 2. As long as no overflow occurs, it holds that
|e(t)| ≤ e−λtL(0)+σ∞E, where λ =− 1

τ
ln
(

Λ

N

)
Conclusion: From the proof Claim 1, it results

that, for all t ≥ 0, |e(t)| ≤ max
{
(∆ + E)e−λt +

σ∞E,Λ(E + E) + E
}
≤ ∆e−λt + Λ(E + E) + (2 +

σ∞)E, ∀t ≥ 0. From Assumption 1, this implies that
the trajectories of the closed loop system (9), with pa-
rameters {N,τ,Λ,E,ν,E}, satisfy

|x(t)| ≤ α−1
(

α

(
γ(∆e−λt) + χ(‖d‖) + Γ(‖µ− ν‖) +

γ(Λ(E +E)+(2+σ∞)E)
))

,

for all x(0) ∈ B(0,∆), all ν ∈ P , all µ : R≥0→ P , all
d : R≥0 → D and all de : R≥0 → B(0,E). From this
and from the fact that σ(a+ b) ≤ σ(2a)+σ(2b) for
all nondecreasing function σ and all a,b≥ 0, the the-
orem is proved with

β(·, t) = α
−1(α(2γ(·)γ(e−λt))) (26a)

χ(·) = α
−1(α(4χ(·))) (26b)

Γ(·) = α
−1(α(8Γ(·))) (26c)

γ(·) = α
−1(α(8γ(·))) . (26d)

8.2 Proof of Claim 1

Let Θ := inf{t ∈ R>0 : |x(t)|>W or |x̂(t)|> Ŵ}.
This time is well defined as |x(0)| ≤ ∆ ≤ W and,
from the fact that q0 > 0 by construction, x̂(0) ∈
B(0,∆+E) ⊂ B(0,Ŵ ). For all t ∈ [0,Θ), L(Ŵ ) can
be correctly interprated as an upper bound on the ex-
pansion of the system. In particular, Claim 2, (19) and
(20) hold for all t ∈ [0,Θ).

Define k0τ as the time of the first overflow. Then,
by Claim 2, it holds that, for all t ∈ [0,min(Θ,(k0−
1)τ)), |e(t)|< L(0)e−λt +σ∞E ≤∆+E+σ∞E, where

λ =
| ln( Λ

N )|
τ

.
If Θ < (k0 − 1)τ, then, from Assumption 1 and
(A.Isidori, 1999, Section 10.4), it results that
the set Ωc̃ = {x ∈ Rn : V (x) ≤ c̃}, where c̃ :=
α(χ(supd′∈D |d′|)+Γ(supµ′,ν′∈P |µ′−ν′|)+γ(∆+E+

σ∞E)), is an invariant attractive set, and, noting that
c̃ ≤ c, it follows that Ωc̃ ⊆ Ωc, which, by the defi-
nition of W in (25), implies |x(t)| ≤ W for all t ∈
[0,Θ]. This in turn ensures that supt∈[0,Θ] |x̂(t)| ≤
W + supt∈[0,Θ] |e(t)| ≤ W + ∆ + E + σ∞E ≤ Ŵ (cf.
(24)). This contradicts the definition of Θ and hence
we conclude that Θ≥ (k0−1)τ.

If Θ ∈ [(k0−1)τ,k0τ), then, by (19) and (20) and
the definition of E in (21), it results that |e(t)| < E
for all t ∈ [t0 − τ,Θ]. With the same arguments as
before, this contradicts the definition of Θ and hence
we conclude Θ≥ k0τ.

If Θ ∈ [k0τ,(k0 +1)τ), by E > η and (22), we get
that |e(t)| ≤ Λ(E +E) for all t ∈ [k0τ,Θ], again con-
tradicting the definition of Θ. Hence we can conclude
Θ≥ (k0 +1)τ.

If Θ = (k0 + 1)τ, then by construction qk0+1 > 0
and |e((k0 + 1)τ)| ≤ L((k0 + 1)τ) = Λ(E + E) + E,
again contradicting the definition of Θ. Hence Θ >
(k0 +1)τ.

The system properties established along the whole
proof being uniform in time, we can set t ′ = t− (k0 +
1)τ and apply the same arguments with new “initial”
condition L(0) = Λ(E +E) +E until the next over-
flow. By reiterating for successive overflows, we con-
clude Θ = ∞, which is enough to prove the claim.

8.3 Proof of Claim 2

The first line in (5), can be rewritten as

L(kτ) = RkL(0)+E(Λ+1)
k

∑
i=0

Ri < L̃(kτ), (27)

where L̃ : R≥0→ R>0 is defined as

L̃(t) = Rt/τL(0)+E(Λ+1)
∞

∑
i=0

Ri, (28)

and R := Λ/N < 1 (cf. (15)).
If Λ is chosen appropriately to compensate for er-
ror divergences between sampling times, if no over-
flow occurs, then, recalling the definition of the maxi-
mum quantization error (6), forall t ∈ [kτ,(k + 1)τ),
|e(t)| ≤ Λ

t−kτ
τ

(
L(kτ)

N +E
)

. Substituting (27) in the
this equation, we obtain that, for all t ∈ [kτ,(k+1)τ),
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|e(t)| ≤
(

Λ

N

)t/τ
L(0) + Λ

t−kτ
τ

N E(Λ + 1)∑
k
i=0
(

Λ

N

)i
+

ΛE < L̃(t). Recalling finally that the geometric se-
ries in the definition of L̃ (28) converges, ∑

∞
i=0
(

Λ

N

)i
=

N
N−Λ

, this finishes to establish Claim 2 by recalling
the definition of σ∞ in (23) and by noticing that the
error can only decrease at the sampling times.

8.4 Proof of Theorem 3

The proof follows along the same lines as that of The-
orem 1. The difference stands in the fact that Λ can no
longer be chosen arbitrarily. Instead, given any τ > 0,
we define Λ = eL(Ŵ )τ, where Ŵ is defined as before
(cf. (24)). Note that Λ enters the definition of Ŵ , in
particular Ŵ and L(Ŵ ) are both continuous increas-
ing functions of Λ. Hence, Λ is required to satisfy the
following two equations Λ = eL(Ŵ )τ and Ŵ = Ŵ (Λ).
This set of equations admits other solutions than the
trivial one (Λ = 1, τ = 0) provided that

τeL(Ŵ (Λ))τ d
dΛ

L(Ŵ (Λ))
∣∣∣
Λ=1

< 1 .

By continuity of the equations in τ and Λ, we con-
clude that there exists τmax > 0 such that a solution
exists for all τ ∈ (0,τmax). The rest of the proof fol-
lows that of Theorem 1.
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Abstract: The tracking of mobile targets using Distributed Kalman Filters in a Wireless Sensor Network (WSN) is 
addressed in this paper. In contrast to the Kalman Filter implementations reported in the literature, our 
approach has the Kalman Filter running on only one network node at any given time. The knowledge 
learned by this node, i.e. the system state and the covariance matrix, is passed on to the subsequent node 
running the filter. Since a finite subset of the sensor nodes is active at any given time, target tracking can be 
accomplished using lower power compared to centralized implementations of the Kalman Filter. Numerical 
simulations demonstrate that the proposed algorithm is robust to measurement noise and changes in the 
velocity of the target. The results in this paper show that the proposed technique for target tracking will 
result in significant savings in power consumption and will extend the useful life of the WSN. 

1 INTRODUCTION 

Surveillance of remote inaccessible areas and the 
detection and tracking of intruders are some of the 
important applications of Wireless Sensor Networks 
(WSNs). Research in WSNs has addressed several 
important issues in optimal deployment, coverage, 
routing, and energy efficiency of the WSNs 
(Akyildiz, Su, Sankarasubramaniam, and Cayirci, 
2002; Al-Karaki and Kamal, 2004; Cardei, Thai, Li, 
and Wu, 2005; Chiang, Wu, Liu, and Gerla, 1997; 
Watfa and Commuri, 2006a, 2006b) Diffusion and 
directed diffusion approaches have been proposed to 
address coverage, routing, discovering, and sensing 
fusion issues in WSNs (Intanagonwiwat, Govindan, 
and Estrin, 2000). The application of WSNs in 
surveillance and monitoring of target areas have also 
been widely researched (Chen, Gonzalez, and 
Leung, 2007). While the results presented in these 
papers are encouraging, their applicability in low 
cost WSNs with large measurement noise and faulty 
measurements is fraught with problems. In recent 
years, Kalman Filters have been proposed to address 
the uncertainty and the noise in the measurements 
(Rao and Durrant-Whyte, 1991; Olfati-Saber, 2007; 
Alriksson and Rantzer, 2007; Olfati-Saber and 
Shamma, 2005; Cattivelli, Lopes, and Sayed, 2008; 

Uhlmann, 1996; Kim, West, Scholte, and 
Narayanan, 2008; Mutambara, 1998; Hashemipour, 
Roy, and Laub, 1998). Both centralized and 
distributed implementation of the Kalman Filter was 
proposed to make their use suitable to WSN 
applications. However, these techniques are still 
power intensive and require significant amounts of 
onboard power for communication and computation. 

Two classes of Kalman filtering approaches have 
been implemented in WSNs. The first approach is 
centralized Kalman Filters (Rao, et al., 1991) where 
every sensor node takes measurements and 
communicates with the other nodes while 
simultaneously performing its own version of 
Kalman Filter. In this approach, the sensor nodes’ 
power will be depleted quickly because of excessive 
measurements and inter-node communication. 
Moreover, it is sometimes impractical for a sensor 
node to communicate with all the other nodes due to 
limitation of communication ranges. The second 
method is distributed Kalman Filters (Olfati-Saber, 
2007; Olfati-Saber, et al., 2005; Cattivelli, et al., 
2008) where every neighbor node runs its own 
version of the Kalman Filter and shares the 
information with all other neighbors to reach the 
consensus of the system. The approaches above are 
distributed in processing. The number of neighbor 
nodes determines how expensive the algorithms are 
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in terms of power consumption and communication 
complexity. Consequently, these approaches are not 
efficient because they require extensive inter-
communication among neighbor nodes. In 
comparison with the distributed version of Kalman 
Filter in literature (Rao, et al., 1991; Olfati-Saber, 
2007; Alriksson, et al., 2007; Olfati-Saber, et al., 
2005; Cattivelli, et al., 2008; Hashemipour, et al., 
1998), our version of the distributed Kalman Filter 
simplifies computational burden and reduces inter-
node communication. Thus, the total power 
consumption in the entire sensor network is lower 
than that reported elsewhere in the literature. 

Our approach is different from the above work in 
the sense that the Kalman Filter is implemented in a 
distributed fashion across the WSNs. At a given 
instant, only one master node runs the Kalman Filter 
using the measurement inputs from its neighbors and 
shares the estimated knowledge with the subsequent 
master node. The neighbors within a certain distance 
from the target measure the distance to the target, 
and transmit measurements to the master node. On 
one hand, the procedure significantly reduces the 
communication costs among the neighbor nodes in 
comparison with the algorithms proposed in (Rao, et 
al., 1991; Olfati-Saber, 2007; Alriksson, et al., 2007; 
Olfati-Saber, et al., 2005; Cattivelli, et al., 2008; 
Hashemipour, et al., 1998). On the other hand, since 
the master node alone executes the Kalman Filter 
and the neighbor nodes only perform measurement 
functions, the complexity of the WSN is greatly 
reduced.  

Another contribution of this paper is that the 
master node determines the direction and velocity of 
the intruder and wakes up appropriate sensor nodes 
in the direction of the target travel. As the target 
moves into the sensing range of a sensor node, it is 
already activated and is ready to take measurements. 
Whereas the other nodes that are far away from the 
target are automatically turned off to save energy. 
The master node also decides to wake up sufficient 
nodes to take measurements. By knowing the 
maximum target’s velocity, the boundary nodes of 
the sensor field are activated in round robin fashion 
discussed in (Watfa, et al., 2006b) to save energy.  

Unlike other approaches mentioned above, we 
do not make an assumption about the linear 
movement of the target. In this paper, the distributed 
Kalman Filter is proposed to estimate the position of 
the target. This approach is validated through 
simulation examples and the results are compared 
with those represented in literature. We show the 
main contribution, the approach, validations, and 
comparison between our method and the previous 

work on distributed Kalman filtering. The algorithm 
was also able to track the target with random 
directions with acceptable estimated results. The 
estimation results showed that the model is robust to 
measurement noise and the change in velocity. The 
estimated knowledge of the Kalman Filter including 
system state and covariance matrix is passed directly 
to the subsequent master node where the Kalman 
Filter is run. Consequently, the performance of the 
distributed Kalman Filter is as good as that of the 
centralized Kalman Filter. 

The rest of the paper is organized as follows: 
Section 2 discusses the algorithm in details. In 
section 3, we show the numerical simulation. 
Section 4 and 5 are discussion and conclusion. 

2 ALGORITHM 

2.1 Problems and Assumptions 

A sensor field is densely deployed with sensor 
nodes. It is assumed that each node has 
omnidirectional sensing capability to measure the 
distance between the target and itself. Moreover, 
every node knows its coordinates in the sensor field, 
and all nodes are stationary. Initially, all the nodes 
except those at the boundary of the monitored area 
are assumed to be in sleep mode. Assuming that 
there is an intruder entering the sensor field with an 
unknown nonlinear trajectory and a known 
maximum velocity, the problem is to track the 
position of the intruder accurately. When a target 
moves in the sensor field, the nodes close to the 
target will automatically activate and sense the 
target.  

All sensing nodes are within one communication 
hop from the master node. The trilateration 
algorithm requires that every point in the field is 
covered by at least three sensor nodes.  

A node can be either the master node or a 
measurement node. Nodes take measurements and 
sends data to the master node if they are actively in 
the sensing region. Concurrently, the master node 
collects data from its neighbors, running estimation 
algorithms and broadcasting the information of the 
target to its neighbors, including the target’s current 
coordinates and direction. Depending on the 
information from the master node, the neighbor 
nodes around the target automatically turn off when 
they are not in the region of activation R around 
which is defined as the following  .

The target, represented by څ symbol shown in 
Figure 1, is moving in horizontal direction. The 
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region R is defined by the circle radius ܴଵ, the radius 
of ܴଶ and angle 2α – the region limited by the bold 
line. R2, R1, and Ra (R2 > R1 > Ra) are activation 
radius, sensing radius, and measurement radius 
respectively. All the sensor nodes inside the region 
of activation R are activated, while the nodes outside 
the region are in sleep mode to save power. All the 
nodes inside the circle (O, R1) can sense the target 
while no node outside can detect the target. 
However, only nodes inside the circle (O, Ra) are 
actively taking measurements and reporting the data 
to the master node. This is done to account the 
imprecision in the location information of a given 
sensor node. For example, if there is 20% 
uncertainty in measurement accuracy then the 
solution R1=1.2Ra can ensure that there are no 
sensor nodes outside the circle (O, R1) that can 
detect the target څ. Assuming that the maximum 
target velocity is known, and the direction of the 
target does not change sharply. The selection of 
R2=1.8Ra and 2ߙ ൌ 60can guarantee the sensors in 
the moving direction of the target are activated in 
advance. Thus, the WSN can track the target 
continuously without any interruption. 

 

Figure 1: The target represented by څ at point O. The 
boundary of the region of activation R is limited by line 
AB, curve BC, line CD and curve CA (the bold line 
above). The curve BC is formed by part of the circle (O, 
R2). No nodes outside circle (O, R1) can sense the target. 
All the nodes inside R are activated. However, only the 
sensors inside the circle (O, Ra) are actively taking 
measurement. 

2.2 Settings 

Initially, the sensor nodes in the boundary of the 
field are on to detect intruders while the all other 
sensors are off. If the maximum velocity of a target 
is known, then the boundary nodes can turn on and 
off periodically without losing the ability to track the 
incoming target according to (Watfa, et al., 2006b). 
When the boundary nodes detect an intruder, the 

region R is formed and the nodes inside are 
activated.  

A master node is selected depending on two 
criteria: the distance to the target and power residual. 
The sensors inside the circle with radius Ra take 
measurements and transfer the measured data to the 
master node. The master node runs the Kalman 
Filter and obtains the estimated position and the 
direction of the target. The master node broadcasts 
the learned knowledge of the target to its neighbors. 
After receiving the information, a node will turn on 
or off depending on whether it is inside or outside 
region R. 

2.3 Position Calculation 

After receiving the measurement from the target’s 
neighbor sensor nodes, the master node uses the 
trilateration and the least square algorithm to 
calculate the position of the target. 

Suppose there are k sensor nodes that are 
actively taking measurements whose coordinates are 
(x1, y1); (x2, y2); … (xk, yk), and measured distances 
from each nodes to the target are d1, d2 , … dk  
respectively.  

The least square solution of the target’s 
coordinate (xt, yt) is:   
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2.4 Power Consumption 

The transmitted power  ்ܲ௫, received power ோܲ௫, 
idle power ܲ and sleeping power ௦ܲ  are 1400 mW, 
1000 mW, 830 mW, and 130 mW respectively based 
on the power consumption analysis in (Watfa, et al., 
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2006b). From region R, the number of sensor nodes 
inside the circle radius ܴ is ܰ. ܰ is the number of 
sensor nodes outside the circle with radius of ܴ, but 
inside the region R. The number of sensor nodes in 
the sensor field and number of active sensor nodes in 
the boundary are ܰ and ܰ respectively. The total 
power consumption of the sensor field in one 
sampling cycle is calculated as owing.  foll

The ܰ  neighbors make ܰ transmissions and 
the master de r s


no eceives ܰ time . 

ܲ௦ ൌ ܰሺ ்ܲ௫  ோܲ௫ሻ (4)

The master node broadcasts the target position 
and its directions, and it makes one transmission. 
Each of ሺ ܰ  ܰ ሻ neighbors in the cone area 
receives the infor ation of t n . 


m he target o ce

ܲௗ௦௧ ൌ ሺ ܰ  ܰሻ ோܲ௫  ்ܲ௫   (5)

Each active node, except measurement nodes, 
consumes an amo  t energy  unt of he idle 

ܲௗ ൌ ሺ ܰ  ܰሻ ܲ   (6)

The other nodes are sleeping, and the total power 
consum sed by these node  is 

௦ܲ ൌ ሺܰ െ ܰ െ ܰ െ ܰሻ ௦ܲ (7)

Then to consu wer i

௪ܲ ൌ ܲ௦  ܲௗ௦௧  ܲௗ  ௦ܲ 

tal med po s  

(8)

2.5 Distributed Kalman Filter 

Local prediction (see (Rao, et al., 1991)) 
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Where ݖሺ݇  1ሻ is the target position calculated in 
(1). The knowledge passed to the subsequent master 
node )1|1()1|1( ++++ kkPandkkx

3 NUMERICAL EXAMPLES 

We will consider two scenarios to demonstrate the 
distributed Kalman Filter for target tracking. In the 
first, it is assumed that sensor nodes are uniformly 
distributed. This requirement is relaxed in the 
second scenario where the nodes are randomly 
deployed. It is assumed that there is no hole in 
coverage within the regions to be monitored, and 
every point is covered by at least three sensors.  

 

Figure 2: Example of sensor field and the trajectory of the 
target. The sensor nodes in the boundary of the field are 
always active. In the figure, all the nodes in the cone area 
around the target are activated. 

The sensor field is assumed to be a square of the 
dimension  10 ൈ 10 units as seen in Figure 2. By 
choosing the distance of any two closest nodes is 0.5 
units, the total number of uniformly distributed 
sensor nodes is 441. The target is assumed to move 
along the horizontal trajectory with the sinusoid 
velocity profile while the vertical coordinate remains 
at y = 5. In 10 seconds, the target travels between the 
coordinates (0, 5) and (10, 5). The sampling 
frequency is 200Hz and the simulation time is 10 
seconds. The following difference equations are 
used to model the dynamic behaviors of the moving 
target. 

ݔ ଵ  ା ൌ ݔܨ  ݓ
ݖ(11) ൌ ݔܪ   ݒ

Where ܨ ൌ ቂ1 0
ݐ߂ 1ቃ, ݔ ൌ ቂ

ݒ


ቃ,  ܪ ൌ ሾ0 1ሿ 
    

xk is the target velocity and and pk is target position 
in x the direction at time k. Δt is the sampling time. 

 

DISTRIBUTED KALMAN FILTER-BASED TARGET TRACKING IN WIRELESS SENSOR NETWORKS

57



 

Moreover, wk and vk are Gaussian distributed with 
zero mean state noise and measurement noise. From 
scenario 1 to scenario 4, the initial condition for the 
Kalman Filter is the same as the true value while it is 
nonzero in scenario 5. The sensor nodes are 
uniformly deployed in scenario 1 to scenario 5 while 
randomly deployed in scenario 6.  

Scenario 1: Without using the Kalman Filter, more 
sensors used in measurement results in better 
estimated tracking. As seen in Table 1, when the 
average measured sensor nodes increased from 4.5 
to 17.5, the noise variance decreased from 21.71 ൈ
10ିଷ to13.49 ൈ 10ିଷ. However, the trade off is the 
total power consumption of the network increases 
from 1.38× 105 to 2.09× 105 (mW). The power 
consumption analysis is shown in Figure 3.  

Table 1: Performance analysis. 

Average 
measured 
sensors 

Average 
active 

sensors 

Error 
variance 
without 
Kalman 

lter Fi

Error 
variance 

with 
Kalman 

lter Fi

Average 
total power 

consumption

  (ൈ10-3) (ൈ10-3) (mW × 105) 

4.5 9.3 24.71 3.63 1.38 

17.5 39.2 13.49 1.57 2.09 

60.4 139.9 7.03 0.98 4.48 

130.8 275.5 4.62 0.31 7.88 

279.1 416.2 5.43 0.10 12.60 

 
Figure 3: Without the Kalman Filter, the line number 1, 2, 
3, 4, and 5 have average measured sensor nodes of 4.5, 
17.5, 60.4, 130.8, and 279 respectively. For the line 
number 3 to 5, the total power consumption is fluctuated 
because when the target moves close to the boundary the 

number of active sensors is reduced. Then the total power 
consumption reduces. Line #1 and #2 are quite flat 
because in these scenarios the relatively small cone 
regions result in small difference in the number of active 
sensors when the target in the middle of the field and 
when it is close to the boundary. 

Scenario 2: When the Kalman Filter is used, the 
variance of the estimated error is smaller and Figure 
4 shows the smoother tracking performance 
compared to scenario 1. As shown in Table 1, by 
using the Kalman Filter, only an average of 4.5 
measured sensors is sufficient to achieve the error 
variance of 3.63ൈ 10ିଷ which is smaller 
than 5.43 ൈ 10ିଷresulted by an average of 279.1 
measured sensors without using Kalman filtering. 

 

Figure 4: Target's true trajectory is the solid black line, 
and its estimations using trilateration with the Kalman 
Filter and without the Kalman Filter are the solid gray line 
and the dashed black line respectively. The average 
number of measured sensors is 4.5, and the standard 
deviation of state noise and measurement noise are 0.01 
and 0.2 respectively. The Kalman Filter yielded both a 
smaller error variance and smoother estimated trajectory. 
As we zoom in two small sub figures, the estimated 
position is close to the true position when the target moves 
in a linear part of the sinusoid trajectory. Without using 
the Kalman Filter, the estimated trajectory is noisy. 

Scenario 3: When the number of average measured 
sensors and the sampling frequency are fixed, slower 
average velocity results in smaller estimated 
tracking error as shown in Figure 5. In this scenario, 
the sampling frequency is 200Hz, the standard 
deviation of state noise and measurement noise are 
0.01 and 0.2 respectively, and the average number of 
measured sensors is 6.3.  
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Figure 5: Average velocity increases as the estimated error 
has a larger standard deviation. 

Scenario 4: In this scenario, the sampling frequency 
is kept at 200Hz, average target velocity is three 
units per second and the average number of 
measured sensors is 6.5. In Figure 6, the standard 
deviation of state noise is fixed at 0.01 while the 
measurement noise has a standard deviation varying 
from 0.01 to 0.5. The variance of estimated error 
increases with the increase in measurement noise. In 
addition, with the same number of average measured 
sensors of 6.5, the smaller measurement noise leads 
to the better tracking performance. The tracking 
performance, shown in Figure 7, is better when the 
measurement noise is smaller.  

 

Figure 6: When the distance measurement is subjected to a 
larger noise, the variance of estimated tracking error 
becomes bigger. 

 

Figure 7: The true and the estimated trajectory with 
different measurement noise levels. The standard 
deviation of measurement noise is 0.5 in the left side while 
it is 0.04 on the right side. 

Scenario 5: When the master node does not share 
the knowledge of the target including the target state 
and the covariance matrix with the subsequent one, 
the subsequent master node has to run the Kalman 
Filter with the default initial conditions. Assuming 
that the difference between the initial position and 
the actual target position is the measurement error, 
the change in master nodes is indicated by the abrupt 
jumps in estimated error as shown in Figure 8. When 
there is a change in the master node, the Kalman 
Filter requires some extra time steps to converge. 

 

Figure 8: Without sharing the state vector and covariance 
matrix to the subsequently master node, each master node 
has to start the Kalman Filter from scratch. The 
measurement noise standard deviation is 0.2, while the 
number of average measured sensor nodes is 7.6. 

Scenario 6: As shown in Figure 9, when the sensor 
nodes are randomly distributed, we get similar 
results in comparison with the uniform scenario 
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shown in Figure 3. However, the power 
consumption is not as smooth as it is in the uniform 
scenario. Due to the random nature, there are more 
sensor nodes covering a specific point while fewer 
sensor nodes are covering other points. In order for 
our algorithm to work effectively, at least three 
sensor nodes must cover each point in the sensor 
field 

 

Figure 9: Power consumption of one sampling cycle in 
random deployment. There are 441 sensor nodes deployed 
in the sensor field of 10 ൈ 10. The line number 1, 2, 3, 4 
and 5 have average measured sensors of 3.4, 15.7 59.5, 
127.2, and 259.7 respectively. 

4 DISCUSSIONS 

The above results show that the distributed Kalman 
Filter implementation in a WSN is successful in 
tracking moving targets. The tracking error is small 
when the target follows a linear trajectory while 
nonlinear trajectories with high target velocities 
result in higher tracking errors. However, in all these 
scenarios, the tracking error is 12.5% smaller than 
that obtained in the absence of the Kalman Filter. In 
addition to the improved tracking performance, the 
distributed filter requires fewer nodes to be active at 
any given instant, thereby reducing the overall 
power consumption of the WSN. This is significant 
because the lowered power consumption increases 
the useful life of the WSN. 

The choice of the cluster head is determined by 
the residual power (P୰ୣୱ୧ୢ୳ୟ୪) of each node and its 
distance to the target. At each instant, every active 
node in the proximity of the target computes the 
weighted sum of its residual power and its distance 
to the target (D) as following ܹௗ ൌ ܦߙ 
ߚ ܲ௦ௗ௨ with constants α and β in the interval 

ሾ0, 1ሿ. A node will become the new master node if 
its weighted sum is smaller than that of the current 
master node. Consequently, the knowledge of the 
Kalman filtering is transferred from the current 
master node to the new one. 

5 CONCLUSIONS 

In this paper, a method for the target tracking 
problem using distributed Kalman Filter in WSNs is 
demonstrated. The algorithm is robust to changes in 
the velocity of the target and measurement noises. 
The algorithm reduces the total power consumption 
in the network in comparison with distributed 
Kalman Filter algorithms elsewhere in literature. 
Another contribution of the proposed algorithm is 
the activation of a reduced set of sensor nodes for 
target tracking.  Thus, sensor nodes further away 
from the target are inactive and thereby conserve 
power. Fewer active nodes also mean reduced 
communication among nodes. These two factors 
together increase the useful life of the WSN while 
provide accurate tracking in the presence of 
measurement noise and target uncertainty.  

The results presented in this paper assume that 
each sensor node knows its position accurately and 
share a common system clock with other nodes. This 
is not a detriment as results in time synchronization 
and localization already exist in the literature. Proof 
of the convergence of the tracking error and the 
stability of the overall system will be presented in an 
extended version of the paper. 
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Abstract: The oscillations present in control loops can cause damagesin industry. Canceling, or even preventing such
oscillations, would save up to large amount of dollars. Studies have identified that one of the causes of these
oscillations are the nonlinearities present on industrialprocesses actuators. This paper has the objective to
develop a methodology for removal of the harmful effects of nonlinearities. Will be proposed a parameters
estimation method to the Hammerstein model, whose nonlinearity is represented by dead-zone. The estimated
parameters will be used to construct the inverse model of compensation. A simulated level system was used
as test platform. The valve that controls inflow has a dead-zone. Results analysis shows an improvement on
system response.

1 INTRODUCTION

Inside industrial process there are hundreds of control
loops, which are mainly composed by sensors, actua-
tors, Programmable Logic Control (PLC) and Super-
visory Control and Data Acquisition (SCADA). The
control efficiency is, therefore, important to ensure
a high quality product and low cost production. So,
finding and solving control loop problems of a pro-
cess implies in reject reduction, better product ho-
mogeneity, lower production costs and higher rates
of production. Even an 1% energy or control effi-
ciency improvement means a huge economy in indus-
trial process, of millions of dollars (Desborough and
Miller, 2002).

Several studies related to control loop perfor-
mance indicate that the majority present deficient be-
havior, showing oscillations at process output. One of
those researches (Desborough and Miller, 2002) eval-
uated 26 thousand control loops and classified them
this way:

• 16% as excellent;
• 16% as acceptable;
• 22% as fair;
• 10% as poor;

• 36% as open loop.

Among the causes for this deficient performance
are included bad tune of controllers, wrong process
project, the incoming oscillatory perturbations and
the nonlinearities of the actuators. And those non-
linearities cause dead-band in actuators as well.

An audit made by a big producer of valves has
shown that 30% of the products presented about 4%
or more of dead-band and approximately 65% of the
valves had a dead-band higher than 2% (FISCHER,
2005). As most of the actions of regulatory control
consist of small variations in the order of 1% or less,
the control loops would not act effectively in the pro-
cess for responding to these small variations. For a
good performance, it is recommended that the con-
trol valve dead-band is about 1% or less (Campos and
Teixeira, 2007).

A point to mention is that 20 to 30% of the oscil-
lations in control loops are caused by nonlinearities
of the valves (Ulaganathan and Rengaswamy, 2008),
among which we can point out the static friction, hys-
teresis, backlash and dead-zone as the best known.
The compensation of the effects of such nonlineari-
ties would help in solving the problem of poor perfor-
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mance of about a quarter of the controllers present in
the industry.

The aim of this study is therefore to minimize or
cancel the oscillations observed in the outputs of in-
dustrial processes, which are caused by dead-zone in-
herent to the actuators of control loops.

The industrial processes were represented by the
Hammerstein model. Inverse models of nonlinearity
will be built based on dead-zone parameter estima-
tion. The intention is to make these inverse models
capable to compensate the nonlinearity, reducing the
oscillations and its harmful effects. It will be pro-
posed a method of parameter estimation for a Ham-
merstein model that contains as the non-linear part a
dead-zone.

2 MATHEMATIC MODELS

This section describes the mathematic models utilized
in dead-zone estimation and compensation methodol-
ogy. This methodology uses the Hammerstein model
to represent the industrial processes containing dead-
zone. Thereby, the linear part of Hammerstein model
is represented by Output Error model and the non-
linear part is represented by dead-zone. Besides the
Hammerstein model, this section also describes the
inverse model for dead-zone compensation. This one
will reduce prejudicial effects of nonlinearity.

It should be clear that the mathematic models de-
scribed in this section are simplified descriptions of
real physical phenomena.

2.1 Hammerstein Model

The nonlinear Hammerstein model is composed by
a static nonlinearity preceding a linear dynamic
(Aguirre, 2007). This model is called block-oriented
or block-structured model (Chen, 1995). Thus, both
the non-linearity and the dynamics are represented by
blocks, as shown in Figure 1. Here, the NL block
represents the static nonlinearity function and the L
block represents the linear dynamic of modeled pro-
cess. The signsu(k), y(k) and e(k) are the nonlin-
earity input, the output and the noise of the system,
respectively. The signalx(k) is called internal vari-
able of the Hammerstein model (nonlinearity output
and linear dynamic input), and, in general, it cannot
be measured, making it difficult to estimate the pa-
rameters in the same models.

Although very simple, this structure may repre-
sent several actual physical processes, such as indus-
trial processes with variable gain and control systems

NL L

u(k) x(k) y(k)
e(k)

+

+

Figure 1: Hammerstein model.

with linear processes and nonlinear actuators (the lat-
ter falls within the subject matter in this work). There-
fore Hammerstein models are popular in control engi-
neering.

2.2 Output Error Model

There are some mathematical representations that are
especially suitable for system identification, using
classic algorithms to the estimation of its parameters.
Along with the ARX and ARMAX models, the Out-
put Error model is one of the most used structures. In
this study, this model represents the linear dynamic of
the Hammerstein system (block L of Figure 1) and it
is represented in Figure 2. In the same model, it is as-
sumed that the noise disturbs the output in an additive
manner, as equations below.

y(k) = q−d B(q)
A(q)

x(k)+e(k) (1)

A(q)y(k) = q−dB(q)x(k)+A(q)e(k) (2)

A(q) and B(q) are polynomials of orderna and nb,
respectively, and are defined below.d represents the
pure delay system andq−1 is the shift operator, so
x(k)q−d = x(k−d).

A(q) = 1+a1q
−1+ . . .+anq−na

B(q) = b0+b1q
−1+ . . .+bmq−nb

x(k)
B(q)
A(q)

y(k)
e(k)

+

+

Figure 2: Output Error model.

The Output Error model is much more realistic
than the ARX and ARMAX because the modeling of
noise does not include the dynamics of the process
1/A(q) (Nelles, 2000). So, the parameter estimation
task becomes more difficult. As shown in Equation
(2), the noise is not white but colored due to the pres-
ence of the polynomialA(q). For this reason, the least
squares method cannot be used. A non-polarized al-
gorithm should be used so that the estimation is not
biased.
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The Equation (2) can be rewritten in the form of
summations, already introducing the delay in the in-
put signal.

y(k) =
nb

∑
i=0

bix(k−d− i)−
na

∑
j=1

a jy(k− j)

+
na

∑
j=1

a je(k− j)+e(k)

(3)

The signalsy(k), x(k) and e(k) are the same as
the Hammerstein model (Figure 1), and have been de-
fined previously.

2.3 Dead-zone

The dead-zone is a static nonlinearity with no mem-
ory that describes the insensitivity of components for
small signals. It can be seen as a static relationship be-
tween input and output signals, in which, for a range
of input values, there is no answer. Once the output
appears, the relationship between input and output is
linear.

Figure 3 shows a graphical representation of the
dead-zone, whereu(k) is the input andx(k) is the out-
put. The limitsbr andbl represent the range where
the output signal remains unchanged, andmr andml
indicate the slope of the lines. By definitionbr > 0,
bl < 0, mr > 0 andml > 0, and in general, neither the
limits nor the slopes are equal.

u(k)

x(k)

mr

br

bl

ml

Figure 3: Dead-zone graphic.

Analytically, the dead-zone can be written as fol-
lows:

x(k) =







mr [u(k)−br ] , if u(k)≥ br
0, if bl < u(k)< br
ml [u(k)−bl ] , if u(k)≤ bl

(4)

One way to write the behavior of the dead-zone so
that it is linear in the parameters is:

x(k) = Xr(k)mr [u(k)−br ]+Xl(k)ml [u(k)−bl ] (5)

where Xr(k) and Xl (k) are auxiliary functions that
take the value 0 (zero) or 1 (one) according to the fol-
lowing conditions:

Xr(k) =

{

1, if u(k)≥ br
0, otherwise (6)

Xl (k) =

{

1, if u(k)≤ bl
0, otherwise (7)

2.4 Inverse Model for Dead-zone
Compensation

It is known that the nonlinearities are among the key
factors that limit the static and dynamic performance
of control systems, preventing high precisions when
using linear controllers. In order to cancel the harmful
effects generated by the dead-zone, it is proposed to
implement its inverse model.

The Figure 4 shows the structure used in this
work for the cancellation of this nonlinearity. The
inverse nonlinearity (INL block) was allocated be-
fore the nonlinearity (NL block) to cancel out its ef-
fects. When implemented with the real parameters,
such compensation cancels completely the effects of
dead-zone. Therefore, if the dead-zone is fully com-
pensated, the input signaluc(k) must be equal to the
signalx(k).

INL NL L

u(k) x(k)uc(k) y(k)
e(k)
+

+

Figure 4: Block diagram of nonlinearity compensation.

The graphical relationship between the input sig-
nal uc(k) and output signalu(k) is shown in Figure
5.

uc(k)

u(k)

1
mr

1
ml

br

bl

Figure 5: Graphic of dead-zone inverse compensation.
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The dead-zone inverse model is represented by
Equation 8. The parametersbr , bl , mr andml are the
same used in modeling of dead-zone.

u(k) =







1
mr

[uc(k)+mrbr ] , if uc(k)> 0
0, if uc(k) = 0
1
ml

[uc(k)+ml bl ] , if uc(k)< 0
(8)

For a linear parameterization of inverse compen-
sation, we have:

u(k) = χr(k)
1

mr
[uc(k)+mrbr ]

+χl(k)
1
ml

[uc(k)+ml bl ]

(9)

whereχr(k) andχl (k) are auxiliary functions defined
as:

χr(k) =

{

1, if uc(k)> 0
0, otherwise (10)

χl (k) =

{

1, if uc(k)< 0
0, otherwise (11)

The inverse model equation is similar to the dead-
zone model. The variablesmr , ml , br andbl have the
same meaning of Equation (5). The difference lies in
the definition of auxiliary functionsχr(k) andχl (k).

To check the accuracy of the inverse model, in
other words, to conclude thatx(k) = uc(k), three sit-
uations will be analyzed:uc(k) > 0, uc(k) < 0 and
uc(k) = 0. For this proof, the function of the inverse
of the dead-zone will be calledZI(·).

Lemma 1. (Dead-zone Inverse) when implemented
with real parameters mr , ml , bl and br , the dead-zone
inverse(8) cancels the effect of dead-zone(4), that is

u(k) = ZI(uc(k))⇒ x(k) = uc(k),∀k≥ 0.

Proof. Supposeuc(k) > 0. Foruc(k) > 0, the auxil-
iary functionχr(k) (10) will be equal to 1 andχl (k)
(11) will take value 0. Therefore,u(k) (9) will be:

u(k) =
1

mr
[uc(k)+mrbr ] =

uc(k)
mr

+br (12)

As it was admitted thatuc(k) > 0, and by definition

mr > 0, the portionuc(k)
mr

is also positive. So,u(k) >
br . The auxiliary functionXr(k) (6) will take value
1, while Xl (k) (7) will be 0. Substituting (12) in (5)
with the appropriate values of the auxiliary functions
we have:

x(k) = mr

(

uc(k)
mr

+br−br

)

(13)

Making the simplifications, we conclude thatx(k) =
uc(k).

Suppose thatuc(k) < 0. Foruc(k) < 0, the auxil-
iary functionχr(k) (10) will be equal to 0 andχl (k)
(11) will take value 1. As a result,u(k) (9) will be:

u(k) =
uc(k)+mlbl

ml
=

uc(k)
ml

+bl (14)

As it was admitted thatuc(k) < 0, and by defini-

tion ml > 0, the portionuc(k)
mr

will be negative. So,
u(k) < bl . The auxiliary functionXr(k) (6) will take
value 0 whileXl (k) (7) will be equal to 1. Substituting
(14) in (5) with the appropriate values of the auxiliary
functions we have:

x(k) = ml

(

uc(k)
ml

+bl −bl

)

(15)

Making the simplifications, we conclude thatx(k) =
uc(k).

Suppose thatuc(k) = 0. Foruc(k) = 0, the auxil-
iary functionsχr(k) (10) andχl (k) (11) are equal to
0 and the signalu(k) will take value 0 too. Since,
by definition,br > 0 andbl < 0, the signalu(k) will
bebl < u(k) < br , and according to Equation (4) the
signalx(k) = 0. Therefore,x(k) = uc(k).

3 PARAMETER ESTIMATION
METHODOLOGY

There is a lot of work in literature regarding the iden-
tification of the Hammerstein model. Many works re-
quire that the nonlinearity is approximated by a static
and continuous function, usually a polynomial. The
convergence is guaranteed. However, in the case of
this paper, the nonlinearity is represented by discon-
tinuous models.

The methodology proposed here is based on
(Vörös, 1997, 2003). The author developed an it-
erative (Vörös, 1997) and recursive (Vörös, 2003)
method to estimate parameters of the Hammerstein
model with discontinuous nonlinearities. He relates
the problem of identification because of the impossi-
bility of measuring the internal variable of the Ham-
merstein model. Instead of measuring this variable,
its estimate is used based on the estimated parame-
ters in the previous step of the recursion. There is no
proof of convergence for this identification method of
Hammerstein with internal variable estimation. How-
ever, it is satisfactory for most practical applications
(Vörös, 2006).

There are certain situations that the least squares
method is polarized or tendentious. One of these sit-
uations occur when the noise or error in the regres-
sion equation is not white, which is the case of the
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Output Error models. To solve the problem of polar-
ization, non-polarized estimators must be used, like:
extended least squares, generalized least squares, in-
strumental variables estimator (Aguirre, 2007). The
method chosen for this study was the recursive instru-
mental variables estimation (RIV) with forgetting fac-
tor. The equations that are utilized in this estimation
method are written below (Ljung, 1987):

K(k+1) =
P(k)z(k+1)

λ+φT(k+1)P(k)z(k+1)
(16)

P(k+1) =
1
λ
[

P(k)−K(k+1)φT(k+1)P(k)
]

(17)

ŷ(k+1) = φT(k+1)θ̂(k) (18)

θ̂(k+1) = θ̂(k)+K(k+1) [y(k+1)− ŷ(k+1)]
(19)

whereK is the estimator gain calculated from the co-
variance matrixP, ŷ is the estimated value of system
outputy, θ̂ is the vector of estimated parameters,φ is
the vector of regressors,z is the vector of instrumental
variables andλ is the forgetting factor.

3.1 Equations Development

The vector of instrumental variables was chosen so
that the estimated system output ˆy and the system in-
putu were utilized. The equation can be seen below.

z(k) =
[

ŷ(k−1) · · · ŷ(k−na),

u(k−d) · · · u(k−d−nb)
] (20)

Substituting Equation (5) in Equation (3) we have
equation (21), which describes the total behavior of
the system with its both linear and non-linear charac-
teristics.

y(k) =
nb

∑
i=0

bi

{

Xr(k−d− i)mr [u(k−d− i)−br]

+Xl (k−d− i)ml [u(k−d− i)−bl ]
}

−
na

∑
j=1

a jy(k− j)+
na

∑
j=1

a je(k− j)+e(k)

(21)

It is observed that, if we multiply the coefficients
bi by the term in braces, there will be a number of pa-
rameters likena+4(nb+1) to be estimated, besides,
they are connected to each other (bimr , bimrbr , for
example). To avoid this large amount of parameters,
the key term separation principle was used (Vörös,
1995). In this new formulation, the internal variable

b0x(k−d) is separated from the others, which gener-
ated the following equation, with the number of pa-
rameters equals tona+nb+4:

y(k) = b0

{

Xr(k−d)mr [u(k−d)−br]

+Xl(k−d)ml [u(k−d)−bl ]
}

+
nb

∑
i=1

bix(k−d− i)−
na

∑
j=1

a jy(k− j)

+
na

∑
j=1

a je(k− j)+e(k)

(22)

For Equation (22), the vector of regressors and the
vector of parameters can be respectively defined such
as:

φT(k) =
[

− y(k−1), ...,−y(k−na),

Xr(k−d)u(k−d),−Xr(k−d),

Xl (k−d)u(k−d),−Xl(k−d),

x(k−d−1), ...,x(k−d−nb)
]

(23)

θT =
[

a1, ...,ana,b0mr ,b0mrbr ,

b0ml ,b0ml bl ,b1, ...,bnb

] (24)

The internal variablesx(k− d− 1), ...,x(k− d−
nb) cannot be measured directly. Estimates of their
values will be used, based on the parameters of the
previous step of the recursive estimation. In other
words, the estimated values ofmr , br , ml andbl will
be used in Equation (5) for the construction of the re-
gressorsx(k−d−1), ...,x(k−d−nb).

The dead-zone parameters are estimated withb0.
To obtain the separated values, it is necessary to know
the parameterb0. For this, it was admitted that the
plant gain is known. By the final value theorem
(Nelles, 2000):

∑nb
i=0bi

1+∑na
j=1a j

= Kp (25)

whereKp is the plant gain. So,b0 is:

b0 =−
nb

∑
i=1

bi +Kp

(

1+
na

∑
j=1

a j

)

(26)

We can conclude that, in order to discover the sep-
arated value of each dead-zone parameter, simply per-
form the following divisions:

mr = b0mr/b0

br = b0mrbr/b0mr

ml = b0ml/b0

bl = b0ml bl/b0ml
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Although all parameters are estimated, these last
four parameters are the ones used to construct the in-
verse model of compensation.

4 TEST PLATFORM

The testing process is a level system in which we want
to control tank height and it can be seen in Figure 6.
It consists of an incompressible fluid reservoir having
a flow inputqin controlled by a pneumatic valve that
has an associated nonlinearity, and a flow outputqout
dependent on the height.

LC

LT

qin

qout

Figure 6: Level system.

The valve is a pneumatic actuator of fluid flow
control and has associated dynamics (Wigren, 1993).
It was assumed that it has linear opening characteris-
tics and the model can be seen as follows:

Gv(s) =
25

s2+5s+25
(27)

The reservoir contains incompressible fluid and it
is classically found in literature. The model used here
is a linearization of a more complex model (Ikonen
and Najim, 2002), and its transfer function is:

Gt(s) =
2

s+0,9
(28)

The continuous model of the entire system, con-
sidering the transport delay ofd = 3, is:

G(s) =
50e−0,3

s3+5,9s2+29,5s+22,5
(29)

The discrete model of the level system using a
zero-order hold and a discretization time of 0,1s is:

G(z) = z−3 0,00713z2+0,02441z+0,0053
z3−2,328z2+1,899z−0,5543

(30)

5 SIMULATION AND RESULTS

References generated in the process and the measure-
ments of tank height are expressed in percentage. As

a excitation sign the PRS (pseudo random signal) was
used within a range of values averaging 50% and
varying uniformly from 45 to 55% being the chosen
values kept constant in a minimum of 10 sampling
periods. The forgetting factor was kept constant dur-
ing the first 2000 sampling periods having a value of
0,995, and after this time, it changed exponentially to
1, according to Equation (31), withλ0 = 0,995.

λ(k) = λ0λ(k−1)+ (1−λ0) (31)

The noise was considered as a white additive one,
with average zero and Gaussian variance of 0, 03. The
initial values of the parameter vectorθ were 10−3 and
covariance matrixP was initialized as a diagonal ma-
trix whose elements were equal to 106.

In order to quantify the efficiency of controls with
and without compensation, two metrics of perfor-
mance evaluation were implemented (Goodhart et al.,
1991). The first one considers the variance of the con-
trol signal,

ε1 =
∑
(

u(k)− ∑u(k)
N

)2

N
(32)

and the second metric evaluates the deviation of the
process output regarding the reference according to
the integral absolute error (IAE),

ε2 =
∑ |r(k)− y(k)|

N
(33)

N being the number of samples.
The evaluations were divided into 3 tracks. In the

first one, the reference is kept constant at a value of
50% from 1 to 60s. At the 10s instant, a -10 ampli-
tude disturbance occurs and ceases to exist at the 40s
instant. In track 2, the reference is changed to 49% at
60s, and at 80s, in the last track, it is changed to 51%.

The block diagram for the estimation process can
be seen in Figure 7. Block E represents the genera-
tor of excitation signal PRS, NL block represents the
dead-zone nonlinearity, blocks A and T are respec-
tively the dynamics of the valve and tank and repre-
sent the linear part of the Hammerstein model. The
RIV estimation method with the presence of the for-
getting factor is represented by block M.

NL A T

Valve

E

M

u x y

̂θ

Figure 7: Block diagram of the level system estimation.
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The block diagram of the compensation is shown
in Figure 8. Block C represents a PI controller, which
was tuned empirically so that, for the level system
without the presence of nonlinearities, the plant re-
sponse would behave without a large overshoot and
with no regime error (less than 2%). Mathemati-
cal manipulations were made so that a control sig-
nal equals to zero would correspond to a level of
50%. Block INL represents the inverse nonlinearity,
and was allocated before its respective nonlinearity.
The others blocks have the same meanings described
above.

NL TC INL A
u x yuc

−

r + e

Valve

Figure 8: Block diagram of the level system with nonlinear-
ity compensation.

The dead-zone in the actuator of this process was
built with the following parameters:mr = 3, ml = 3,
br = 1 and bl = −1. The graphics containing the
parameters estimation results of linear dynamics and
dead-zone can be seen in Figure 9. The parameter
values obtained at the end of the recursive estimation
process are shown in Table 1. The actual values of
each one are also in Table 1 for comparison.

Analyzing the estimation graphics, it is observed
that all the parameters have converged up to 7500s,
the last ones being the coefficients of the polyno-
mial B(q). The values obtained in the estimation pro-
cess are shown in Table 1, and have small errors (the
biggest errors are in the order of 10−2) in relation to
the real values. The algorithm showed good conver-
gence for the noise presence.

Table 1: Parameters of level system with dead-zone.

Parameters Estimated Value Real Value
a1 -2.3271 -2.328
a2 1.8968 1.899
a3 -0.55309 -0.5543
b0 0.00718 0.00713
b1 0.02424 0.02441
b2 0.00542 0.0053
mr 3.0256 3
ml 2.993 3
br 1.0214 1
bl -0.99561 -1

The controller was empirically tuned tokp = 0.5
andki = 0.7. Figure 10 contains the graphics of plant
level output for the linear case, that is, without the
presence of dead-zone. Figures 11 and 12 represent,
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Figure 9: Parameter estimation of level system with dead-
zone.

respectively, the cases of plant output with the pres-
ence of dead-zone with and without the compensator
block. The control signals for these last two cases are
shown in Figure 13.

For track 1, the control without compensation was
rather oscillatory during the existence of the distur-
bance (10 to 40s) with the tank level ranging approx-
imately from 45 to 55%. After the disturbance, the
level returned to the reference and remained without
oscillations. This was due to mathematical manipula-
tions that keep the reservoir level by 50% for a valve
input signal equal to zero. In tracks 2 and 3 the refer-
ence is changed respectively to 49 and 51%. In these
two tracks, it is observed the existence of oscillations
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maintained in the output with amplitude around the
reference of±1%. As for the control with compen-
sation, the behavior of the plant output is very similar
to the case where there is not the dead-zone presence.
Thereby, and according to Table 2, the control with
compensation had better IAE indices (ε2) for the 3
tracks compared to the control without compensation.

Table 2 also shows the indexε1 of control signal
variance evaluation for the two cases with the pres-
ence of dead-zone. Note that, in the case with com-
pensation, the inverse nonlinearity (INL block) output
was considered as control signal, and not the output of
PI controller. Based on the graphic of Figure 13, the
control signal with the inverse nonlinearity is more
aggressive in relation to the sign of pure PI control
for the dead-zone region. This is caused by the dis-
continuity present in the graphic of the inverse dead-
zone (see Figure 5) around de zero point. Whenever
the PI output inverts its sign (from positive to nega-
tive or vice versa), a jump in the output compensation
occurs. Even with this discontinuity, the control with
compensation had a smaller variance in its signal to
the 3 tracks of the evaluation.

Table 2: Metrics for performance evaluation of nonlinear
system with and without compensation.

Track
With Comp. Without Comp.
ε1 ε2 ε1 ε2

1 3.0574 1.7683 2.4786 0.3696
2 0.1242 0.3722 0.0492 0.2028
3 0.1201 0.4188 0.0547 0.2439

6 CONCLUSIONS

In this work, it was developed a method of estima-
tion and compensation of dead-zone that is present in
the actuators of various industrial processes. It was
used, as a testing process, a simulation of a level tank,
which has a valve with a dead-zone to control the in-
put flow.

First it was developed an estimation method of
parameters for a Hammerstein model, in which the
nonlinear part is represented by dead-zone. As linear
dynamic, the Output Error model was used, which is
a more complex model and the estimation task be-
comes more difficult when compared to the estima-
tion of ARX and ARMAX models, because the noise
is much more influential in the process. The method
used the key term separation principle, reducing the
number of parameters to be estimated.

In practice, the process operator defines the dura-
tion and type of measures that can be collected from

44.00

46.00

48.00

50.00

52.00

54.00

56.00

0 20 40 60 80 100

Le
ve

l (
%

)

Time (s)

Reference
Output without dead−zone

Figure 10: Plant output without dead-zone.
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Figure 11: Plant output with dead-zone and without com-
pensation.
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Figure 12: Plant output with dead-zone and with compen-
sation.

the process. In fact, large variations in the excitation
signal are very useful in identifying systems. How-
ever, they are not often allowed by the operators.
Then, the identification should be made using normal
operation data.

After being estimated, the parameters that make
up the dead-zone were used to construct the inverse
model of compensation. In general, the controller
with compensation was more aggressive than the con-
trol without compensation during the dead-zone re-
gion. However, the plant output is much less oscil-
lating in the compensated case. Performance metrics
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Figure 13: Control signals for the nonlinear system.

quantify the control actions and the error at the plant
response. Therefore, the purpose of minimizing or
even canceling the oscillations was achieved.

The estimation and compensation techniques de-
veloped here can be applied to any industrial plant
that is represented according to Hammerstein model,
which has the dead-zone as nonlinearity.

It is intended, as future work, to estimate and com-
pensate the backlash nonlinearity. In addition, we in-
tend to implement the proposal in a Programmable
Logic Controller (PLC). This will bring this work to
a possible application in the real world.
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Abstract: This paper presents some practical issues for the identification of discrete event systems (DES). The considered
class of systems consists of a plant and a controller running is a closed-loop. Special emphasis is given
to a data collection procedure using industrial controllers and its impact on the external DES-behavior of
the considered systems. For models identified on the basis of observed external DES behavior using the
algorithm from (Klein, 2005) it is shown that under some conditions, the identified model language simulates
the complete original system language even if only a subset of this language is available for identification. This
model characteristic is crucial for many model-based techniques like diagnosis or verification. Analyzing the
observed data of a laboratory facility it is shown how it can be decided if the conditions for a complete model
hold for an existing application.

1 INTRODUCTION

Model-based techniques play a key role in many mod-
ern control applications. For systems that can be
modeled as Discrete Event Systems (DES) various
approaches to improve system dependability using
model-based methods have been proposed in the last
two decades. Examples for these methods are diag-
nosis (Sampath et al., 1996) and formal verification
with model checking (Machado et al., 2006). A bot-
tleneck for the application of model-based techniques
is the process of model-building which is usually ex-
pensive due to high costs for the necessary specialists.
A promising way to facilitate the use of model-based
methods is to offer efficient identification methods in
order to decrease the cost of model-building.

First approaches for the identification of DES have
been proposed in the sixties and seventies of the last
century in the field of computer science (Biermann
and Feldman, 1972). The identification of physical
systems which is a typical interest in many engineer-
ing domains is not the aim of these works. More re-
cent works especially on identification of Petri nets
are summarized in (Fanti and Seatzu, 2008). In
the last years two main directions of constructing a

∗This works was partially supported by a grant from
Région Île-de-France

Petri net from samples of its language have been fol-
lowed: In the first class of approaches specific rules
about interdependencies of observed events are used
to identify a Petri net on the basis of observed firing
and marking sequences (Meda-Campana and Lopez-
Mellado, 2005). The second class of approaches uses
optimization techniques like integer programming to
derive a Petri net structure according to given con-
straints (Giua and Seatzu, 2005), (Dotoli et al., 2006).

The main obstacle for the application of these
methods to real world systems is their relatively high
degree of abstraction. The work is usually not focused
on questions like how to represent data that can be
captured from a real system and how to cope with
inadequacies inherent to the data collection process.
In (Dotoli et al., 2006) a case study shows that there
is a considerable potential of identification methods
to obtain meaningful DES models of physical sys-
tems. Since the identification data base in this work
has been obtained by simulating a three tank system,
important issues of working with data captured from
a real system have not been addressed.

In (Klein et al., 2005) an algorithm for the iden-
tification of closed-loop DES is presented. The algo-
rithm has been designed to work with data obtained
from real systems and yields a monolithic automaton.
In this paper some implementation issues concerning
the application of this algorithm to a real system are
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presented. In section 2 the class of closed-loop DES
is presented and it is outlined that this system class
is an appropriate modeling formalism for many in-
dustrial systems. Section 3 summarizes some prac-
tical implications of the data collection procedure and
defines an appropriate data format for the identifica-
tion algorithm. The identification algorithm is com-
pactly presented in section 4. An important property
of models identified with this algorithm is proofed in
this section: Under some well-defined conditions con-
cerning the observed system language, the identified
model is able to simulate the complete original sys-
tem language of arbitrary length1. In section 5 the
data collection procedure and the identification algo-
rithm are applied to a laboratory facility in order to
show the relevance of the approach for real systems.
It is shown how it can be decided of if the precondi-
tions presented in the former section hold only using
measured system data.

2 CLOSED-LOOP DES

A typical configuration of industrial systems is a
closed-loop of controller and plant. In the plant, a
set of sensors measures certain process values and de-
livers them to the controller using the controller in-
puts. The controller executes a control algorithm and
determines appropriate actuator settings for the plant.
Commands to actuators in the plant are transfered via
controller output signals. Figure 1 shows this princi-
ple.

Figure 1: Closed-loop Discrete Event system.

The external behavior of such systems can be ob-
tained by an analysis of the signals exchanged be-
tween controller and plant. In the considered class
of systems these signals are binary. From an exter-
nal point of view, a signal changes its value asyn-
chronously which can be considered as the occurrence
of an event. The closed-loop system can be charac-
terized as non-deterministic since it consists of the
combination of a deterministic subsystem (controller)
and a non-deterministic subsystem (plant). Since the
closed-loop system does not have any inputs, it must

1Language LA simulates language LB if LA ⊇ LB holds

be considered as an event generator (note that the
controller inputs also belong to the external behav-
ior of the closed-loop DES). This system character-
istic shows that the application of test functions for
identification purposes like it is often done in contin-
uous systems is not possible for industrial closed-loop
DES. Only passive identification approaches work-
ing on observed system evolutions are suitable for the
considered system class.

The aim of identification is to deliver a model to
reproduce the external behavior of the closed-loop
system. Hence, it is necessary to capture the signals
exchanged between controller and plant in order to get
samples of the external system behavior. In case of
existing industrial facilities this process must be non-
invasive to avoid disturbances of the process. In the
next section, a method to capture these signals in an
efficient way is presented.

3 DATA COLLECTION

3.1 Technical Implementation

The implementation of a data collection procedure for
closed-loop DES necessitates capturing the signals
exchanged between plant and controller. The most ac-
curate approach to get the according signal values is
to connect the wires between sensors or actuators and
the controller with a special data collection hardware
like described in (de Smet et al., 2001). Although
such an approach is possible within a laboratory en-
vironment, for existing industrial facilities the neces-
sary cabling effort would be too important. Since one
of the main reasons to use identification methods is to
save costs, the effort to apply the method must not ex-
ceed the costs of manually model building. A slightly
less accurate data collection approach that can be im-
plemented with less effort is to collect the signals after
they have been captured by the controller.

Figure 2 shows the functional principle of a pro-
grammable logic controller (PLC) which is a widely
used class of controllers in industry. The controller
cyclically performs the steps ’input reading’ where it
reads the signals from the sensors, ’program execu-
tion’ to determine new output values for the actua-
tors, and ’output writing’ where the newly determined
commands are sent to the plant actuators. Modern
PLCs are equipped with a communication processor
which makes it possible to send the values of the in-
put and output signals to a standard PC where they can
be stored in a data base. The implementation of such
a connection is relatively easy (it is mainly a software
problem) and does not require any special hardware.
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Figure 2: PLC cycle and data collection.

As implementation of the data link between con-
troller and identification data base, a UDP (User Data-
gram Protocol) connection is used. At the end of the
’program execution’ phase, the communication pro-
cessor of the controller sends a UDP-datagram which
is received by the PC with the identification data
base. In order to validate that this connection is fast
enough to be used for data collection, tests have been
performed using a Siemens PLC (CPU 315-2 DP)
equipped with a program leading to a PLC-cycle time
of 25 to 30 ms. The PLC as a communication proces-
sor (CP 343-1 IT) which sends the data to a standard
PC (identification data base). Figure 3 shows that the
time between the reception of two packages alters be-
tween 25 ms and 30 ms according to the slightly vary-
ing PLC-cycle. It could also be observed that no data
packets got lost during the transmission. This shows
that the UDP connection is adapted for our purposes.

Figure 3: Validation of the UDP connection.

When the signal values are sent to the identifica-
tion data base, they are grouped in the controller I/O
(input/output) vector defined as follows:

Definition 1 (Controller I/O vector). Given r different
controller inputs I1, ..., Ir and s different controller
outputs O1, ..., Os, the controller I/O vector u = (IO1,
..., IOm) with m = r + s is given by IOi = Ii ∀ i =
1, ..,r and IOr+1 = Oi ∀ i = 1, ..,s. m = |u| denotes
the length of the vector (number of controller I/Os).

The controller I/O vectors which are sent to the
identification data base differ slightly from the real
values of the signals. Three scenarios are considered

to describe how the controller I/O vector captured in
the data base is affected by the data collection process
at the end of the ’program execution’ step in the PLC.

Figure 4 shows the evolution of two controller in-
puts (sensor values) in the plant. It can be seen that
the two signals change their values at different times
since the according sensors are not triggered simulta-
neously. In the middle of the figure, the PLC-cycle is
shown over time. The dotted line indicates that the
input values of the plant are read by the PLC dur-
ing the step ’input reading’. After the program exe-
cution phase, the input values are sent to the identifi-
cation data base. The evolution of the data received
in the data base (the sampled data) is shown below
the PLC cycle. Since the real values of the two inputs
have been captured simultaneously during the ’input
reading’ phase they also change their value simulta-
neously in the identification data base. As a conse-
quence for the identification algorithm it is important
to use an appropriate definition of the notion event.
Since in DES theory events cannot occur simultane-
ously it is not possible to define the change in value
of one signal as an event like it would probably be
the most intuitive way. Instead we use the following
definition:

Definition 2 (Event). The appearance of an event
leads to a new I/O vector u( j) with u( j) 6= u( j− 1).
Only I/O vectors generated by events are stored in the
data base.

As a consequence of the this definition, two suc-
cessive I/O vectors u( j) and u( j+1) always differ in
at least one (but possibly more than one) I/O value.

In figure 5 a scenario with a controller input and
a controller output is shown. In the example it is
assumed that there is a logical condition in the con-
trol algorithm relating these two signals: if the input
changes its value, the controller changes the value of
the output as a consequence. It can be seen that the
cause (change in value of the input) and the accord-
ing effect (change in value of the output) are sent si-
multaneously to the data base. Hence, in the data
base cause and effect cannot not directly be seen. Ad-
ditionally, the figure shows that using the described
data collection procedure it is possible to receive I/O
vectors in the data base before the according output
values are valid for the plant. The output values are
sent to the plant during the step ’output writing’ which
takes place after the transfer of the I/O vector.

The third scenario in figure 6 shows the case of an
actuator influencing a sensor in the plant. When the
according output is set in the controller it is transfered
to the data base and with a short delay written to the
the plant. The actuator controlled by the output can
only then start influencing the sensor connected with
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Figure 4: Sampling scenario 1.

Figure 5: Sampling scenario 2.

input 1. Hence, in this case cause and effect cannot
be captured simultaneously since the change in value
of input 1 occurs some time after the vector with the
change in value of output 1 has been sent to the iden-
tification data base. The delay of cause and effect is
often not considered in manually built models like in
(Sampath et al., 1996). A second issue of the data
collection process can also be seen in the figure: al-
though input 1 and output 1 change their value rela-
tively fast one after the other (faster than the duration
of a PLC-cycle), it can take up to one PLC cycle until
this change in value is sent to the identification data
base.

Figure 6: Sampling scenario 3.

The three scenarios show that the selected data
collection procedure introduces some inadequacies
that will also be part of the identified model. It is
thus important to clearly indicate when the data has
been captured in the PLC-cycle to precisely describe
the data in the identification data base.

3.2 Definition of the Observed
Language

For identification, the captured system data can be
interpreted as the language of the considered closed-
loop DES. The identification is based on the observa-
tion of I/O vector sequences during lh different system
evolutions:

Definition 3 (I/O vector sequence). If during the h-th
system evolution lh I/O vectors uh have been ob-
served, the sequence is denoted as σ(h) = (uh(1),
uh(2), . . . ,uh(lh)).

The term ’system evolution’ refers to a system run
of a certain length. In manufacturing systems such an
evolution can be a production cycle. Based on the I/O
vector sequences it is possible to define the observed
word set (I/O vector sequences of a given length) and
the observed language:

Definition 4 (Observed word set and language).
The observed words of length q captured during p
different system evolutions are denoted as

W q
Obs =

p⋃
i=1

(
li−q+1⋃

j=1

(ui( j),ui( j+1), . . . ,ui( j+q−1))).

With the observed word set we can define the observed
language of length n of the system starting from any
reachable state as

Ln
Obs =

n⋃
i=1

W i
Obs

In most practical applications the observed sys-
tem language is only a subset of the possible system
language Ln

Orig. The longer a closed loop system is
observed, the more likely the cardinality of Ln

Obs con-
verges to a certain value. If new system evolutions do
not lead to new words in Ln

Obs, the system language
Ln

Orig can reasonably be considered as completely ob-
served (Ln

Obs ≈ Ln
Orig). Figure 7 shows typical evolu-

tions of the observed language in case of convergence
and in case of continued growth. In practical applica-
tion it is often the case that Ln

Obs converges for smaller
values of n but still grows for larger values. As an
example consider the case when each possible single
system output has been observed (L1

Obs converges) but
there still occur new combinations (sequences) of al-
ready known single system outputs (Ln>1

Obs continues to
grow).
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Figure 7: Principle of a converging language.

4 IDENTIFICATION

The aim of identification is to build a model that ap-
proximates the original system language Ln

Orig. In
(Klein, 2005) a non-deterministic autonomous au-
tomaton with output is chosen as an appropriate
model to reproduce the observed language of closed-
loop discrete event systems:

Definition 5 (Non Deterministic Autonomous Au-
tomaton with Output). NDAAO = (X ,Ω,r,λ,x0)
with X finite set of states, Ω output alphabet, r : X →
2X non-deterministic transition relation, λ : X → Ω

output function and x0 the initial state.

If the output alphabet Ω consists of the captured
I/O vectors it is possible to approximate the observed
language Ln

Obs by performing state trajectories in the
automaton:

Definition 6 (Words and Language of the NDAAO).
The set of words of length n generated from a state
x(i) is defined as:

W n=1
x(i) = {w ∈Ω

1 : w = λ(x(i))}

and

W n>1
x(i) = {w ∈Ω

n : w = (λ(x(i)),λ(x(i+1)),

. . . ,λ(x(i+n−1))) : x( j+1) ∈ r(x( j))
∀i≤ j ≤ i+n−2}

The language of length n generated by the NDAAO is
given by

Ln
Ident =

n⋃
i=1

⋃
x∈X

W i
x

In (Klein, 2005) an algorithm to identify an
NDAAO based on an observed language is given.
The algorithm delivers a model that is k+1-complete
which means that Lk+1

Ident = Lk+1
Obs (proof can be found in

(Klein, 2005)). This property excludes that the identi-
fied model contains any non-observed word of length
k + 1. This makes the model suitable for fault de-
tection purposes (Roth et al., 2009). It is also the
basis for the completeness of the model which will

be shown at the end of the section. The algorithm
uses words of the parametric length k to construct the
NDAAO. The observed I/O vector sequences in the
data base have to be modified according to the fol-
lowing equation. It duplicates the first vector of each
sequence k−1 times:

σ
k
h(i) =

{
σh(1) for 1≤ i≤ k
σh(i− k+1) for k < i≤ k+ |σh|−1

(1)
On the basis of Σk = {σk

1, . . . ,σ
k
p} we determine

the observed word sets of length k and k+ 1 for the
identification:

W k
Obs,Σk =

⋃
σk

h∈Σk

(

|σk
h|−k+1⋃
i=1

(uh(i),uh(i+1), . . . ,uh(i+k−1)))

(2)

W k+1
Obs,Σk =

⋃
σk

h∈Σk

(

|σk
h|−k⋃
i=1

(uh(i),uh(i+1), . . . ,uh(i+ k)))

The identification procedure is given in algo-
rithm 1. It is a condensed version of the algorithm
given in (Klein, 2005). For the algorithm, we define
an operator w[a..b] to deliver the substring from po-
sition a to position b in word w. In the first step,
for each word of length k a state is created. If two
words of length k have been observed successively,
they build a word of length k+ 1. Hence, the states
representing the two words of length k are connected
in step 2 of the algorithm. In step 3, the output func-
tion of each state is redefined. The new state output
is the I/O vector at the end of the word of length k
representing the state output so far. In the last step,
states with equal output and equal following states are
merged. A detailed description of this procedure is
given in (Klein, 2005).

An interesting characteristic of a model identified
with algorithm 1 is that under certain conditions the
identified language does not only reproduce the sys-
tem behavior observed so far (Ln

Ident ⊇ Ln
Obs) but the

complete original system language (Ln
Ident ⊇ Ln

Orig).
This property (which is not proved in (Klein, 2005))
is very important for many model-based techniques
relying on a complete system description. In the fol-
lowing, the necessary conditions to proof the charac-
teristic are given. The first step is to show that each
state trajectory producing a word of length k ends in
the same state. In the following, wk denotes a word of
length k.

Lemma 1. In an NDAAO identified with parameter k
each state trajectory λ(x(i), . . . ,x(i+ k− 1)) = wk ∈
Lk

Ident |x( j+1) ∈ r(x( j))∀i≤ j < i+ k−1 ends in the
same state.
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Algorithm 1: Identification algorithm.

Require: Parameter k, observed word sets W k
Obs,Σk

and W k+1
Obs,Σk

1: X = {x|∀w ∈W k
Obs,Σk : ∃!x|λ(x) := w,r(x) := {}}

2: ∀(x,x′,w) ∈ X×X×W k+1
Obs,Σk |λ(x) = w[1, . . . ,k]∧

λ(x′) = w[2, ..,k+1] : r(x) := r(x)∪ x′

3: x0 = x∈X |λ(x) =wk and wk[i] =σ1(1)∀1≤ i≤ k
4: ∀x ∈ X : λ(x) := λ(x)[|λ(x)|]
5: Merge x1,x2 ∈ X with λ(x1) = λ(x2) and r(x1) =

r(x2)

We define a function λ̃(x) delivering wk used in
step 1 for each state of the algorithm. It represents
the state output before it has been replaced by the I/O
vector at the end of the word of length k representing
the state output until step 3.

Proof of lemma 1. From equations 1 and 2 it fol-
lows that ∀wk ∈ Lk

Obs∃vk
1, . . . ,v

k
k ∈ W k

Obs,Σk |vk
1[k] =

wk[1],vk
2[k − 1 . . .k] = wk[1 . . .2], . . . ,vk

k[1 . . .k] =

wk[1 . . .k]. From steps 1 and 2 of algorithm 1 it fol-
lows that states representing vk

1, . . . ,v
k
k are connected

since ∀vk
1,v

k
2∃wk+1 ∈ W k+1

Obs,Σk |wk+1 = vk
1[1 . . .k]v

k
2[k].

Since step 1 assures that ∀wk ∈ Lk
Ident∃!x|̃λ(x) = wk

it follows that each state trajectory with
λ(x(i), . . . ,x(i + k − 1)) = wk ∈ Lk

Ident |x( j + 1) ∈
r(x( j))∀i≤ j < i+ k−1 ends in the same state.

In the next theorem, it is stated that the identified
language simulates the original system language of
arbitrary length if Lk+1

Orig = Lk+1
Obs holds for a given value

of the identification parameter k.
Theorem 1. If Lk+1

Orig = Lk+1
Obs , then Lk+n

Ident ⊇ Lk+n
Orig for

an NDAAO identified with parameter k.

Proof of theorem 1. Lk+1
Ident ⊇ Lk+1

Orig since the iden-
tified NDAAO is k + 1 complete. For k + 2 it
holds: ∀wk+2 ∈ Lk+2

Orig∃akb1c1 = d1e1 f k = s1ukv1 =

wk+2|akb1,e1 f k,ukv1 ∈ Lk+1
Orig = Lk+1

Obs . Each state tra-
jectory producing ak ends in the same state x1 (lemma
1). In step 2 of the algorithm, this state is connected
with x2 |̃λ(x2) = uk. Each state trajectory producing
uk ends in the same state x2 which gets connected
to x3 |̃λ(x3) = f k. Since there is a trajectory lead-
ing to state x1 and x1, x2 and x3 are in one trajec-
tory, it follows that ∀wk+2 ∈ Lk+2

Orig there exists a tra-
jectory of states producing this word. For larger val-
ues than k + 2 ∀wk+n ∈ Lk+n

Orig there is always an ap-
propriate decomposition into already observed sub-
strings of Lk+1

Orig = Lk+1
Obs to find a trajectory of con-

nected states like presented above. Hence, it follows
that Lk+n

Ident ⊇ Lk+n
Orig if Lk+1

Orig = Lk+1
Obs holds.

Theorem 1 shows that it is crucial to state Lk+1
Orig =

Lk+1
Obs for a precise k in order to deliver a model which

is able to simulate the complete original system be-
havior. In section 3.2 it is shown how it can be de-
cided if Lk+1

Orig = Lk+1
Obs holds for a given value of k.

5 APPLICATION

In order to show that the identification algorithm of
section 4 is capable of delivering a model of existing
systems that can be interpreted as closed-loop DES,
one of the case studies we have treated will be pre-
sented in this section. The system depicted in figure 8
has 30 digital I/Os and is controlled by a Siemens
PLC equipped with a communication processor. The
system treats work pieces stored in the left most part
of the facility. Each work piece is successively treated
by the three tools. For identification a system evolu-
tion is defined as the run of two work pieces through
the machine. Hence, there are at most two work
pieces treated concurrently in the whole system.

Figure 8: Laboratory facility.

50 system evolutions (treating 50 times two work
pieces) have been performed and the according data
has been collected using the procedure described in
section 3. The observed word sets of different length
are shown in figure 9. It can be seen that for small
values of n like n = 2 or n = 3 the according ob-
served word set and thus the observed language con-
verges to a stable level which implies that the ob-
served language converges to the original system lan-
guage (Ln=3

Obs ≈ Ln=3
Orig). Although for L3

Obs there is a
new word observed in one of the last evolutions, it
can still reasonably be considered as completely ob-
served. Hence, the precondition of theorem 1 is ful-
filled. Since Ln=3

Obs ≈ Ln=3
Orig, it is possible to identify an

NDAAO with k+1 = n = 3 (→ k = 2) to simulate the
original system behavior.

For the identification of an NDAAO a software
tool has been developed. Like depicted in figure 10,
it takes the data base consisting of the observed sys-
tem evolutions and the identification parameter k as
input and applies algorithm 1. The software allows
an analysis of the model structure (number of states,
number of transitions etc.) and a behavioral analysis
(see below). The identified model can be exported to
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Figure 9: Observed word set for the laboratory system.

an XML-file to use it in other tools such as diagnosis
software (Roth et al., 2009). To visualize the resulting
automaton, an interface to GRAPHVIZ is provided.
The identification of the NDAAO with k = 2 on the
basis of 50 system evolutions took 170 ms on a stan-
dard PC with a 1.79 Ghz CPU and 1.96 GB RAM. The
identified model has 121 states and 162 transitions.

Figure 10: Features of the implemented software.

A part of the identified NDAAO can be seen in
figure 11. Due to space limitations, instead of giv-
ing the complete I/O vector in each state output, only
I/Os changing their value from one state to another
are given (e.g. I2.4 1 O2.5 1 to indicate a rising edge
( 1) of controller Input I2.4 and a rising edge of con-
troller Output O2.5 from state 48 to state 49). Several
examples for the different I/O vector sampling scenar-
ios presented in section 3.1 can be seen in the model.
For the scenario with two controller inputs changing
their value synchronously due to the data collection
process (figure 4), the transition between states 93 and
54 is an example. Both inputs I2.2 and I3.2 change
their value when taking this transition. The transi-
tion from state 48 to 49 is an example for the sec-
ond sampling scenario (figure 5) where the change in
value of an input triggers the change in value of an
output. This transition represents the situation when
the second work arrives at the entrance of the sec-
ond station (position sensor connected to I2.4 changes

its value) and the conveyor of this station is started
(controller output O2.5 is set to 1). Both changes in
value appear at one transition due to the data collec-
tion process as explained in section 3.1. An example
for the third scenario form section 3.1 (figure 6) can
be seen in the state trajectory x48 → x49 → x50. From
state 48 to state 49 the conveyor is started (O2.5 1)
to transport the work piece away from the entrance
position (I2.5). Since it takes at least until the next
PLC cycle to transport the work piece away from the
sensor (I2.5 0 for the falling edge) cause and effect
cannot be seen at once but at some successive transi-
tions. The non-deterministic nature of the identified
NDAAO can also be seen in figure 11: there are sev-
eral ways to go from state 50 to state 55. Being in state
50 the choice of the trajectory is not determined but
taken at random like in the closed-loop DES where
unpredictable physical conditions in the plant lead to
non-deterministic behavior.

Figure 11: Part of the identified NDAAO.

One of the important characteristics of the identi-
fied model is its capability to simulate the complete
original system language (theorem 1). Even if only
a subset of possible I/O vector sequences connecting
the closed-loop system states represented by NDAAO
states 50 and 55 has been observed, the model con-
tains each possible trajectory that can occur when go-
ing from one state to the other as long as no new
word of length k + 1 is produced. If Lk+1

Orig = Lk+1
Obs ,

the model is capable of exhibiting words of length
k + n although these words have not been seen be-
fore. This capability comes at cost of also exhibit-
ing words that have not and probably will not be ob-
served (wk+n /∈ Lk+n

Orig). To get some information of
the amount of words which are created without hav-
ing been observed, the coefficient

Cn
B =
|Ln

Ident |
|Ln

Obs|
is a useful indicator. The presentation of the coeffi-
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cient in figure 12 describes the relation between the
identified and the observed language of an automa-
ton identified with k = 2. For n = k + 1, the model
strictly creates the observed language Lk+1

Obs . It can be
seen that for larger values of n the automaton gener-
ates a larger language than Ln

Obs. A certain part of the
additionally created words is probably not part of the
original system language which may lead to a need for
specific precautions in some model based techniques
like diagnosis. However, from theorem 1 it is clear
that each word with length n ≥ k+ 1 of the original
language not observed so far is part of the identified
language. In the case of model based diagnosis for
example, this allows stating that there will be no false
alerts using the identified automaton as fault-free ref-
erence model (Roth et al., 2009).

Figure 12: Coefficient of identified and observed language.

6 CONCLUSIONS

In this paper practical implications of identification
of closed-loop discrete event systems have been ad-
dressed. It has been shown how the necessary data
can be obtained in the case of industrial closed-loop
systems. For many model-based techniques it is cru-
cial to have a model of the complete system behav-
ior. For the identification algorithm of (Klein, 2005) it
has been proved that the identified automaton is sim-
ulates the original system language of arbitrary length
if some conditions concerning the observed system
language hold.
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Abstract: We describe a sensory framework to be used for the purposes ofearthquake detection using minimal cost,
accelerometer equipped, hardware units. Combining techniques from mobile robotics this model is intended to
address the current issue in the field whereby high fidelity hardware units tuned to detect specific characteristics
such as wave features and/or high fidelity event models derived from data analysis are required for such
detection. In this paper we present and contextualise the architecture under construction in addition to outlining
the salient elements of the problem we are addressing.

1 INTRODUCTION

At the onset of an earthquake, dedicated detection
systems are capable of issuing alerts thereby provid-
ing valuable time for people further from the event
epicentre to take action to protect themselves. This is
possible as the means employed to facilitate the trans-
mission of alert information is generally faster than
the speed of seismic waves. However this capability
obviously relies on the existence of a monitoring net-
work. Within the field of earthquake engineering two
broad approaches have emerged toward the creation
of such networks. One approach consists of creating
banks of accurate units capable of detecting seismic
characteristics because they have been tuned to detect
specific characteristics such as fluctuating ambient
seismic noise level. Countries such as Japan have suc-
cessfully developed early warning systems based on
such techniques. Unfortunately it is not always pos-
sible to deploy such technology in earthquake prone
areas around the world for varying degrees of polit-
ical, technical and financial considerations. Where
such situations manifest themselves the use of com-
modity hardware as the foundation of a seismic de-
tection network is a viable alternative. This high-
lights the second domain approach which consists of
employing the distributed computing paradigm where
the individual physical nodes are typically Laptop or
Desktop computers equipped with sensors such as ac-
celerators. For example the Network for Earthquake
Engineering Simulation Cyberinfrastructure Centre
(NEESit) has utilised the accelerometers in Apple

Macintosh laptops to develop an educational and re-
search platform for measurement and recording of vi-
brations and dynamic responses. Likewise the Quake-
Catcher Network (QCN)2 links existing laptop and
desktop computers with the aim of forming a large
earthquake monitoring system.

While the availability of Laptop/Desktop based
systems does remove a number of obstacles barring
the realisation of detection systems the installations
in themselves suffer from a number of manifest prob-
lems. For example the existence of networking infras-
tructure capable of linking the individual machines,
the potential availability of technically skilled people
(or appropriate training programmes) to operate the
machines, the ability to quickly disseminate alerts is
a required component of any such system.

Our aim is to directly address this problem by
supplementing traditional Laptop/Desktop based ap-
proaches using mobile phone technology. The core
design goal is to develop a portable system which is
capable of running on constrained and resource lim-
ited hardware thereby allowing earthquake detection
in sparsely seismically-instrumented regions. There-
fore a key facet of the system is the development of a
signal processing model which does not have the dis-
tributed quantitative analysis requirements of the Lap-
top/Desktop techniques mentioned above and is capa-
ble of operation in the context of low entropy sensory
information. In this paper we present such a model,
illustrating its core features and operational charac-
teristics, and presenting initial results illustrating the
competencies of the model and finally highlight areas
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of future work.

2 SEISMIC EVENT SIGNAL
DETECTION/HANDLING

There are two broad approaches to the detection
and/or handling of seismic event signals. One ap-
proach consists of creating dedicated accurate sen-
sory units tuned to detect specific signal characteris-
tics therefore making the units capable of detecting
emergent seismic characteristics e.g. fluctuating am-
bient seismic noise level. The other approach consists
of employing knowledge based reasoning and estab-
lished signal processing techniques to derive signal
processing techniques formed from the feature analy-
sis of historical data.

Hardware based detectors use signal averaging
techniques in an attempt to achieve an optimum sig-
nal to noise ratio which is capable of determining a
true seismic event from a false positive. The ability
of such sensors is directly related to the noise model
that has been pre-determined and incorporated into
the units. Such noise models are generally formed
through traditional signal manipulation techniques i.e.
the statistical analysis of an appropriate domain char-
acteristic function. However to be useful in a practical
sense this noise model must be determined for every
new installation of such the units and limits the detec-
tion threshold thereby reducing the overall effective-
ness of such units (Newmark and Rosenblueth, ).

The direct application of Machine Learning and/or
statistical techniques, typically realised in software, in
the form of knowledge-based reasoning is an alternate
approach which provides for a level of flexibility in
the detecting of seismic activities. Such systems are
exemplified in (Hewitt, 1992; Zareian and Krawin-
kler, 2009). In this case the detection threshold as-
sociated with the system is not directly dependent on
a physical characteristic such as seismic noise level.
Rather relevant characteristics are determined through
the analysis of domain expertise in the form of histori-
cal data and knowledge acquired from human experts.
The Laptop/Desktop based systems outlined previ-
ously typically employ such techniques. The gathered
information is employed to construct an operational
model which is used to evaluate the sensory infor-
mation received from the Laptop/Desktop sensor(s).
The overall success of such approaches however is
largely dependent on characteristics such as the se-
lection of appropriate domain classifications and re-
finement/training of the derived model.

Within the context of the domain we are address-
ing the realisation of an efficient and expressive sig-

nal processing mechanism is paramount to the overall
performance of detection system. Unfortunately nei-
ther of the existing techniques outlined above are di-
rectly usable for what we need to achieve. Techniques
associated with tuned hardware units are not usable
because the hardware units we are concerned with
are standard mobile phone handsets meaning that the
modification of same would require specific technical
expertise and the availability of specialised hardware
which is not a feasible goal for the intended deploy-
ment locations. In addition the application of existing
’knowledge based’ techniques is not directly possible
because of the data requirements both in terms of con-
structing an initial model and subsequent data propa-
gation throughout the network.

From an operational perspective, any signal pro-
cessing technique must consider real time operation
as being paramount. In addition there should be no
requirement for historical knowledge. However any
such information, if available, should be easily incor-
porated into the model developed using the process-
ing technique. Finally the technique must accommo-
date low entropy sensory information.

In evaluating these requirements techniques from
a number of varied domains such as speech recog-
nition e.g. (Vargas et al., 2001), and telecoms e.g.
(Murooka et al., 2001) and mobile robotics e.g.
(Ehlers et al., ) were considered. After domain eval-
uation we determined that the problem that is closest
to the problem we are addressing in developing our
signal handling model is the field of Occupancy Grid
based robotic mapping.

3 MOBILE ROBOTIC MAPPING

Within the field of mobile robotics a key concern is
providing the robot with the ability to acquire a model
of its operating environment as this model is required
for the safe and productive operation of the robot. The
actual performance of the robot in acquiring a mean-
ingful spatial model of its operating environment de-
pends greatly on its capability to quickly evaluate
the potentially erroneous information received from
its sensors. As it operates in the environment, the
robot gathers sensory information and subsequently
incorporates this into a representation of the envi-
ronment. Occupancy Grids have become the dom-
inant paradigm for environmental modelling in mo-
bile robotics because of their operational characteris-
tics (Kortenkamp et al., 1998) . The creation of these
Occupancy Grid maps is a non trivial process as the
robot has to interpret the findings of its sensors in or-
der to make deductions regarding the state of its en-
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vironment. This is facilitated by the use of a sensor
model which is a means of interpreting received sig-
nals through perceptual channels. In occupancy grid
based robotic mapping there are largely two types of
sensory model; the Inverse Model and the Forward
Model(Collins et al., 2007). In the context of our re-
quirements the inverse approach is currently most ap-
plicable. This is because it facilitates iterative real
time operation without any requirement for historical
knowledge and facilitates operation with low entropy
sensory information.

4 PHYSICAL ARCHITECTURE

A key design goal is to produce a portable system
which is able to run on constrained hardware. Al-
though the target device for the prototype is a mobile
phone it is envisaged that the software could run on
other more limited embedded devices. The overall de-
sign of the prototype can be split into specific problem
domains involving obtaining the data, communication
of the data, encoding of the data and processing of the
data on the device itself.

4.1 Obtaining the Data

While movement will be detected by the accelerom-
eters contained within the device, an initial deci-
sion is how often to sample this movement and how
many samples are needed before we process the data.
Once we have accumulated sufficient samples this
data needs to be analysed to decide whether or not we
think an adequate amount of shaking or movement is
taking place. Studies of accelerometer data include
calculating and using the covariance of the values ob-
tained (Ravi et al., 2005). For the prototype currently
in development we take the covariance of ourX,Y
sample data using equation 1.

covar= (1/(n−1))
n

∑
i=1

(xi− x̂)(yi− ŷ) (1)

We then compare thiscovar result with a predeter-
mined threshold value. If it exceeds this threshold we
must then communicate our findings to other clients.

4.2 Communicating the Data

The first challenge to overcome is deciding how to
broadcast or share data between multiple connected
devices in a scalable way. The Spread Toolkit offers
an open source solution based on a shared message
bus. It has been optimised to provide efficient mes-
sage exchange with the ability to guarantee delivery

Determined Client

Confidence Store

Client Event Information

Individual Event Aspect

Dynamic Client Reference Table

Unique Client Reference

(Full Queue Depicted)

Dynamic Client confidence Table

Figure 1: Device architecture.

and ordering of messages if required. To improve
performance we will use unreliable communication.
Each mobile client connects to an individual Spread
daemon using a uniquely generated id. In addition,
Spread daemons can be connected together to form a
larger shared single communication bus where Spread
daemon 1 connects to Spread daemon n.

4.3 Processing the Data on the Device

All messages received by a single client will be
queued for a specific period of time. Thus, the number
of independent queues created reflects the number of
unique clients who have transmitted messages within
the sampling time period. Processing the queues in-
volves examining the number of queues at timet as
well examining their queue length. If the number of
queues is below a certain threshold or the mean queue
length is below a certain threshold we can reset all
queues and wait for the next sampling period before
repeating the process. Otherwise, we need to pro-
cess the data in the queues. For the prototype each
queue contains data representing a covariance value
v obtained from the accelerometer data. Each queue
will have an independent scalar value representing a
confidence levelk. Applying k(v1,v2, . . . ,vn) yields
(kv1,kv2, . . . ,kvn) for each queue. Summation of
these queue vectors will provide a simplistic overview
of whether or not we suspect an earthquake is taking
place. Each time the queues are processed they are
cleared ready for the next sample. A key challenge
will be deriving an accurate confidence scalar value
for each queue. This will ultimately need to take into
account historical data between sampling cycles.

All software used or written needs to be portable
and able to run on ARM and MIPS based hardware.
The software must also operate within the constraints
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of the target device. The hardware used for the pro-
totype is the Openmoko Freerunner1. Significant fea-
tures of the device include its accelerometers, WiFi
and GPRS. The ability to test over a GPRS connec-
tion will be important as it may not be possible to ac-
cess a wireless access point or there may not be a 3G
network available. Therefore being able to concisely
encode data for communication across Spread will be
essential. Regardless of the connection we also want
network communication to be light-weight in terms of
processing load. This eliminates standard approaches
such as structuring packets with XML data (Moore,
2007).

5 SEISMIC DETECTION MODEL

From an operational perspective the architecture we
are in the process of realising operates as follows.
Each device begins an operational cycle by populat-
ing its client event queue through taking in data prop-
agated from the various other devices in the network.
This per queue information must then be used as the
basis for determining the whether or not an event may
be happening. This problem is far from trivial as each
queue is subject to a potentially different and non de-
terministic sampling rate meaning that it is the in-
direct information contained within the queues that
must be used. In addition each device will have an in-
dependent view of the problem meaning that it is not
possible to directly rely on device interdependency
characteristics.

5.1 Client Queue Information

As a device can only determine information about the
operating environment indirectly through its sensor(s)
and the information propagated from its peer units the
determination of a world model is an applied exam-
ple of an estimation theory problem (Thrun, 2002).
Therefore to facilitate the interpretation of the data
provided from a client event a probabilistic sensor
model of the formp(r|z) is used. This model facil-
itates the derivation of the individual client event con-
fidence valuesv, mentioned previously in section 4.
Therefore:

vi = p(r i |zi)

where the model we use in this prototype is based
upon the characteristics outlined previously in section
4.3. This model relates the client event readingr to
the true event statez. This density function is sub-
sequently used in a Bayesian estimation procedure to

1http://openmoko.com

determine the event state probabilities. Finally a de-
terministic world model is employed to facilitate the
derivation of a optimal world estimator which can be
propagated between the individual units that form the
world state.
A classical Bayesian approach is used for the deter-
mination of the per queue confidence score. Given
the current estimate of the state of clientCi , p[s(Ci) =
SE|{r}t ] based on the observationsr i = r1, . . . , rt and
given a new client observationrt+1 the new state esti-
mate is provided by

k= p[s(Ci) = SE|{r}t +1] = (2)

p[rt+1|S(Ci) = SE]p[S(Ci) = SE|{r}t ]

∑s(Ci) p[rt+1|s(Ci)]p[s(Ci)|{r}t ]

In the above the previous estimated value of the client
statep[S(Ci) = SE|{r}t ] serves as the prior and is ob-
tained directly from a localised representation of the
global state. The new state of a particular client. de-
termined through the above, is subsequently stored in
this representation and propagated to the world.
To facilitate prior estimation for client state a simpli-
fied one dimensional Gaussian estimator model is em-
ployed.

p(r|z) =
1
√

2πσ
exp

(

−(r− z)2

2σ2

)

(3)

5.2 Inter Device Confidence Regions

As presented above the sensor model is a one di-
mensional construct associated with a determined or
evaluated distance between client devices. Therefore
the model can be considered a client information axis
from the one dimensional viewpoint. While useful
for determining information relating to the 1-1 spatial
mapping directly between the devices the model can-
not consider areas outside of this conceptual spatial
line. It is conceivable that the spatial area between a
host device and its client will is also an area of inter-
est. In particular it would be beneficial to have the
ability to model a region of confidence emanating di-
rectly from the host device to the immediate vicinity
of the client device.The basic premise of this concept
is outlined in figure 2. When extended in this manner
the probabilistic model approaches more closely the
type of robotic mapping inverse sensor model high-
lighted previously. The extended model can be spec-
ified as equation 4 whereQ is the angle associated
with the created confidence region.

p(r|z,Q) =
1

2πσrσQ
exp

[

−
1
2

(

(r− z)2

2σr
2 +

Q2

σ2
Q

)]

(4)
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Device

Distance of interest
from client device

Client information axis 
(single dimension model)

Device 1

Confidence region

Figure 2: Creating a confidence region between devices.

The availability of these inter device confidence re-
gions will provide for a more information rich profile
of the event to be computed. In addition the over-
lapping of such regions will provide for the ability of
assessing and verifying the information coming from
individual clients thus adding a novel dimension to
the client confidence estimation.

6 MODEL CONSIDERATIONS

As the architecture evolves the consideration of sen-
sory units or other sources of relevant information is
necessary. These considerations are highlighted here.

6.1 Client Event Information

At its core the actual sensor model is a statistical es-
timation formulation which interprets relative range
information received from peer devices. Upon the ac-
tivation of a devices sensors an event signal is prop-
agated through the network. The determination of
realistic events on a device versus false positives or
false negatives is a separate problem to the data sig-
nal handling the sensor model is designed to consume
and hence an exposition of same is outside the scope
of this context. When an event signal is received the
sensor model calculates a probabilistic profile for the
event. To illustrate, consider the ideal scenario where
a device receives notification of an event from a peer
device at what is determined to be at distances of
60km and 100 km respectively from the device. The
associated probabilistic profiles determined through
the model are outlined in figure 3 where it can be
seen that the model is Gaussian in nature. In terms
of the device architecture each profile corresponds to
a single component of an event queue. The preceding
example presented the model in the ideal scenario of
there being a 1-1 correspondence between the physi-
cal devices distance and the actual distance the infor-
mation has been determined to travel. In real world
settings such an assumption cannot be guaranteed.
The model takes cognisance of this fact by its nature
as illustrated in figure 4.
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Figure 3: Event profiles for hypothetical distances of 60km
and 100km respectively.
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Figure 4: Event profiles in the context of non ideal peer
device distances. Hypothetical actual distances are 50km
and 65km respectively.

6.2 Information Source Integration

To increase the capability of any such system in gen-
eral requires that multiple sources of information can
be incorporated into a single, useful, information
source. This is known as the data fusion problem. Fu-
sion processes are frequently categorised as low, in-
termediate or high, depending on the processing stage
at which fusion takes place(Klien, ). Low level fusion,
(Data fusion) combines several sources of raw data to
produce new raw data. The expectation is that fused
data is more informative and synthetic than the orig-
inal inputs. Within the context of multi-device seis-
mic detection this integration can be performed using
a formulation such as that outlined in equation 3 to
combine the estimates provided by the independent
clients. For two clientsC1 andC2 this means using
the associated client data modelsp1(r|z) andp2(r|z)
as the basis for determining the associated combined
probability and subsequently applying an appropri-
ate normalisation across the state encapsulated in the
client confidence table illustrated in figure 1.

7 CONCLUSIONS AND FUTURE
WORK

In this paper we have detailed a sensor modelling
framework for earthquake detection using mobile de-
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vices which is used within the context of a novel seis-
mic event detection architecture. The sensor model
outlined is a probabilistic one Gaussian in nature and
similar to the inverse sensor models prevalent in the
robotic mapping field. As such it is capable of in-
crementally and efficiently interpreting event signals
propagated throughout the network without the need
for predetermined models or sensor associated seg-
mentation decisions. For example the characterisa-
tion highlighted in section 6 illustrated that meaning-
ful client event evaluation is possible with a minimal
of information i.e. an event notification and a client
distance estimate.

In terms of future work regarding the model and
its usage a number of areas are prevalent. The choice
of an inverse sensor model has some specific impli-
cations. Because of its theoretical basis the disam-
biguation and analysis of client event data is achieved
primarily through the use of additional sensing. This
has performance implications which need to be ad-
dressed. Another area of future work is determining
appropriate characteristics for the extension of the one
dimensional sensor model to two dimensions. The at-
tribute of interest here is determining a meaningful
distance of interest from a client device. To address
this problem we initially propose to employ simple
heuristic values determined from operational experi-
ence. Our long term aim however, is to facilitate the
automated derivation of the distance of interest, using
triangulation between clients. The evaluation of re-
ceived client events to determine the true likelihood
of an actual earthquake event as opposed to user di-
rected movement is another area of future research.
Benchmarking the detection ability of our technique
and subsequent model refinement is also an obvious
area of future work. Toward this end we intend to cor-
relate our detection results with actual real earthquake
data obtained from national earthquake centres and
the Stanford Quake-Catcher Network. Finally within
the context of the project as a whole another impor-
tant area of future work will be the specification of
a meaningful benchmarking technique, applicable to
the domain, to facilitate direct quantitative compari-
son between techniques such as ours and natural lan-
guage centric techniques such as the U.S. Geological
Surveys Twitter Earthquake Detector (TED)2.
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Abstract: Linearization techniques are well known tools that can transform nonlinear models into linear models. In the 
paper we employ a successive model linearization along predicted state and input trajectories resulting in 
linear time-varying model. The nonlinear behaviour is represented in each time sample by recurrent set of 
linear time-varying models. Solution of the optimal non-linear model predictive control problem is obtained 
in an iterative way where the most important step is the linearization along predicted trajectory. The main 
aim of this paper is to analyse how the nonlinear system should be transformed into linear one to ensure 
possibly fast solution of the model predictive control problem based on the successive linearization method.  

1 INTRODUCTION 

Model predictive control (MPC) is attractive control 
strategy, which have 3 common properties 
(Camacho et. al. 2004): explicit use of a model to 
predict the output at future time instants, calculation 
of a control trajectory minimizing an objective 
function and receding horizon (moving horizon) 
strategy. MPC issues for linear systems including 
stability are well known (Camacho et. al., 2004), 
(Morari et. al. 1999), (Tatjewski, 2007), (Mayne et. 
al., 2000) also (Qin et. al. 2003), (Magni et. al. 
1999), including fast algorithms (Blachuta, 1999) 
and discrete-time system with delays (Kowalczuk et. 
al. 2005). Many real systems are inherently 
nonlinear. Due to higher product quality 
specifications, some important environmental and 
economical reasons linear models are often 
inadequate to describe the system properties. 
Computing the optimal control trajectory directly for 
nonlinear model is difficult, non-convex 
optimization problem. Generally there is no 
guarantee that the computed solution is global 
optimal solution. Moreover it is difficult to prove 
global stability of the system using directly the 
nonlinear model for control synthesis. In practise 
some transformations and simplifications are applied 
to the nonlinear model in order to prove stability, 

and also to take advantages of theory for linear 
systems.  
Among some existing approaches in nonlinear 
model predictive control in the paper we consider 
successive model linearization along predicted state 
and input trajectories with recurrent linear time-
varying (LTV) model. A large class of these 
methods uses a common algorithm, i.e. 
(Kouvartiakis et. al., 1999) employ an optimal 
control trajectory calculated at the previous time 
instant of the control algorithm for NMPC. (Lee et. 
al., 2002) use a similar methodology and employ a 
linearization at points of the seed trajectory for the 
discrete-time model of the system. Also the 
technique presented in (Dutka et. al., 2004), (Ordys 
et. al., 2001), (Mracek et. al., 1998), (Grimble et. al., 
2001), (Dutka et. al., 2003) uses similar idea to 
(Kouvartiakis et. al., 1999), (Lee et. al., 2002) but 
with a different model representation and an 
optimisation technique. Similar approach for the 
construction of an explicit nonlinear control law 
approximating nonlinear constrained finite-time 
optimal control using approximate mapping of a 
general nonlinear system into a set of piecewise 
affine systems is presented in (Ulbig et. al., 2007). 
The main aim of this paper is to analyse how to 
linearize (decompose) nonlinear system into linear 
one for using with the successive model linearization 
method along predicted state and input trajectories. 
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The main difficulty is to find proper transformation 
method, which ensure fast computation of stable and 
optimal solution for nonlinear control problem. 

2 SYSTEM DESCRIPTION 

Let us assume general discrete-time, time-varying 
nonlinear model in the following form: 

 ( ) ( ) ( )( )1 , ,k k k k+ =x f x u  (1) 

The nonlinear system can be transformed into 
following discrete-time, time-varying state-
dependent form: 

( )
( ) ( )( ) ( ) ( ) ( )( ) ( )
1

, , , ,

k

k k k k k k k k

+ =

+

x

A x u x B x u u
 (2) 

where ( ) ( )( ) ( ) ( )( ), , ,  , ,k k k k k kA x u B x u  are 

state and input dependent matrices calculated for 
given initial condition x0 and control trajectory 
( )ku  at each time instant.  

Then, using the past input and state trajectories, 
matrices 

( ) ( ) ( )( ) ( ) ( ) ( )( ), , ,  , ,k k k k k k k k= =A A x u B B x u

may be calculated for the subsequent points of the 
trajectories and the nonlinear system (1) is 
approximated by the LTV model with matrices 
( ) ( ),  k kA B . Discrete-time LTV system is given in 

the state space form: 
 ( ) ( ) ( ) ( ) ( )1k k k k k+ = +x A x B u  (3) 

where 
( ) ( ),n n n mk k× ×∈ ∈A BR R , 0 0,..., 1k k k N= + −  and 

N is the prediction horizon. 
Linear time-varying discrete-time system can be 
equivalently defined using evolution operators or in 
the finite horizon case, also by following block 

matrix operators ˆ ˆ ˆ, ,L N B : 

0

0

0 0

0 0

1
1

1 1
1 1

ˆ
k
k

k N k N
k k N

φ

φ φ

+
+

+ +
+ +

− −
−

⎡ ⎤
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

I 0 0

I 0
L

I 0

I

"

#

# %

"

, 

0

0

0

0

1

ˆ

k
k

k N
k

φ

φ + −

⎡ ⎤
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

N #  (4) 

 

( )

( )

0

0

ˆ

1

k

k N

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥+ −⎣ ⎦

B 0 0

B 0 0

0 0 B

%  (5) 

where ( ) ( ) ( )1k
i k k iφ = −A A A… . For state and 

input trajectories ˆ ˆ,  x u  we use the following block 
column vector notation, i.e. 

 ( ) ( )0 0ˆ 1
TT Tk k N⎡ ⎤= + +⎣ ⎦x x x"  (6) 

 ( ) ( )0 0ˆ 1
TT Tk k N⎡ ⎤= + −⎣ ⎦u u u"  (7) 

It follows that the mathematical model can be 
rewritten in the final form as 

 0
ˆ ˆ ˆˆ ˆ= +x LBu Nx  (8) 

We assume that at each time instant the system can 
be analyzed as starting from time sample equal to 
zero with a current initial condition ( )0 0k=x x  up 

to N steps into the future (prediction horizon).  
The operator ˆ ˆLB  is a compact and Hilbert-Schmidt 
one from l2 into l2 and boundedly maps signals 

[ ]2 0 0( ) , 1k l k k N∈ = + −u L  into signals x∈X .  

For simulation purposes we employ cost function in 
the following form: 

 ( ) ( ) ˆˆˆ ˆ ˆ ˆ ˆ ˆ
T T

ref refJ = − − +x x P x x u Qu  (9) 

where ( ) ( ) ( ) ( )ˆˆ ,nN nN mN mN× ×∈ ∈P QR R  are weighting 
operators, constructed with weighting matrices 

( ) ( ),  1... ,  ,  0... 1n n m mk k N k k N× ×∈ = ∈ = −P QR R , 

respectively usually given in following block matrix 
form: 

( )

( )

( )

( )

1 0
ˆˆ ,  

1N N

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

P 0 0 Q 0 0

P 0 0 Q 0 0

0 0 P 0 0 Q

% %  

Usually weighting matrices are time-invariant with 
the exception of ( )NP  which represents the 

terminal cost. Equivalently the cost function can be 
rewritten in the following form: 

( )
( )

( )
( )

( )

( ) ( ) ( )

0 0

1 0 0

1

0 0
0

T
N

k ref ref

N
T

k

k k k k
J k

k k k k

k k k k k

=

−

=

⎛ + ⎞ ⎛ + ⎞
= ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟− + − +⎝ ⎠ ⎝ ⎠

+ + +

∑

∑

x x
P

x x

u Q u
 

(10) 

where the term  

( )
( )

( )
( )

( )
0 0

0 0

T

ref ref

N k N k
N

N k N k

⎛ + ⎞ ⎛ + ⎞
⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟− + − +⎝ ⎠ ⎝ ⎠

x x
P

x x
 

for k=N in the first sum of (10) is the terminal cost.  

3 PROBLEM DESCRIPTION 

The nonlinear system described by the discrete-time 
nonlinear state space model can be rearranged into 
the so-called state and control dependent linear form 
(Mracek et. al., 1998), (Huang et. al., 1996). The 
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non-linear behaviour of the system is included in the 
state and control dependent matrices. If the 
trajectory prediction for the system may be obtained 
within the algorithm then one can pretend that the 
future behaviour is known during the prediction 
horizon (Dutka et. al., 2004). Such a system can be 
treated as a linear time-varying (LTV) one. Most 
often the algorithm, shown on fig. 1 has common 
steps (Kouvartiakis et. al., 1999), (Orlowski, 2005). 

 

Figure1: Algorithm of the time-varying linearization along 
predicted trajectory.  

In general there no restrictions to the cost function. 
For simulation purposes we employ cost function 
given by eq. (9). However in practise the method can 
be also used with different frequently used in MPC 
cost functions and stabilizing conditions, e.g.: 
terminal cost function, terminal equality constraint, 
terminal constraint set. It is only required to define 
an MPC problem for the LTV system. 

The second important problem is choosing initial 
control trajectory. The simplest choice could be step 
control signal with amplitude from normal operating 
range for the control. Another possibility is to use at 
the beginning a few initial control trajectories and 
choose the one which results in the smallest cost 
function. The trajectory is required only for 
linearization purposes and only in the first iteration 
of the algorithm for the first time step. For the 
consecutive time steps on receding horizon it may be 
assumed from previous control predictions. 

Definition 1. The algorithm from fig. 1 is 
convergent if there exists a limiting control sequence 
ˆ optu  such that for any arbitrarily small positive 

number ε>0, there is a large integer I such that for 

all i≥I, ( )ˆ ˆ opti ε− ≤u u . The algorithm that is not 

convergent is said to be divergent.  
The algorithm converges both for local or global 
optimal solutions. Divergent algorithm cannot 
satisfy a stopping condition usually given by 
following absolute tolerance condition:  

 ( ) ( )1
ˆ ˆ

i i ε−− ≤u u  (11) 

for arbitrarily small ε. 
The control can be computed using arbitrary method 
for LTV systems, including algorithms with signal 
constraints. The algorithm from fig. 1 refer only to 
one time step computation. Usually it is employed 
with receding horizon. The algorithm must be 
repeated for successive time steps 0 0 1k k= + .  

4 NONLINEAR SYSTEM 
DECOMPOSITION 

To transform of the non-linear model (1) into the 
time-varying state dependent form given by eq. (2) 
one needs to decompose nonlinear function 

( ) ( )( ), ,k k kf x u  into 2 factors corresponding to 
state and input matrices such that: 
( ) ( ) ( ) ( ) ( ) ( )( ), ,k k k k k k k+ =A x B u f x u .  

For example, let us assume nonlinear function: 
( ) ( )( ) ( ) ( )( ) ( ) ( )( ), sin arctanf x k u k x k x k u k u k= +

Transformation into state and input dependent form 
can be easily done by simple expansion terms 
dependent on state and input only, i.e.: 

( ) ( )( ) ( ) ( )( )sin ,   arctank x k k u k= =A B  
More difficult problem is decomposition of a system 
consisting coupled input-state terms. Assume for 
example function ( ) ( )( ) ( ) ( ),f x k u k x k u k= . One 

Choose the cost function, signal constraints, the reference 
trajectory and the initial control trajectory 

( )0û . 

Transform the non-linear model given in general form  

( ) ( ) ( )( )1 , ,k k k k+ =x f x u  
into the time-varying state dependent form  

( )1k + =x  

( ) ( )( ) ( ) ( ) ( )( ) ( ), , , ,k k k k k k k k+A x u x B x u u  

Increase iteration number j=j+1 
Calculate new control ( )ˆ

iu  

Check stopping condition 

( ) ( )1
ˆ ˆ

i i ε−− ≤u u  

Satisfied ? 
N

Optimal control ( )ˆ ˆopt i=u u  found 

Ye
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of possible decompositions is to divide the function 
into following 2 additive terms: 

( ) ( )( ) ( ) ( ) ( ) ( ) ( ), 1f x k u k x k u k x k u kα α= + −  
where: 

( ) ( ) ( ) ( ) ( ),   1k u k k x kα α= = −A B  
In general we propose following method which 
allow to decompose arbitrary nonlinear function 

( ) ( )( ), ,k k kf x u  into series of M additive 
components. Using the simplified notation 

( ) ( )( ), ,i i k k k=f f x u  for a fixed input trajectory 
and initial conditions we have 

( ) ( )( ) ( ) ( )( )
1 1

, , , ,
M M

i i
i i

k k k k k k
= =

= =∑ ∑f x u f x u f  (12) 

Every system (1) can be decomposed into the state 
dependent form (2). In general, this decomposition 
takes the following form: 

( ) , ,
1 1 1 1 1

1
M n M m M

i i j i i j i
i j i j i

k α β
= = = = =

⎛ ⎞ ⎛ ⎞
+ = = +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
∑ ∑ ∑ ∑ ∑x f f f  (13) 

( )

,1 , ,1 ,
1 1 1 1

1
M M M M

i i i n i i i i m i
i i i i

k

α α β β
= = = =

+ =

+ + + + +∑ ∑ ∑ ∑

x

f f f f… …
 (14) 

What can be arranged into following vector-matrix 
state and input dependent form: 

( )
[ ][ ] [ ][ ]

1 1 1 1

1 1 1 1

1

 

n n m m

T T

n n m m

k x x u u

x x u u

+ = + + + + +

= +

= +

x a a b b

a a b b

Ax Bu

… …

" " " "  (15) 

where 

 ,
1

,   
M

j j i j i
i

x α
=

= ∑a f  (16) 

 ,
1

,   
M

j j i j i
i

u β
=

= ∑b f  (17) 

 , ,
1 1

 1
n m

i j i ji
j j

α β
= =

∀ + =∑ ∑  (18) 

The component column vectors of matrices A(k) and 
B(k) can be determined under assumption that the 

following limits 
0 0

lim , lim
j j

j j j j

j x j u
j j

x u

x u→ →
∀ ∀

a b
 exist and 

are finite. These vectors are given by expressions 
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where  
( ) [ ] ( ) [ ]1 1 ,n mk k= =A a a B b b" " , n – order, m – 

number of inputs, ,j ja b  - column vectors with n 

rows 
Let us assume that function f(x,u,k) can be 
decomposed into the following four additive terms: 

 
( )
( ) ( ) ( ) ( )1 2 3 4

, ,

, , , ,

k

k k k k

=

+ + +

f x u

f x f x u f u f
 (21) 

The vector functions f must be continuous and the 
following limits calculated in respect to all 
coordinates of f and x/u must be finite: 

 31

0 0
lim , lim
→ →x u

ff

x u
 (22) 

and either 

 2 2

0 0
lim ,  or/and lim
→ →x u

f f

x u
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And the limit is finite if and only if all elements in 
above matrix are finite. 
Norms of matrices A, B should approach neither 
zero nor infinity. The best performance is achieved 
if the norms of matrices A, B have similar order of 
magnitudes.  
Although the convergence of the algorithm from fig. 
1 for a given decomposition cannot be proved for 
general nonlinear systems stability for linearized 
ones follows directly from the applied computation 
method for control. The conversion from a nonlinear 
into LTV system can be successfully applied to all 
systems for which the optimal nonlinear control lies 
in the neighbourhood of the optimal control for the 
linearized LTV system.  

5 NUMERICAL EXAMPLE 

In the example algorithm from fig. 1 is combined 
with formula (24), where x0 is current initial 
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condition ( )0 0k=x x  and ˆˆ ,  P Q  are weighting 

matrices. Control is calculated iteratively using cost 
function (9) with ˆ ref =x 0 , from following formula: 

( )

( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )( )

1

1

0

ˆ

ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ

i

T T

i i i i i i ii

+

−

=

⎛ ⎞− +⎜ ⎟
⎝ ⎠

u

L B PL B Q L B PN x
(24) 

We assume following model for the nonlinear 
system: 
 2 2 3

1 0.5   k k k k kx x x u u+ = + +  (25) 

The initial control trajectory is equal to 

( ) [ ]0
ˆ 0.5 1,1,1= −u , the absolute tolerance, defined by 

(11) 0.001ε =  and the weighting matrices are 

unitary ˆˆ ˆ ˆ,  .P Q= =P I Q I  The system (25) can be 

decomposed into two following state and input 
dependent parts: 

( ) ( )( )2 2
1

( , ) ( , )

0.5

k k k k

k k k k k k k k

A x u B x u

x x x u x x u uα α+ = + ⋅ + − + ⋅���	��
 ����	���

 (26) 

The decomposition is dependent on parameter α. 
Equation (26) is equivalent to (25) for arbitrary 
values of α, although convergence of the algorithm 
from fig. 1 is analysed for [ ]5,0.5α ∈ − .  
Figure 2 shows number if iterations η required to 
converge to optimal control solution for given initial 
state ( ]0 0,8x ∈  and decomposition parameter 

[ ]5,0.5α ∈ − . To improve readability of the figure 2 
it is also assumed that η≤100. Value η=100 
corresponds to a divergent solutions or solutions 
with that require more than 100 iterations. It may be 
concluded from fig. 2 that convergence of the 
algorithm from fig. 1 is dependent both on the initial 
state and the decomposition. Usually it is required 
for the algorithm to be convergent and possibly fast 
for all initial conditions from given range. To ensure 
fast convergence (the minimal number if iterations) 
for e.g. x0=8 parameter α should be chosen in the 
range [ ]0.5,0α ∈ − , whereas for x0=1.4 the smallest 
number if iterations is for [ ]3, 1.5α ∈ − − . For x0<1 
the algorithm is fast convergent for all α.  
It should be underlined that the 
convergence/divergence is a property of: the system, 
the initial condition, the decomposition and the 
initial control trajectory. First of all it is assumed 
that the system is controllable and observable and 
the state is reachable from arbitrary initial state x0. 
Although changes in each of three above factors 
may be effective to achieve convergence of the 
algorithm, the easiest way to improve the method or 
fasten the algorithm is to change the decomposition. 
Convergence of the algorithm is strongly connected 
with the conditional number rcond of the inverse of 
   

   

 

Figure 2: Number of iterations η required to converge 
optimal control solution for given initial state x0 and the 
decomposition parameter α for unitary weighting 
operators without terminal cost and time horizon N=3. 

 

Figure 3: Logarithm base 10 of reciprocal condition 
number estimate vs. initial state x0 and the decomposition 
parameter α for unitary weighting operators without 
terminal cost and time horizon N=3. 

matrix ( ) ( )( ) ( ) ( )
ˆˆ ˆ ˆ ˆ ˆ

T

i i i i
⎛ ⎞+⎜ ⎟
⎝ ⎠

L B PL B Q . Logarithm base 

10 of the conditional number is shown in figure 3.  

6 CONCLUSIONS 

The paper discuss selected problems concerned to 
successive model linearization along predicted state 
and input trajectories with linear time varying 
model.  
The paper mainly focus on the transformation 
method from a general nonlinear form into the state 
space dependent form. We formulate the problem 
and introduce the generalised form of the algorithm. 
Nonlinearities are decomposed into two additive 
terms – state and input dependent matrices of the 
state space dependent form and then model 
predictive control can be calculated using methods 
for linear systems. 
An important consequence of the chosen 
decomposition is reachability of the optimal solution 

0

2

4

6

8

-5
-4

-3
-2

-1
0

1
0

20

40

60

80

100

x0
α

η

0
2

4
6

8

-5 -4 -3 -2 -1 0 1

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

x0
α

lo
g 10

(rc
on

d)

NONLINEAR INTO STATE AND INPUT DEPENDENT FORM MODEL DECOMPOSITION - Applications to
Discrete-time Model Predictive Control with Succesive Time-varying Linearization along Predicted Trajectories

91



 

and required computation time – number of 
iterations. In many cases the number of iterations 
can be cut down. The optimal decomposition, for 
which the algorithm is convergent with minimal 
number of iterations depends on the initial condition 
– for receding horizon problems the initial condition 
is the current state in each time sample. The 
selection of the decomposition parameters ,  α β  

should be always connected with current value of 
the state to ensure suitable value of conditional 
number corresponding to the inverse of matrix in 
formula (24). 
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Abstract: The paper focuses on the design of a suboptimal fault-tolerant dual controller for stochastic discrete-time
systems. Firstly a general formulation of the active fault detection and control problem that covers several
special cases is presented. One of the special cases, a dual control problem, is then considered throughout
the rest of the paper. It is stressed that the designed dual controller can be regarded as a fault-tolerant dual
controller in the context of fault detection. Due to infeasibility of the optimal fault-tolerant dual controller for
general non-linear system, a suboptimal fault-tolerant dual controller based on rolling horizon technique for
jump Markov linear Gaussian system is proposed and illustrated by means of a numerical example.

1 INTRODUCTION

Fault detection is an important part of many auto-
matic control systems and it has attracted a lot of at-
tention during recent years because of increasing re-
quirements on safety, reliability and low maintenance
costs. An elementary aim of fault detection is early
recognition of faults, e.i. undesirable behaviors of an
observed system.

The very earliest fault detection methods use ad-
ditional sensors for detecting faults. These meth-
ods are simple and still used in safety-critical sys-
tems. A slightly better fault detection methods uti-
lize some basic assumptions on measured signals and
therefore they are usually called signal based meth-
ods (Isermann, 2005). To further improve fault detec-
tion, more complex methods called model based were
developed (Basseville and Nikiforov, 1993).

Except for a few situations were the primary ob-
jective is the fault detection itself, it usually comple-
ments a control system where the quality of control is
of main concern. This fact has stimulated research in
area of so called fault-tolerant control. Fault-tolerant
control methods can be divided into two basic group:
passive fault-tolerant control and active fault-tolerant
control methods (Blanke et al., 2003). Passive fault-
tolerant control methods design a controller that is ro-
bust with respect to considered faults and thus an ac-
ceptable deterioration of control quality is caused by
the considered faults. On the other hand, active fault-
tolerant control methods try to estimate faults and re-

configure a controller in order to retain desired closed
loop behavior of a system.

The mentioned fault detection methods and fault-
tolerant approaches usually use available measure-
ments passively as shown at the top of Fig. 1, where a
passive detector uses inputsuk and measurementsyk
for generating decisionsdk. In the case of stochastic
systems further improvement can be obtained by ap-
plying a suitable input signal, see e.g. (Mehra, 1974)
for application in parameter estimation problem. This
idea leads to so-called active fault detection which is
depicted at the bottom of Fig. 1. The active detector
and controller generates, in addition to a decisiondk,
an input signaluk that controls and simultaneously ex-
cites the system and thus improves fault detection and
control quality. Note, that the terms passive and ac-
tive have different meaning than in the fault-tolerant
control literature.

The active fault detection is a developing area.
The first attempt to formulate and solve the active
fault detection problem can be found in (Zhang,
1989), where the sequential probability ratio test was
used for determining a valid model and an auxiliary
input signal was designed to minimize average num-
ber of samples. More general formulation of active
fault detection was proposed in (Kerestecioğlu, 1993).
An active fault detection for systems with determinis-
tic bounded disturbances was introduced in (Camp-
bell and Nikoukhah, 2004). A unified formulation of
active fault detection and control for stochastic sys-
tems that covers several special cases was proposed
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in (Šimandl and Punčochář, 2009). One of these spe-
cial cases is the optimal dual control problem that has
not been elaborated in the context of that general for-
mulation, yet.

Therefore, the aim of this paper is to examine the
dual control problem in the context of fault detection
problem. The general formulation for the optimal
dual control problem is adopted from (Šimandl and
Punčochář, 2009) and an optimal fault-tolerant con-
troller that uses idea of active probing for improving
the quality of control is designed. Because of infeasi-
bility of the optimal fault-tolerant dual controller for a
general nonlinear stochastic system, the systems that
can be described using jump linear Gaussian multiple
models are considered and the rolling horizon tech-
nique is used for obtaining an approximate solution.

The paper is organized as follows. A general for-
mulation of active fault detection and control is given
in Section 2 and the design of a fault-tolerant dual
controller is introduced as a special case of the gen-
eral formulation. The optimal fault-tolerant dual con-
troller obtained using the closed loop information pro-
cessing strategy is presented in Section 3. Section 4
is devoted to the description of a system using mul-
tiple models and the relations for state estimation are
given. Finally, a suboptimal fault-tolerant dual con-
troller based on rolling horizon technique is presented
in Section 5.

System
Active detector
         and
     controller

y
d

u

System

Passive
detector

y

d

u
Controller

A) Passive detection and control system

B) Active detection and control system

k

k

k

k

k

k

Figure 1: Block diagrams of the passive detection and con-
trol system and the active detection and control system.

2 PROBLEM STATEMENT

In this section a general formulation of the active fault
detection and control problem is adopted and then a
fault-tolerant dual control problem is specified as a
special case of the general formulation.

2.1 System

The problem is considered on the finite horizonF . Let
an observed system be described at each timek∈ T =
{0, . . . ,F} by the state space discrete-time nonlinear
stochastic model

xk+1 = fk (xk,µk,uk,wk) , (1)

µk+1 = gk (xk,µk,uk,ek) , (2)

yk = hk (xk,µk,vk) , (3)

where nonlinear vector functionsfk (xk,µk,uk,wk),
gk (xk,µk,uk,ek) and hk (xk,µk,vk) are known. The
input and output of the system are denoted asuk ∈
U k ⊆ R

nu and yk ∈ R
ny, respectively. The subset

U k can be continuous or discrete and it determines
admissible values of the inputuk. The unmeasured
state x̄k =

[

xT
k ,µ

T
k

]T
consists of variablesxk ∈ R

nx

and µk ∈ M ⊆ R
nµ. The variablexk is the part of

the state that should be driven by the inputuk to a de-
sirable value or region. The variableµk carries infor-
mation about faults. The variableµk can be a vector
representing fault signals or a scalar that determines
the mode of system behavior. The initial statex̄0 is
described by the known probability density function
(pdf) p(x̄0) = p(x0) p(µ0). The pdfsp(wk), p(ek)
and p(vk) of the white noise sequences{wk}, {ek}
and{vk} are known. The initial statēx0 and the noise
sequences{wk}, {ek}, {vk} are mutually indepen-
dent.

2.2 Active Fault Detector and
Controller

In the general formulation, the goal is to design a dy-
namic causal deterministic system that uses complete
available information to generate a decision about
faults and an input to the observed system. Such a
system can be described at each time stepk ∈ T by
the following relation

[

dk
uk

]

=

[

σk
(

Ik
0

)

γk

(

Ik
0

)

]

= ρk

(

Ik
0

)

, (4)

where σk
(

Ik
0

)

and γk

(

Ik
0

)

are some unknown vec-
tor functions which should be designed to obtain an
active fault detector and controller. The complete
available information, which has been received up to
the timek, is stored in the information vectorIk

0 =
[

yk
0

T
,uk−1

0
T
,dk−1

0
T
]T

. The notationy j
i represents a

sequence of the variablesyk from the time stepi up to
the time stepj. If i > j then the sequencey j

i is empty
and the corresponding variable is simply left out from
an expression. According to this rule, the information
vector for timek= 0 is defined asI0

0 = I0 = y0.
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2.3 Criterion

Analogously to the optimal stochastic control prob-
lem (Bar-Shalom and Tse, 1974), the design of the op-
timal active detector and controller is based on mini-
mization of a criterion. A general criterion that penal-
izes wrong decisionsdk and deviations of variablesxk
anduk from desired values over the finite horizon is
the following

J
(

ρF
0

)

= E
{

L
(

xF
0 ,µ

F
0 ,u

F
0 ,d

F
0

)}

, (5)

where E{·} is the expectation operator with respect to
all included random variables andL

(

xF
0 ,µ

F
0 ,u

F
0 ,d

F
0

)

is a non-negative real-valued cost function. Due to
practical reasons, the cost function is considered in
the following additive form

L
(

xF
0 ,µ

F
0 ,u

F
0 ,d

F
0

)

=

F

∑
k=0

αkL
d
k (dk,µk)+ (1−αk)Lc

k (xk,uk) ,
(6)

whereLd
k (µk,dk) is a non-negative real-valued cost

function representing the detection aim, the non-
negative real-valued cost functionLc

k (xk,uk) ex-
presses the control aim, and the coefficientαk belong-
ing to the closed interval[0,1] weights between these
two aims. In order to regard the functionLd

k (µk,dk)
as a meaningful cost function, it should satisfy the
inequality Ld

k (µk,µk) ≤ Ld
k (µk,dk) for all µk ∈ M ,

dk ∈ M , dk 6= µk at each time stepk ∈ T , and the
strict inequality has to hold at least at one time step.
The sequence of the functionsρF∗

0 = [ρ∗
0,ρ∗

1, . . . ,ρ∗
F ]

given by minimization of (5) specifies the optimal ac-
tive detector and controller. The minimization of the
criterion (5) can be solved by using three different in-
formation processing strategies (IPS’s) (Šimandl and
Punčochář, 2009), but only the closed loop (CL) IPS
is considered in this paper because of its superiority.

2.4 Fault-tolerant Dual Controller

The introduced general formulation covers several
special cases that can be simply derived by choos-
ing a particular weighting coefficientαk and fixing
the functionσk

(

Ik
0

)

or the functionγk

(

Ik
0

)

in advance.
This paper is focused on the special case where only
control aim is considered, i.e. the coefficientαk is set
to zero for allk∈ T and none of the functionsσk

(

Ik
0

)

andγk

(

Ik
0

)

are specified in advance. The cost function
Lc

k (xk,uk) is considered to be a quadratic cost func-
tion

Lc
k (xk,uk) = [xk− rk]

T Qk [xk− rk]+uT
k Rkuk, (7)

whereQk is a symmetric positive semidefinite matrix,
Rk is a symmetric positive definite matrix, andrk is a

reference signal. It is considered that the reference
signalrk is known for the whole horizon in advance.

Since decisions are no longer penalized in the cri-
terion, the functionσk

(

Ik
0

)

can not be determined by
the minimization and the aim is to find only functions
γk

(

Ik
0

)

for all k. The resulting controller will steer the
system in such a way that the criterion is minimized
regardless the faultsµk. Moreover the controller can
exhibit the dual property because the CL IPS is used.
Due to these two facts the controller can be denoted
as the fault-tolerant dual controller.

3 DESIGN OF FAULT-TOLERANT
DUAL CONTROLLER

This section is devoted to the optimal fault-tolerant
dual controller design. The minimization of the cri-
terion (5) using the CL IPS can be solved by the dy-
namic programming where the minimization is solved
backward in time (Bertsekas, 1995).

The optimal fault-tolerant dual controller is ob-
tained by solving the following backward recursive
equation for time stepsk= F,F −1, . . . ,0

V∗
k

(

yk
0,u

k−1
0

)

=

min
uk∈U k

E
{

Lc
k (xk,uk)+V∗

k+1

(

yk+1
0 ,uk

0

)∣

∣

∣
yk

0,u
k
0

}

,
(8)

where E{·|·} stands for the conditional expectation

operator and the Bellman functionV∗
k

(

yk
0,u

k−1
0

)

is

the estimate of the minimal cost incurred from time
step k up to the final time stepF given the input-
output data

[

yk
0,u

k
0

]

. The initial condition for the
backward recursive equation (8) isV∗

F+1 =0 and it can
be shown that the optimal value of the criterion (5) is
J∗ = J

(

ρF∗
0

)

= E
{

V∗
0 (y0)

}

. Obviously, the optimal
input signalu∗

k is given as

u∗
k = γ∗k

(

yk
0,u

k−1
0

)

= arg

min
uk∈U k

E
{

Lc
k (xk,uk)+V∗

k+1

(

yk+1
0 ,uk

0

)∣

∣

∣
yk

0,u
k
0

}

,
(9)

where the functionγ∗k(I
k
0) represents the optimal fault-

tolerant dual controller. The pdf’sp(x̄k|Ik
0,uk,dk)

andp(yk+1|Ik
0,uk,dk) needed for the evaluation of the

conditional expectation can be obtained using nonlin-
ear filtering methods. Note that there isn’t any closed
form solution to equations (8) and (9). Therefore ap-
proximate techniques have to be used to get at least
a suboptimal solution. The selection of a suitable ap-
proximation depends on a particular system descrip-
tion and estimation method.
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4 MULTIMODEL APPROACH

In the case of a general nonlinear system the state esti-
mation pose a complex functional problem that has to
be solved using approximate techniques. One of the
attractive method is based on the assumption that the
system exhibits distinct modes of behavior. Such sys-
tems can be encountered in various field of interests
including maneuvering target tracking (Bar-Shalom
et al., 2001), abrupt fault detection (Zhang, 1989) and
adaptive control (Athans et al., 2006). In this paper,
the multimodel approach is used as one step towards
the design of feasible fault-tolerant dual controller.

Henceforth, it is assumed that the variableµk
is a scalar index from the finite discrete setM =
{1,2, . . . ,N} that determines the model valid at time
stepk. If the exact behavior modes of the system are
not known, the setM can be determined by using ex-
isting techniques, see e.g. (Athans et al., 2006).

It is considered that the system can be described
at each timek∈ T as

xk+1 =Aµkxk+Bµkuk+Gµkwk,

yk =Cµkxk+Hµkvk
(10)

where the meaning of the variablesxk, yk, uk, wk and
vk is the same as in (1) to (3). The setU k is consid-
ered to be discrete. The pdf’s of the noiseswk and
vk are Gaussian with zero-mean and unit variance.
The scalar random variableµk ∈ M denotes the in-
dex of the correct model at timek. Random model
switching from modeli to model j is described by
the known conditional transition probabilityP(µk+1=
j|µk = i) = Pi j . Obviously, the decisiondk ∈ M is
now scalar too. Known matricesAµk, Bµk, Gµk, Cµk,
andHµk have appropriate dimensions.

The conditional pdf of the statexk is a weighted
sum of Gaussian distributions

p
(

xk|yk
0,u

k−1
0

)

=

∑
µk

0

p
(

xk|yk
0,u

k−1
0 ,µk

0

)

P
(

µk
0|y

k
0,u

k−1
0

)

,
(11)

where Gaussian conditional pdfp(xk|yk
0,u

k−1
0 ,µk

0) can
be computed using a Kalman filter that corresponds to
the model sequenceµk

0. The pdfP(µk
0|y

k
0,u

k−1
0 ) can be

obtained recursively as

P
(

µk
0|y

k
0,u

k−1
0

)

=
p
(

yk|yk−1
0 ,uk−1

0 ,µk
0

)

c

×P(µk|µk−1)P
(

µk−1
0 |yk−1

0 ,uk−2
0

)

,

(12)

wherec is a normalization constant. The computation
of probability of the terminal modelP(µk|yk

0,u
k−1
0 )

and the predictive conditional pdfp(yk+1|yk
0,u

k
0) is

straightforward.
Unfortunately, as the number of model sequences

exponentially increases with time, memory and com-
putational demands become unmanageable. To over-
come this problem several techniques based on prun-
ing or merging of Gaussian sum have been proposed.
A technique that merges model sequences with the
same terminal sequenceµk

k−l is used here. The prob-
ability of the terminal sequence of modelsµk

k−l is

P
(

µk
k−l |y

k
0,u

k−1
0

)

= ∑
µk−l−1

0

P
(

µk
0|y

k
0,u

k−1
0

)

(13)

and the filtering density that has the form of a Gaus-
sian sum

p
(

xk|y
k
0,u

k−1
0 ,µk

k−l

)

= ∑
µk−l−1

0

P
(

µk
0|y

k
0,u

k−1
0

)

P
(

µk
k−l |y

k
0,u

k−1
0

)

× p
(

xk|yk
0,u

k−1
0 ,µk

0

)

(14)

is replaced by a Gaussian distribution in such a way
that the first two moments, i.e. mean value and co-
variance matrix, of the variablexk remain unchanged.

5 FEASIBLE ALGORITHM
BASED ON ROLLING
HORIZON

Even if the state and output pdfs are known, the
backward recursive relation (8) can not be solved an-
alytically because of intractable integrals. A sys-
tematic approach to forward solution of the back-
ward recursive relation (8) based on the stochastic
approximation method is presented e.g. in (Bayard,
1991). A simple alternative approach is represented
by the rolling horizon technique, where the optimiza-
tion horizon is truncated and terminal cost-to-go of
such truncated optimization horizon is replaced by
zero. The lengthFo > 0 of truncated horizon should
be as short as possible to save computational demands
but on other hand it has to preserve dependence of
value of the minimized criterion on the input signal
uk. In this paper the optimization horizonFo = 3 will
be considered to simplify computations. The cost-

to-go functionV∗
k+3

(

yk+3
0 ,uk+2

0

)

is replaced by zero

value. Then the inputua
k+2 = 0 and the cost-to-go

functionVa
k+2

(

yk+2
0 ,uk+1

0

)

is

Va
k+2

(

yk+2
0 ,uk+1

0

)

= (15)

E
{

[xk+2− rk+2]
TQk+2 [xk+2− rk+2] |yk+2

0 ,uk+1
0

}

.
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The input uk+2 is zero because it can not influ-
ence the value of the criterion on the optimiza-
tion horizon and the matrixRk+2 is positive defi-
nite. Note, that the value of the cost-to-go func-

tion Va
k+2

(

yk+2
0 ,uk+1

0

)

can be computed analytically

based on the first two moments of the statexk+2

given by the pdfp
(

xk+2|yk+2
0 ,uk+1

0

)

. The input

ua
k+1 = −W−1D and the cost-to-go function at time

step k+1 is

Va
k+1

(

yk+1
0 ,uk+1

0

)

=

E
{

[xk+1− rk+1]
T Qk+1 [xk+1− rk+1] |yk+2

0 ,uk+1
0

}

+K−DTW−1D, (16)
where

W = Rk+1

+ ∑
µk+1

BT
µk+1

Qk+2Bµk+1P
(

µk+1|yk+1
0 ,uk

0

)

, (17)

D = ∑
µk+1

BT
µk+1

Qk+2
[

Aµk+1x̂k+1(µk+1)− rk+2
]

×P
(

µk+1|yk+1
0 ,uk

0

)

,

(18)

K = ∑
µk+1

{

[

Aµk+1x̂k+1(µk+1)− rk+2
]T Qk+2

×
[

Aµk+1x̂k+1(µk+1)− rk+2
]

+Tr
(

Qk+2(Aµk+1Pk+1(µk+1)A
T
µk+1

+Gµk+1GT
µk+1

)
)

}

×P
(

µk+1|yk+1
0 ,uk

0

)

. (19)

The mean̂xk+1(µk+1) = E
{

xk+1|yk+1
0 ,uk

0,µk+1

}

and

the corresponding covariance matrixPk+1(µk+1) can
be obtained from estimation algorithm. If the input
uk+1 was used at time stepk+ 1 the resulting con-
troller would be cautious because it would respect un-
certainty. The input at time step k is given as

ua
k = min

uk∈U k

E
{

Lc
k (xk,uk)+Va

k+1

(

yk+1
0 ,uk

0

)

yk
0,u

k
0

}

.

The expectation of the cost functionVa
k+1

(

yk+1
0 ,uk

0

)

with respect toyk+1 seems to be computationally in-
tractable. Therefore the expectation and subsequent
minimization over discrete setU k are performed nu-
merically.

6 NUMERICAL EXAMPLE

The proposed fault-tolerant dual controller is com-
pared with a cautious (CA) controller and a heuris-
tic certainty equivalence (HCE) controller. The CA

controller is obtained when just one-step look ahead
policy is used and it takes uncertainties into account
but lacks probing. The HCE controller is based on
the assumption that the certainty equivalence princi-
ple holds even it is not true and inputs are determined
as solutions to the problem where all uncertain quan-
tities were fixed at some typical values.

Although the relative performance of three subop-
timal controllers can differ in dependence on a par-
ticular system, the dual controller should outperform
HCE and CA controllers in problems where uncer-
tainty plays a major role. This numerical example il-
lustrates a well known issue of pure CA controllers
called ’turn-off’ phenomenon, where the CA con-
troller refuses to control a system because of large
uncertainty. The initial uncertainty is quite high, but
once it is reduced through measurements the problem
becomes almost certainty equivalent. It is the reason
why the HCE controller performs quite well in this
particular example.

The quality of control is evaluated byM Monte
Carlo runs. The value of the costL for particular
Monte Carlo simulation is denotedLi and the value of
the criterion J is estimated aŝJ = 1/M ∑M

i=1Li . Vari-
ability among Monte Carlo simulations is expressed
by var{L} = 1/(M − 1)∑i=1(Li − Ĵ)2 and the qual-
ity of the criterion estimatêJ is expressed by var{Ĵ}
which is computed using bootstrap technique.

The detection horizonF = 30 is considered and
the parameters of a single input single output scalar
system are given in Table 1. The initial probabilities
areP(µ0 = 1) = P(µ0 = 2) = 0.5, the transition prob-
abilities areP1,1 = P2,2 = 0.9, P1,2 = P2,1 = 0.1, and
parameters of Gaussian distribution are ˆx′0 = 1 and
P′

x,0 = 0.01. The discrete set of admissible values of
input uk is chosen to beU k = {−3,−2.9, . . . ,2.9,3}
for all k∈ T . The reference signal is the square wave
with peaks of±0.4 and the period 13 steps and the
weighting matrices in the cost function are chosen to
beQk = 1 andRk = 0.001 for all time steps.

Table 1: Parameters of the controlled system.

µk ak(µk) bk(µk) gk(µk) ck(µk) hk(µk)

1 0.9 0.1 0.01 1 0.05
2 0.9 -0.098 0.01 1 0.05

An example of the typical state trajectories for all
three controllers is given in Fig. 2. It can be seen that
the CA controller does not control the system at the
beginning of the control horizon at all. The crite-
rion value estimateŝJ, the accuracies of these esti-
mates var{Ĵ}, and the variability of Monte Carlo sim-
ulations var{L}, that were computed usingM = 200
Monte Carlo simulations, are given in Table 2. In
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comparison with the CA controller, the quality of con-
trol is improved by 55% in the case of the HCE con-
troller and by 68% in the case of the dual controller.
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Figure 2: State trajectories for dual controller (DC), heuris-
tic certainty equivalence controller (HCEC) and cautious
controller (CAC).

Table 2: Criterion value estimates for particular controllers.

Controller Ĵ var{Ĵ} var{L}

HCEC 3.2126 0.0164 3.2885
CAC 7.2186 0.0068 1.3194
DC 2.3131 0.0109 2.0889

7 CONCLUSIONS

The optimal fault-tolerant dual controller has been
obtained as a special case of the general formula-
tion. Since the optimal fault-tolerant controller is
computationally infeasible the multimodel approach
and rolling horizon techniques were used to obtain a
suboptimal fault-tolerant dual controller. The perfor-
mance of the proposed controller was compared with
a heuristic certainty equivalence controller and cau-
tious controller in a numerical example. Although all
controllers were able to control the system even a fault
occurred, the fault-tolerant dual controller exhibits the
best performance.
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Šimandl, M. and Punčochář, I. (2009). Active fault detec-
tion and control: Unified formulation and optimal de-
sign. Automatica, 45(9):2052–2059.

Zhang, X. J. (1989).Auxiliary Signal Design in Fault De-
tection and Diagnosis. Springer-Verlag, Berlin, Ger-
many.

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

98



ASYMPTOTIC ANALYSIS OF PHASE CONTROL SYSTEM FOR
CLOCKS IN MULTIPROCESSOR ARRAYS

G. A. Leonov, S. M. Seledzhi
Saint-Petersburg State University, Universitetski pr. 28, Saint-Petersburg, 198504, Russia

leonov@math.spbu.ru

N. V. Kuznetsov, P. Neittaanmäki
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Abstract: New method for the rigorous mathematical analysis of electronic synchronization systems is suggested. This
method allows to calculate the characteristics of phase detectors and carry out a rigorous mathematical analysis
of transient process and stability of the system.

1 INTRODUCTION

In recent years, it has actively produced and used
array processors systems, which face the problem
of generation of synchronous signals and the mutual
synchronization of processors.

In realizing parallel algorithms, the processors
must perform a certain sequence of operations si-
multaneously. These operations are to be started at
the moments of arrival of clock pulses at processors.
Since the paths along which the pulses run from the
clock to every processor are of different length, a
mistiming in the work of processors arises. This phe-
nomenon is called a clock skew.

The elimination of the clock skew is one of the
most important problems in parallel computing and
information processing (as well as in the design of
array processors).

Several approaches to solving the problem of
eliminating the clock skew have been devised for the
last thirty years.

In developing the design of multiprocessor sys-
tems, a way was suggested Kung, 1988 for joining
the processors in the form of an H-tree, in which (Fig.
1) the lengths of the paths from the clock to every pro-
cessor are the same. However, in this case the clock
skew is not eliminated completely because of hetero-
geneity of the wires (Kung, 1988). Moreover, for a
great number of processors, the configuration of com-
munication wires is very complicated. This leads to
difficult technological problems.

Among the disadvantages we note the decelera-

Figure 1: H-tree.

tion of performance of parallel algorithms. In addi-
tion to the problem of eliminating the clock skew, an-
other important problem arose. The increase in the
number of processors in multiprocessor systems re-
quired an increase in the power of the clock. But the
powerful clock came to produce significant electro-
magnetic noise. Not so long ago a new method for
eliminating the clock skew and reducing the genera-
tor’s power was suggested. It consists of introducing
a special distributed system of clocks controlled by
phase-locked loops (Fig. 2). This approach enables
one to reduce significantly the power of clocks.

Phase-locked loops (PLLs) are widely used in
telecommunication and computer architectures. They
were invented in the 1930s-1940s (De Bellescize,
1932; Wendt & Fredentall, 1943) and then the the-
ory and practice of PLLs were intensively studied
(Viterbi, 1966; Lindsey, 1972; Gardner, 1979).
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Figure 2: Distributed system of clocks controlled by PLLs.

Various methods for analysis of phase-locked
loops are well developed by engineers and considered
in many publications (see, e.g., (Best, 2003; Kroupa,
2003; Egan, 2007)) but the problems of construction
of adequate nonlinear models and nonlinear analy-
sis of such models are still far from being resolved
and require using special methods of qualitative the-
ory of differential, difference, integral, and integro-
differential equations (Leonov et al., 1992; Leonov
et al., 1996; Abramovitch, 2002; Margaris, 2004;
Kudrewicz & Wasowicz, 2007; Kuznetsov, 2008;
Leonov, 2006).

In this paper new method for the rigorous math-
ematical analysis of electronic synchronization sys-
tems is suggested. This method consists in consider-
ing a phase synchronization system on three levels:

1) a level of electronic realizations;
2) a level of phase and frequency relations be-

tween inputs and outputs in block diagrams;
3) a level of differential and integro-differential

equations, and performing the asymptotic analysis of
high-frequency periodic oscillations.

This method allows one to calculate the char-
acteristics of phase detectors and make a rigorous
mathematical analysis of transient and stability of
the system (Leonov, 2006; Kuznetsov et al., 2008;
Kuznetsov et al., 2009; Leonov et al., 2009).

2 ASYMPTOTIC ANALYSIS AND
PHASE DETECTORS
CHARACTERISTICS
CALCULATION

Consider a differentiable 2π-periodic functiong(x),
having two and only two extremums on[0,2π] : g− <
g+, and the following properties.

For any numberα ∈ (g−,g+) there exist two and
only two roots of the equationg(x) =−α:

0< β1(α) < β2(α)< 2π.

Consider the function

F(α) = 1−
β2(α)−β1(α)

π
if g(x)<−α on (β1(α),β2(α)) and the function

F(α) =−
(

1−
β2(α)−β1(α)

π

)

if g(x)>−α on (β1(α),β2(α)) anda< b, ω.
Suppose,ω is sufficiently large relative to the

numbersa,b,α,π.

Lemma 1. The following relation

b∫

a

sign[α+g(ωt)]dt = F(α)(b−a)+O(
1
ω
) (1)

is satisfied.
Lemma 1 results from the formula for definitions

of F(α).
Consider now the propagation of pulse high-

frequency oscillations through linear filter (Fig. 3)

Figure 3: Multiplicator and filter.

Here

f j (t) = A jsign sin(ω j(t)t +ψ j), (2)

g(t) = α(t)+
t∫

0

γ(t− τ) f1(τ) f2(τ)dτ, (3)

⊗ is a multiplicator,A j > 0, ψ j are certain constants,
j = 1,2, γ(t) is a impulse response of linear filter and
α(t) is an exponentially damped function, linearly de-
pending on initial state of filter at momentt = 0.

A high-frequency property of generators can be
reformulated as the following condition.

Consider a large fixed time interval[0,T], which
can be partitioned into small intervals of the form

[τ,τ+ δ], (τ ∈ [0,T]),

where the following relations

|γ(t)− γ(τ)| ≤Cδ, |ω j(t)−ω j(τ)| ≤Cδ,
∀ t ∈ [τ,τ+ δ], ∀τ ∈ [0,T],

(4)

|ω1(τ)−ω2(τ)| ≤C1, ∀τ ∈ [0,T], (5)

ω j(τ)≥ R, ∀τ ∈ [0,T], (6)

are satisfied.

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

100



We shall assume thatδ is small enough relative to
the fixed numbersT,C,C1 andR is sufficiently large
relative to the numberδ : R−1 = O(δ2).

The latter means that on small intervals[τ,τ+ δ]
the functionsγ(t) and ω j(t) are ”almost constant”
and the functionsf j(t) on them are rapidly oscillat-
ing. Obviously, such a condition occurs for high-
frequency oscillations.

Consider now 2π-periodic functionϕ(θ) of the
form

ϕ(θ) = A1A2

(

1−
2|θ|

π

)

, θ ∈ [−π,π] (7)

and a block-scheme in Fig. 4

Figure 4: Phase detector and filter.

Hereθ j (t) = ω j(t)t +ψ j are phases of the oscil-
lations f j(t), PD is a nonlinear block with the char-
acteristicϕ(θ) (being called a phase detector or dis-
criminator) with the output

G(t) = α(t)+
t∫

0

γ(t− τ)ϕ(θ1(τ)−θ2(τ))dτ. (8)

Theorem 1. If conditions (4)–(6) are satisfied, then
for the same initial states of filter we have

|G(t)−g(t)| ≤ Dδ, ∀ t ∈ [0,T]. (9)

Here D is a certain not depending onδ number.

Proof. It is readily seen that

g(t)−α(t) =
t∫

0

γ(t− s)A1A2sign[cos((ω1(s)−

−ω2(s))s+ψ1−ψ2)− cos((ω1(s)+ω2(s))s+

+ψ1+ψ2)]ds=

=A1A2

m

∑
k=0

γ(t− kδ)





(k+1)δ∫

kδ

sign[cos((ω1(kδ) −

−ω2(kδ))kδ+ψ1−ψ2)− cos((ω1(kδ)+ω2(kδ))s+

+ψ1+ψ2)]ds+O(δ2)
]

, t ∈ [0,T].

Here the numberm is such that

t ∈ [mδ,(m+1)δ].

By Lemma 1 this implies the estimate

g(t) = α(t)+A1A2

(

m

∑
k=0

γ(t− kδ)ϕ(θ1(kδ)−

− θ2(kδ))δ
)

+O(δ) = G(t)+O(δ).
This relation proves the assertion of Theorem 1.

Consider now a block-scheme of typical phase-
locked loop [1–6] (Fig. 5)

Figure 5: Phase-locked loop with multiplicator.

Here OSCmasteris a master oscillator, OSCslaveis a
slave (tunable) oscillator and block

⊗
is a multiplier

of oscillations off1(t) and f2(t).
From Theorem 1 it follows that for pulse gen-

erators, at the outputs of which there are produced
signals (2), this block-scheme can be asymptotically
changed (for high-frequency generators) to a block-
scheme on the level of frequency and phase relations
(Fig. 6)

Figure 6: Phase-locked loop with phase detector.

Here PD is a phase detector with characteristic (7).
Thus, here on basis of asymptotical analysis of

high-frequency pulse oscillations (Lemma 1 and The-
orem 1) a characteristic of phase detector (7) is com-
puted.

We give now a scheme for computing characteris-
tics of phase detector for PLL with squarer. Consider
a block-scheme in Fig. 1 with

f1(t) = A2
1(1+ signsin(ω1(t)t +ψ1))

2

f2(t) = A2signsin(ω2(t)t +ψ2)

Consider then a block-scheme in Fig. 2, where PD
is a block with characteristicF(θ) = 2A1ϕ(θ).

Theorem 2. If conditions (4)–(6) are satisfied, then
for the same initial states of filter the relation

|G(t)−g(t)| ≤ Dδ, t ∈ [0,T]
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holds true. Here D is a certain independent ofδ num-
ber.
Proof of Theorem 2 is similar to that of Theorem 1.

Finally it may be remarked that for modern pro-
cessors a transient process time in PLL is less than or
equal to 10 sec. and a frequency of clock oscillators
attains 10Ghz . Givenδ = 10−4 (i.e. partitioning each
second into thousand time intervals), we obtain an ex-
pedient condition for the proposed here asymptotical
computation of phase detectors characteristics:

ω−1 = 10−10= 10−2(δ2) = O(δ2).

3 CONCLUSIONS

Thus consideration of phase synchronization system
at three levels (electronic realizations; phase and fre-
quency relations differential and integro-differential
equations) make it possible to calculate the charac-
teristics of the phase detector and perform rigorous
mathematical analysis of the stability of the system.
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Abstract: The design of optimal adaptive controllers is usually basedon heuristics, because solving Bellman’s equations
over information states is notoriously intractable. Approximate adaptive controllers often rely on the principle
of certainty-equivalence where the control process deals with parameter point estimates as if they represented
“true” parameter values. Here we present a stochastic control rule instead where controls are sampled from
a posterior distribution over a set of probabilistic input-output models and the true model is identified by
Bayesian inference. This allows reformulating the adaptive control problem as an inference and sampling
problem derived from a minimum relative entropy principle.Importantly, inference and action sampling both
work forward in time and hence such a Bayesian adaptive controller is applicable on-line. We demonstrate the
improved performance that can be achieved by such an approach for linear quadratic regulator examples.

1 INTRODUCTION

Learning how to act in an unknown environment
poses the problem of adaptive control (Åström and
Wittenmark, 1995). Solving adaptive control prob-
lems optimally is a notoriously hard problem because
it requires the solution of Bellman’s optimality equa-
tions over large trees of information states, which
becomes quickly intractable. Therefore, a number
of approximate adaptive control methods have been
devised in the literature (Åström and Wittenmark,
1995). Most heuristics for adaptive control are based
on the certainty-equivalence principle, i.e. when they
estimate the unknown plant parameters, the uncer-
tainty of these estimates has no impact on the perti-
nent control strategies. Instead, a point estimate of
the system parameters is treated as if it represented
the “true” system parameters.

It is well known in optimal control theory that the
certainty-equivalence principle holds exactly for lin-
ear quadratic systems with known dynamics (Åström
and Wittenmark, 1995). In case of adaptive control,
however, the certainty-equivalence principle breaks
down in general and is only used as a heuristic. In
fact, previous studies have shown that even for the
linear quadratic controller correct closed-loop system
identification cannot be guaranteed under certainty-
equivalence, which has led to the proposal of cost-
biased estimators (Campi and Kumar, 1996). Non-

certainty-equivalent controllers are usually designed
as extensions of a certainty-equivalent solution, such
as cautiousor dual controllers that reduce the con-
trol gain in the face of high parameter uncertainty or
actively probe the environment by random excitation
(Wittenmark, 1975). Here we propose a non-certainty
equivalent approach to adaptive control based on a
Bayesian control rule derived from a minimum rel-
ative entropy principle. We demonstrate how such an
approach can be employed to solve adaptive control
problems with linear dynamics and quadratic cost.

2 A BAYESIAN RULE FOR
ADAPTIVE CONTROL

In the following we assume that the observations of
our controller are given by a state variablext and the
possible actions of our controller areut . The con-
troller can then be defined as an input-output system
that is characterized by the conditional probabilities

P(xt+1|x≤t ,u≤t) and P(ut+1|x≤t+1,u≤t)

wherex≤t = x1,x2, . . . ,xt andu≤t = u1,u2, . . . ,ut de-
note concatenations of past states and actions respec-
tively. Analogous to the controller, the plant can be
thought of as an input-output system with conditional
probabilities

Q(ut+1|x≤t+1,u≤t) and Q(xt+1|x≤t ,u≤t).
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If the controller can perfectly predict the plant for all
historiesx≤t ,u≤t then

P(xt+1|x≤t ,u≤t) = Q(xt+1|x≤t ,u≤t).

In this case the plant equation is perfectly known and
the controllerP can be tailored to the particular plant
Q. Especially, the control lawP(ut+1|x≤t+1,u≤t) can
be chosen in such a way that it maximizes some opti-
mality criterion given full knowledge of the plantQ.

Consider now the case when the controller does
not know the plant dynamics, but assume we know
that the plant has dynamicsQm drawn randomly from
a setQ of possible dynamics indexed bym. Assume
further we have available a set of tailored controllers
Pm, where eachPm is tailor-made for one of the possi-
ble plantsQm. The set of possible plant dynamics and
tailored controllers can then be expressed as condi-
tional probabilities given by the following likelihood
and intervention models

P(xt+1|m,x≤t ,u≤t) and P(ut+1|m,x≤t+1,u≤t)

with m∈M indexing the different plant dynamicsQm
and the different tailored controllersPm. How can we
now construct a controllerP such that its behavior is
as close as possible to the tailored controllerPm under
any realization ofQm ∈ Q ?

A convenient measure of how muchP deviates
from Pm is given by the relative entropy. In particu-
lar, we can quantify the average deviation of a control
law P(ut+1|x≤t+1, ū≤t) from the tailored control law
P(ut+1|m,x≤t+1, ū≤t) of Pm by computing
〈

DKL
(

P(ut+1|m,x≤t+1, ū≤t)||P(ut+1|x≤t+1, ū≤t)
)

〉

where the average is taken with respect to a prior
P(m) and all possible input-output sequences with
probabilitiesP(x≤t+1ū≤t |m). The bar symbol ¯u≤t in-
dicates that past actions have been set by the con-
troller and therefore have to be formalized as inter-
ventions (Pearl, 2000; Ortega and Braun, 2010). One
can then show that the above quantity is minimized
by the following control rule.

Theorem 1(Bayesian Control Rule).

P(ut+1|x≤t+1, ū≤t)

= ∑
m

P(ut+1|m,x≤t+1,u≤t)P(m|x≤t+1, ū≤t)

where P(m|x≤t+1, ū≤t) is given by the recursive ex-
pression

P(m|x≤t+1, ū≤t)

=
P(xt+1|m,x≤t ,u≤t)P(m|x≤t , ū<t)

∑m′ P(xt |m′,x≤t ,u≤t)P(m′|x≤t , ū<t)
(1)

The proof can be found in (Ortega and Braun,
2010). Here we apply the Bayesian control rule
to adaptive control. It describes a mixture distri-
bution over different tailored controllers indexed by
m, each of them suggesting the next control signal
ut+1 with probabilityP(ut+1|m,x≤t+1,u≤t). The mix-
ture weights are given by the posterior probability
P(m|x≤t+1, ū≤t). It resembles Bayesian inference in
that it starts out with a prior distribution over input-
output models index bym and computes a posterior
distribution after experiencing an interaction. Actions
can then be sampled from this posterior distribution.

3 LINEAR QUADRATIC
REGULATOR

A linear quadratic regulator is characterized by a lin-
ear dynamical system and a quadratic cost function.
In the following we will deal with the time-discrete
case. Formally, letxt ∈ R

N be the state vector of the
plant at timet, ut ∈R

M be the action of the controller,
andF ∈R

N×N andG ∈R
N×M the time-invariant sys-

tem matrices describing the dynamics of the plant
such that

xt+1 = Fxt +Gut + ξt

whereξt ∈ R
N is a Gaussian random variable with

known covariance matrixΩξ. Furthermore, letct be
the scalar instantaneous cost

ct(xt ,ut ) = xT
t Qxt +uT

t Rut

whereR ∈ R
M×M is positive definite andQ ∈ R

N×N

is positive semi-definite. Thus, the time-average cost
J is given by

J(xt ,ut ) = lim
T→∞

1
T

T−1

∑
t=0

ct(xt ,ut ).

If the matricesF,G,Q andR are all known the op-
timal controller has a well-known solution that is a
simple state-feedback law

u∗
t =−L∗xt

whereL∗ can be computed from the algebraic Riccati
equation (Stengel, 1993).

3.1 Indirect Adaptive Bayesian Control

In this section we will assume that we know the cost
matricesQ andR, but have to estimateF andG dur-
ing the control process. Since we have to estimate
them explicitly in order to compute the optimal policy
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L∗ this is often calledmodel-basedor indirect adap-
tive control. This means we have to deal with an in-
ference problem—estimatingF andG—and an opti-
mal control problem—generating control commands
given the estimateŝF andĜ.

In order to solve the estimation problem we use
an Unscented Kalman Filter (UKF) in our simu-
lation experiments because it can estimate Gaus-
sian random variables both under linear and nonlin-
ear circumstances (Julier and Durrant-Whyte, 1995;
Haykin, 2001). The parameter vector we want to
estimate is given by the vectorized system matrices
ŵ= vec([F̂;Ĝ]). Initially, we assume a Gaussian prior
overŵ0. We model the evolution of the parameter es-
timate as a Brownian diffusion process given by

ŵt+1 = ŵt +ωt (2)

whereω ∈ R
N(N+M) is a Gaussian random variable

with covariance matrixΩω. The covariance matrix
determines the step size of the adaptation process.
The likelihood model needed for the inference pro-
cess is provided by

P(xt+1|ŵ,xt ,ut)

∝ e
− 1

2

(

xt+1−F̂xt−Ĝut

)T
Ω−1

ξ

(

xt+1−F̂xt−Ĝut

)

(3)

The adaptation rateΩω can be adjusted dynamically
depending on how well the current parameter esti-
mates fit the observations. In case of poor predictions
this should lead to high variability and fast adapta-
tion in big steps, in case of very good predictions this
should implies only small adaptation steps. This can
be implemented using a Robbins-Monroe innovation
update

Ω(t+1)
ω = (1−α)Ω(t)

ω +αI t

I t = K ŵ
t

[

xt+1− x̂t+1

][

xt+1− x̂t+1

]T
(K ŵ

t )
T

whereK ŵ
t is the Kalman gain as used in the UKF

and x̂t+1 stems from the prediction step of the UKF
(Haykin, 2001).

In order to solve the control problem we have
to use the current estimatêw = vec([F̂;Ĝ]) to com-
pute the optimal control commands. A certainty-
equivalent self-tuning regulator would simply take the
mean estimateE[ŵ] and use this estimate in the alge-
braic Riccati equation at every point in time as if it
was the true parameter vector. While this often works
fine if only a few parameters of the matrix are un-
known, in general this can lead to suboptimal solu-
tions. Instead, we propose to use the Bayesian control
rule as laid down in equation (1). This means we have
to specify a likelihood and an intervention model. The

likelihood modelP(xt+1|ŵ,x≤t ,u≤t) is given by equa-
tion (3). The intervention model is deterministic and
given by

P(ut+1|ŵ,x≤t+1,u≤t) ∝ δ
(

ut+1+L ŵxt+1

)

It might seem that this would imply taking the en-
tire probability distribution over̂w and propagating it
through the Riccati equation. Then we would sample
anL at each point in time to determineut+1. Fortu-
nately, an explicit computation of the posterior is not
necessary. We can simply sample from the distribu-
tion overŵ, propagate this sampled value through the
Riccati equation and obtain a sampled policyL . The
more precise the estimates overŵ are going to be, the
more precise the sampled policiesL will get.

Example. In many motor control studies the hand
is modeled as a point mass, where the state vectorxt
comprises position and velocity in the plane (Todorov
and Jordan, 2002). In a discrete state space this yields
the following equation:

xt+1 =

(

1 ∆t 0 0
0 1 0 0
0 0 1 ∆t
0 0 0 1

)

xt +

(

0 0
∆t/m 0

0 0
0 ∆t/m

)

ut + ξt

where we choseξt to be distributed according to

ξt ∝ N

[

0,
√

∆t

(

0 0 0 0
0 1/4 0 0
0 0 0 0
0 0 0 1/4

)]

The noiseξt models uncertainty in the force produc-
tion when controlling the mass point. In our simu-
lation of a reaching task with unknown system dy-
namics the controller had to learn to bring the mass
point from the periphery to the center of the coordi-
nate system trying to find the optimal feedback gains.
This requires estimating a 24-dimensional parame-
ter vectorw and sampling a 2×8-dimensional feed-
back gain. We chose the following parameter set-
tings: ∆t = 0.01, m= 1, R= [[0.001,0]; [0,0.001]],
Q = [[1,0,0,0]; [0,0.01,0,0]; [0,0,1,0]; [0,0,0,0.01]]
andα = 0.05 for the UKF. The results can be seen in
figure 1. The first entry of the parameter vectorŵ is
depicted in figure 1a, the first entry of the correspond-
ingly sampledL is depicted in figure 1b. After an ini-
tial exploration phase in whichL is sampled from a
broad distribution the controller settles down and only
samples from a very narrow distribution centered at
the optimal value. Figure 1c,d shows initial and final
trajectories and speed profiles: initially amorphous, a
straight-line movement is learned with a bell-shaped
speed profile. Importantly, the Bayesian controller
converges much faster to the correct feedback gain
than the certainty-equivalent controller which never
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fully reached the optimal value in our simulation—
compare figure 1e,f. In the following table the mean
absolute feedback gain error—the difference between
optimal feedback gain and actually executed feedback
gain—is shown averaged over the last 3000 time steps
of 100 runs. We have also averaged over all 2× 8
feedback gains.

Abs. Error

Certainty Equivalent Controller 8.26±0.01
Bayesian Control Rule 2.085±0.002

The results show that the Bayesian control rule in-
curs approximately 4 times less error on average than
the certainty-equivalent controller in this example. To
ensure that this result does not depend on the par-
ticular system we chose we ran the same simulation
but all the entries of the trueF and G were drawn
randomly from a uniform distribution[0;1] in each
run, with 100 runs in total. However, these random
draws were “frozen” such that both controllers faced
the same random variables and differences cannot be
attributed to different random draws. Each run of this
simulation had 500 time steps and we compared the
feedback gain error in the last 100 time steps.

Abs. Error

Certainty Equivalent Controller 0.536±0.002
Bayesian Control Rule 0.111±0.001

On average the Bayesian control rule incurred ap-
proximately 5 times less error than the certainty-
equivalent controller.

3.2 Direct Adaptive Bayesian Control

The adaptive linear quadratic control problem can be
reformulated in a way that does not require estimat-
ing the system matricesF andG explicitly (Bradtke,
1993). Instead we can work directly on the policy
space and assign aQ value to each policy such that
theQ value of policyL is given by

QL (xt ,ut) = ct(xt ,ut )+
(

Fxt +Gut
)TVL

(

Fxt +Gut
)

where VL corresponds to the cost-to-go function.
Thus,QL (xt ,ut ) can be expressed as a quadratic form
(

xt
ut

)T( Q+FTVL F FTVL G
GTVL F R+GTVL G

)

︸ ︷︷ ︸

=

[

M11 M12
M21 M22

]

(

xt
ut

)

The matrixM ∈R
(N+M)(N+M) is positive definite and

represents theQ value of policyL . The relationship
betweenM andL is given by

L =−M−1
22 M21 (4)

as can be readily seen when computing
∂utQL (xt ,ut) = 0. Previous studies have applied
Q-learning to solve thisdirect adaptive control prob-
lem by reinforcement learning methods (Bradtke,
1993). Here we want to transform it into an inference
problem. To this end, we need to relateM to an ob-
servable quantity in a way that is independent of the
policy that is currently executed by the controller. We
can achieve this by noting that Bellman’s optimality
equation imposes a recurrent relationship between
consecutive Q values, namely

QL (xt ,ut) = ct(xt ,ut)+QL (xt+1,−Lx t+1) (5)

Since ct is an observable quantity we can take it
on one side of the equation and put allQ -quantities
of equation (5) on the other side. Only the “true”
Q -function can predict allct for all data points
{xt ,ut ,xt+1}. Thus, we can use this relationship to
do inference overM where

ĉt =

(

xt
ut

)T

M
(

xt
ut

)

−

(

xt+1

−M−1
22 M21xt+1

)T

M
(

xt+1

−M−1
22 M21xt+1

)

Assuming Gaussian noise with known varianceσ2 for
the cost observations we obtain the following likeli-
hood model for our Bayesian controller:

P(ct |M ,xt ,xt+1,ut) ∝ exp

[

−
1

2σ2

(

ĉt − ct

)2
]

The intervention model is again deterministic:

P(ut+1|M ,xt+1,xt ,ut ) ∝ δ
(

ut+1+M−1
22 M21xt+1

)

Doing inference overM is complicated by three facts:
(i) the likelihood model is highly nonlinear in the
parameters, (ii)M must be constrained to the set
of positive definite matrices and (iii)M will be ill-
conditioned in many examples because the different
parts of the matrix differ usually by various orders of
magnitude, as for example the unknown cost matri-
cesQ andR are often of different orders of magni-
tude. Here we can only address problem (i) and (ii),
i.e. the examples to demonstrate the Bayesian con-
troller have to be well-conditioned—which is, for in-
stance not true for the previous simulation. With re-
gard to (i) we found that for this inference process the
UKF only works robustly when the propagated means
are simply computed as an un-weighted average over
sigma points instead of the more common weighted
average. With regard to (ii) we note that any positive
definite matrix can be expressed as a product of its
unique Cholesky factors:M = mTm wherem is up-
per triangular with diagonal elements strictly positive.
Then we can do inference overm with the simpler
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Figure 1: Results. (a-d) Learning to move a mass point when the system dynamics matricesF andG are unknown. A single
run of the control process is shown. (a) Temporal evolution of estimate of the first entry of̂F and the respective uncertainty
as represented by the Kalman filter. (b) Sampled feedback gain—only the first entry ofL is shown. The initial exploration
phase is followed by a stable performance after 400 time steps. The thin red line indicates the optimal feedback gain. (c,d)
Trajectories and speed profiles. Initially, the trajectorytakes a random direction with an amorphous speed profile (blue curves).
Later movement trajectories are straight and speed profilesbell-shaped (black curves). Panels (e-f) show sampled feedback
gains over 100 runs. (e) Mean executed feedback gain. The certainty-equivalent controller (CEC) slowly converges to the
region of optimal feedback gains. The exact optimal value was not reached in this simulation. The Bayesian control rule
(BCR) converges very fast to the optimal feedback gain. (f) Variance of executed feedback gain. The Bayesian controller
that used sampled feedback gains converges much faster thanthe certainty-equivalent controller. (g,h) Learning to move a
mass-less point when both the system dynamics matricesF andG and the cost matricesQ andR are unknown. (g) Bayesian
Control Rule. Trajectories of the first and last 5 trials. Initially, movements are undirected but later converge to straight line
movements. The pertinent cost converges to the optimum. (h)Policy Iteration. Trajectories of the first and last 5 trials. The
trajectories are wiggly because noise has to be added to the controller for exploration. Due to this extra noise the controller
cannot converge to the optimal cost.

constraint that the diagonal elements must be posi-
tive. In our simulation we implemented this constraint
by simply discarding any Kalman filter updates that
would violate it. In general, such constraints can be
easily implemented using particle filters.

Example. A simple well-conditioned example is a
mass-less particle that moves around in the plane. The
system dynamics can be formalized as:

xt+1 =
(

1 0
0 1

)

xt +
(

1 0
0 1

)

ut

The observations are noisy observations of the cost

ct = xT
t Qxt +uT

t Rut + ξt

whereξt is a normally distributed scalar variable with
varianceσobs= 0.1. BothQ andR were assumed to
be identity matrices andα = 0.5 as previously. This
is a 10-dimensional estimation problem. Figure 1g
shows that the Bayesian controller managed to find
the optimal control solution only relying on inference
and sampling. We compared against a policy iteration
algorithm for linear quadratic controllers as proposed
in (Bradtke, 1993) – compare Figure 1h. In the lat-
ter exploration can only be achieved by adding extra
noise to the control command. Note that the Bayesian
control rule incurs this noise automatically by sam-
pling from the posterior. We simulated 100 trials with
50 time steps each.

To ensure again that this result does not depend on
the particular system we chose we ran another simula-
tion where each entry ofF andG were drawn from the
uniform distribution[0;1] andQ andR were drawn
from an inverse Wishart distribution with identity co-
variance matrix and degree of freedom 2. The noise
was again “frozen” for comparison between the two
algorithms. We compared the absolute error between
the optimal and the actually executed feedback gain
over the last 20 trials. The Bayesian control rule out-
performed the policy iteration algorithm roughly by
factor 5.

Abs. Error

Policy Iteration (Bradtke, 1993) 2.5±0.1
Bayesian Control Rule 0.55±0.01

4 CONCLUSIONS

In this paper we suggest a minimum relative entropy
formulation of adaptive control problems when the
plant dynamics are unknown but known to belong to
a pre-defined set of possible dynamics. This formu-
lation has an explicit solution given by the Bayesian
control rule, a stochastic rule for adaptive control.
We have presented two example classes that show
how adaptive linear quadratic control problems can
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be tackled using this problem formulation. Usually,
adaptive controllers rely on the certainty equivalence
principle and ignore parameter uncertainty in the con-
trol process (̊Aström and Wittenmark, 1995). In con-
trast, a controller based on the Bayesian control rule
considers this uncertainty for balancing exploration
and exploitation in a way that minimizes the expected
relative entropy with regard to the true control law.

In particular, indirect control methods provide an
interesting perspective here, because they allow solv-
ing the adaptive control problem purely based on in-
ference and sampling methods that can be recruited
from a rich arsenal in machine learning. Both infer-
ence and action sampling work forward in time and
are therefore applicable online. Also they do not re-
quire different phases of policy evaluation and policy
improvement as some of the previous reinforcement
learning methods. Inference can be done online in-
dependent of the sampled policy. Several other stud-
ies have previously proposed to solve adaptive con-
trol problems based on inference methods (Toussaint
et al., 2006; Engel et al., 2005; Haruno et al., 2001).
Crucially, however, these studies have concentrated
on the observation part of the learning problem with
no principled solution for the action selection prob-
lem. Usually, exploration noise has to be introduced
in anad hocfashion in order to avoid suboptimal per-
formance. In contrast, the minimum relative entropy
cost function naturally leads to stochastic policies.

The main contribution of this study is to illustrate
how a relative entropy formulation can be applied to
solve an adaptive control problem. This is done by
deriving a stochastic controller based on the Bayesian
control rule for the LQR problem with unknown sys-
tem and cost matrices. Similar minimum relative en-
tropy formulations have recently also been proposed
to solve optimal control problems with known system
dynamics (Todorov, 2009; Kappen et al., 2009). How
these two approaches for adaptive and optimal control
relate is an interesting question for future research.
Also, the Bayesian control rule suggested here could
in principle be employed to solve more general adap-
tive control problems with possibly nonlinear dynam-
ics. However, finding optimal tailored controllers for
complex sub-environments can in general be highly
non-trivial. Therefore, finding inference and sam-
pling methods that work for more general classes of
adaptive control problems poses a future challenge.
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Abstract: In this paper, a strategy for automatic tuning of decentralized predictive controller synthesis parameters 
based on multiobjective optimization for multivariable systems is proposed. This strategy integrates the 
genetic algorithm to generate the synthesis parameters (the prediction horizon, the control horizon and the 
cost weighting factor) making a compromise between closed loop performances (the overshoot, the variance 
of the control and the settling time). A simulation example is presented to illustrate the performance of this 
strategy in the on-line adjustment of generalized predictive control parameters. 

1 INTRODUCTION 

Processes with only one output being controlled by a 
single manipulated variable are classified as single-
input single output (SISO) systems. Many processes, 
however, do not conform to such simple control 
configuration. These systems are known as multi-
input multi-output (MIMO) or multivariable 
systems. As most of the multivariable systems 
present interactions, the interaction problem between 
control loops has long been recognised as an area for 
concern and many approaches to deal with this 
problem were proposed. The method used in this 
work is to design non-interacting or decoupling 
controllers to eliminate completely the effects of 
loop interactions. This is achieved via decouplers 
(Albertos and Sala, 2004). As a control technique, 
we have used the Generalized Predictive Control 
(GPC) which has achieved great success in practical 
applications in recent decades. This strategy of 
control requires the determination of synthesis 
parameters: prediction horizon, control horizon and 
cost weighting factor which give acceptable closed 
loop performances. But, there is not exact rules 
giving the values of required parameters. Some 
works deal with the automatic tuning of GPC such 
as (Ben Abdennour, Ksouri and Favier, 1998) in 
which, an on-line adjustment of GPC’s synthesis 
parameters using the fuzzy logic is presented. But, 

this method does not give exact values of synthesis 
parameters but allows a fuzzy description of each 
parameter (small, average, big). On the other hand, 
in (Ben Abdennour, Ksouri and Favier, 1998) to 
determine the GPC parameters, each performance 
criterion is minimized without considering the others 
criteria, so the problem is considered as a single-
objective one. In practice, the optimization problems 
are rarely single-objective; where from the interest 
of multiobjective optimization (MOO) based on the 
minimization of all performance criteria at every 
sample time. The MOO leads to a set of optimal 
solutions, i.e. the Pareto optimal solutions or the non 
dominated solutions (Collette and Siarry, 2002). In 
this context, many works such as (Popov, Farag and 
Werner, 2005), (Yang and Pedersen, 2006), 
(Bemporada and Muñoz de la Peñab, 2009) and 
(Muldera, Tiwari and Kothare, 2009) were interested 
in the synthesis of controllers based on 
multiobjective optimisation which has more and 
more interest. In this paper, we propose a new 
method allowing the on-line adjustment of synthesis 
parameters of predictive controller using the genetic 
algorithm and that for the multivariable systems. 
The performances’ criteria to be simultaneously 
minimized are the settling time, the overshoot and 
the variance of the control. This paper is organized 
as follows. The problem is formulated in section two 
where the multivariable decoupling control and the 
predictive control principle are given. The proposed 
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method allowing the tuning of synthesis parameters 
and the design of the multiobjective predictive 
controller are described in section three. The 
obtained simulation results are presented in section 
four. Conclusions are given in the last section. 

2 PROBLEM FORMULATION 

2.1 Multivariable System 
Representation 

We consider a multivariable linear system with m 
inputs ui(k): i=1,…,m and n outputs yj(k) : j=1,…,n. 
The system equation is given by: 

1( ) ( ) ( )Y k G z U k−=    (1)

with: 1 2( ) [ ( ), ( ),...., ( )]TmU k u k u k u k=  is the control 

vector, 1 2( ) [ ( ), ( ),....., ( )]TnY k y k y k y k=  is the output 

vector and ( )1G z− is the transfer function matrix 
having as dimension m n×  given by: 

1 1
11 1

1

1 1
1

( ) ( )
( )

( ) ( )

m

n nm

g z g z
G z

g z g z

− −

−

− −

⎛ ⎞
⎜ ⎟

= ⎜ ⎟
⎜ ⎟
⎝ ⎠

 (2)

For the P canonical structure (Albertos and Sala, 
2004)., in the case of a system with two inputs and 
two outputs, the outputs are related to the inputs 
according to: 

1 1
1 11 1 12 2( ) ( ) ( ) ( ) ( )y k g z u k g z u k− −= +    (3)

1 1
2 22 2 21 1( ) ( ) ( ) ( ) ( )y k g z u k g z u k− −= +  (4)

2.2 Multivariable Decoupling Control 

Generally, in the industry the distributed control  is 
the most favorable and the most used thanks to its 
structure simplicity. During the decentralized control 
design for a two inputs two outputs (TITO) process, 
the input-output pairing is essential and determining 
for the obtained performances as well as for the 
stability of the system (Moaveni and Khaki-Sedigh, 
2006). Several methods were proposed to solve the 
interaction problem (Bristol, 1966), (Khelassi, 
Wilson and Bendib, 2004). The method which will 
be applied in this work is the one using decouplers 
having as role to decompose a multivariable process 
into a series of independent single-loop sub-systems, 
and the multivariable process can be controlled 
using independent loop controllers. As well as the 
input-output representation of multivariable 

processes, different structures are possible, like P or 
V decouplers. Judging by the literature, the P-
decoupler seems to be the most popular. In this 
work, we choose to use the decoupling network of 
Zalkind given in (Zalkind, 1967). The structure of 
the obtained decoupled process having as auxilliary 
inputs 1( )v k  and 2 ( )v k   is presented in the figure 
below. 

 
Figure 1: The structure of the decoupled process. 

The control signals are given by: 
1 1

1 11 1 12 2( ) ( ) ( ) ( ) ( )u k D z v k D z v k− −= +    (5)
1 1

2 21 1 22 2( ) ( ) ( ) ( ) ( )u k D z v k D z v k− −= +  (6)

where -1( ), 1,2 1,2ijD z  i  and  j= =  are the elements 

of the transfer function -1( )D z . 

In taking into account equations (3), (4), (5) and (6), 
we shall have: 

1 1 1 1
1 11 11 21 12 1

1 1 1 1
22 12 12 11 2

( ) ( ) ( ) ( ) ( ) ( )

        ( ) ( ) ( ) ( ) ( )

y k D z g z D z g z v k

D z g z D z g z v k

− − − −

− − − −

⎡ ⎤= +⎢ ⎥⎣ ⎦
⎡ ⎤+ +⎢ ⎥⎣ ⎦

 (7)

1 1 1 1
2 11 21 21 22 1

1 1 1 1
22 22 12 21 2

( ) ( ) ( ) ( ) ( ) ( )

        ( ) ( ) ( ) ( ) ( )

y k D z g z D z g z v k

D z g z D z g z v k

− − − −

− − − −

⎡ ⎤= +⎢ ⎥⎣ ⎦
⎡ ⎤+ +⎢ ⎥⎣ ⎦

 

(8)

To have y2(k) independent of v1(k) and y1(k) 
independent of  v2(k), we introduce the decouplers 
between the process and the controller such as : 

12 22
12

11

( ) ( )
( )

( )
g z D z

D z
g z

−
=     (9)

21 11
21

22

( ) ( )
( )

( )
g z D z

D z
g z

−
=   (10)

Generally we take D11(z)=1 and D22(z)=1 except in 
case the delays are more important in the direct 
branches than in the crossed branches (Albertos and 
Sala, 2004). 
By using (9) and (10) in (7) and (8), we obtain: 

-1 -1
-1 12 21

1 11 1-1
22

( ) ( )
( ) ( ) - ( )

( )
g z g z

y k g z v k
g z

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

  (11)

 
1( )G z−

 
1( )D z−

y1(k) 

y2(k) 

u1(k) 

u2(k) 

v1(k) 

v2(k) 
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-1 -1
-1 12 21

2 22 2-1
11

( ) ( )
( ) ( ) - ( )

( )
g z g z

y k g z v k
g z

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

  (12)

The use of (9) and (10) leads to the following 
control signals: 

-

-
( )

( ) ( ) ( )
( )

1
12

1 2 11
11

g z
u k v k v k

g z
−

= +   (13)

-

-
( )

( ) ( ) ( )
( )

1
21

2 1 21
22

g z
u k v k v k

g z
−

= +   (14)

The ( m n× ) multivariable process is treated as a set 
of n SISO processes. Each SISO process is 
characterized by a CARIMA (Controlled Auto 
Regressive Integrated Moving Average) dynamic 
model. This model   is    given   by the following 
relation:  

( )
( ) ( ) ( ) v( )   ( )  

( )

1
1 d 1

1

C z
A z y k z B z k 1 e k

z

−
− − −

−
= − +

Δ
 

 (15)

where 
- ( )y k and ( )v k are respectively the output and the 
input of the system. 
- ( )e k is a sequence of white noise with zero mean 
average and a finite variance. 
-The polynomials ( )1A z− , ( )1B z− , ( )1C z−  and ( )1z−Δ  
are given by: 

( ) .....  1 1 nA
1 nAA z 1 a z a z− − −= + + +     (16)

( ) .....1 1 nB
0 1 nBB z b b z b z− − −= + + + (17)

( ) .....1 1 nC
1 nCC z 1 c z c z− − −= + + + (18)

( )1 1z 1 z− −Δ = − (19)

-The roots in z of ( )1C z − must be strictly inside the 
unit circle.  
- d represents the time delay of the system. 

2.3 The GPC Optimal Control 

The generalized predictive control is based on the 
minimization of a quadratic criterion given by the 
following expression (Richalet, Lavielle and Mallet, 
2005), (Clarke, Mohtadi and Tuffs, 1987): 
 

ˆ( ( ) - ( / ))   ( ( ))
Hp d Hc 1

j 1 d j 0
GPC

2 2J cr k j y k j k v k j
+ −

= + =
= + + +ρ Δ +∑ ∑

 
 (20)

where
pH  is the prediction horizon, cH is the control 

horizon, ρ is the cost weighting factor, ( )cr k  is the 
set point, ˆ( / )y k j k+ is the predicted output 
and ( )k jv +Δ is the future increments of the control 
given by:  

( ) ( ) ( 1)v k j v k j v k jΔ + = + − + −    (21)

By minimizing the criterion GPCJ , we can determine 
the expression of the optimal vector 

( ) ( ),..., ( 1) T
cV k v k v k HΔ = Δ Δ + −⎡ ⎤⎣ ⎦   as follows: 

( ) ( ) [ ( ) ( ) ( )] 
( )

1

1

1
V k K R k Gy k R z v k 1GPC c

C z

−

−
Δ = − + Δ −

⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥

⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
      (21) 

where 

GPCK =[ ]  
c

T 1 T
1 1 1HIN N N−+ ρ  (23) 

( ) [ ( ), ..., ( )]  .T
c c c pk r k 1 d r k H dR = + + + +  

(24) 

1N  is a ( , )p cH H matrix, G and R are obtained by 
the resolution of Diophantine equations (Clarke, 
Mohtadi, and Tuffs, 1987). The optimal control to be 
applied to the process is defined from the vector 
given by (22) using the receding horizon principle. 
This optimal control ( )v k is computed from the first 
element ( )v 1Δ of the vector ( )V kΔ : 

( ) ( 1) (1)v k v k v= − + Δ  (25) 

It is evident that the optimal predictive control 
depends on synthesis parameters ( ,  ,  )p cH H ρ . So, in 
this paper, we present a new method allowing the 
automatic determination of required GPC’s synthesis 
parameters in the case of multivariable systems. 

3 MULTIOBJECTIVE 
GENERALIZED PREDICTIVE 
CONTROL 

Multi-objective optimization (MOO) can be defined 
as the problem of finding a vector of 
parameters [ ],..., T

1 lX x x= , which optimizes a 
vector of objective functions ( ,..., )1 nJ J (Gambier, 
2008). In general, the MOO problem can be 
formulated as follows: 

min  ( ( ),  ( ),..., ( ))  1 2 nX
J X J X J X  (26) 
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At present, a very huge number of methods to solve 
MOO problems can be found in literature (Collette 
and Siarry, 2002), (Gambier, 2008). The method 
applied in this work is the weighted sum method that 
belongs to the family of aggregative methods. 

3.1 Weighted Sum Method 

This method allows the transformation of the 
objective functions vector in a single-objective 
function. It is known for its efficiency and suitability 
to generate a strongly non dominated solution that 
can be used as an initial solution for other 
techniques. The single criterion is obtained by the 
sum of the weighted criteria as follows (Gambier, 
2008): 

  
n

i i
i 1

J w J
=

= ∑  (27) 

where the weights are chosen such that: 

 =       
n

i i
i 1

w 1 and 0 w 1
=

≤ ≤∑  (28) 
 

The MOO leads to a set of solutions known as a 
Pareto set. This set is also called non-dominated 
solutions. When the non dominated solutions are 
collectively plotted in the criterion space, they 
constitute the Pareto front (Gambier, 2008). All 
points of the Pareto front are equally acceptable 
solution for the problem. However, it is necessary to 
obtain only one point in order to be able to 
implement the controller (Gambier, 2008).To choose 
one solution from the Pareto front, we can compute 
the following norm for each solution which gives a 
compromise between all criteria (Bouani, Laabidi, 
and Ksouri, 2006): 

2 2 2
1 2 ...i nd J J J   = + + +  (29) 

The quality of a control applied to a process is 
generally estimated by the closed loop performances 
of the system. Among these performances we 
choose as objective functions to optimize: 
 The overshoot %D    

max
%   c

c

y r
D 100

r
−

=  (30) 

maxy is the maximum value of the output and cr is 
the set point value. 
    The variance of the control vV  

( )
2

1

N
2

N
v

2 1

v k
V

N N

∑
=

−
 (31) 

1N is the first  measure iteration and 2N is the last 
one.

  The settling time sT : It is the first instant after 
which, the system output doesn’t exceed %5±  of 
the set point value. 
So, to estimate the synthesis parameters for GPC, 
the following criterion will be minimized. 

%     .1 2 v 3 sJ w D w V w T= + +  (32) 
such  that: 

1 2 3w w w 1+ + = and ; ,...,i0 w 1  i 1 3≤ ≤ = . 

 
 

3.2 Generating Optimal Solutions 
Using Genetic Algorithms  

In genetic algorithms, each parameter is represented 
by a string structure. This is similar to the 
chromosome structure in natural genes (Goldberg, 
1991). A group of strings are called population. It 
should be notice that GAs evaluate a set of solutions 
in the population at each iteration step. Every 
solution is formed by GPC’s synthesis parameters. A 
number of genetic operators (selection, crossover 
and mutation) are available to generate new 
individuals in next generation. 
In this paper, we propose an on-line supervisor for 
each classic predictive controller based on genetic 
algorithms. In figure 2, we present the structure of 
this supervisor. Each supervisor permits the on-line 
adjustment of the GPC algorithm parameters in 
order to optimize simultaneously closed loop 
performances.  

 
Figure 2: The Supervisor of the Classic Predictive 
Controller. 

In our work, the GA population is formed by the 
synthesis parameters ( pH , cH ,ρ ). The initial 
population is formed by arbitrary values, such as: 

p1 H 20≤ ≤ ; c1 H 3≤ ≤  and 0 10< ρ ≤ . For each 
individual of the population, we use the process 
model and the generalized predictive controller in 
order to compute, for a given set point, the output 
sequence along two hundreds sample times. Then, 
we evaluate the performance indices ( %D , vV , sT ) 

 

Supervisor 

Process GPC 
( )y k( )u k  

, ,p cH H ρ

( ),..., ( )c c pr k r k H+
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and the fitness. To obtain the new population, we 
use the roulette wheel as a selection operator. To 
acquire more information in the new population, the 
crossover and the mutation operators are needed. 
This procedure will be repeated until a stop criterion 
(e.g. max number of generation) is reached. Then, 
we obtain the best individual (optimal values of 

pH , cH andρ ) that minimizes the performances 
indices. The steps used to compute the best synthesis 
parameters are given in algorithm 1. In this 
algorithm, we design by max_gen the maximum 
number of generations and by max_pop the 
maximum number of population. 

Algorithm 1: The principal steps to design multi-objective 
predictive controller. 

   Form the initial population 
   For j=1 To max_gen 
       For i=1 To max_pop 

- Take the ith individual of the population, 
- Use the GPC with the process model, 
- Compute the model output, 
- Evaluate the criteria: %D , vV , sT  
- Evaluate the fitness using (32) 

       End 
Use the GA operators (selection, crossover and   
mutation) to form the new population. 

    End  
    Take the best individual ( , , )p cH H ρ . 
 
Once the non dominated solutions are computed, the 
problem is which solution can be used with the GPC 
to handle the real process. To choose one solution 
from the Pareto front, we compute the following 
norm for each solution: 

2 2 2
% .i v sd D V T   = + +  (33) 

The steps allowing to find the synthesis parameters 
which minimize the performance criteria, given by 
the proposed algorithm is executed  twice because 
the TITO system is decomposed into two 
monovariable systems controlled each by 
multiobjective predictive controller.  

4 SIMULATION RESULTS 

To estimate the closed loop performances obtained 
by applying the approach presented in this paper, we 
consider the TITO process given in (Miskovic, 
Karimi, Bonvin and Gevers, 2007) characterized by 
the next transfer functions matrix:  

.  z .  z     
.  z .  z( )

.  z .  z     
.  z .  z

1 1

1 1
1

1 1

1 1

0 09516 0 03807
1 0 9048 1 0 9048G z

0 02974 0 04758
1 0 9048 1 0 9048

− −

− −
−

− −

− −

⎛ ⎞
⎜ ⎟

− −⎜ ⎟= ⎜ ⎟−⎜ ⎟
⎜ ⎟− −⎝ ⎠

 (34) 

4.1 Generating Optimal Solutions  

To apply the genetic algorithm, we choose a 
population of 20 individuals and a maximum 
number of generations equals to 150. The crossover 
probability and the mutation probability are fixed 
respectively to .pc 0 7= and .pm 0 3= . We vary 

1w between 0 and 0.9, and 2w  and 3w  are computed 
by: 

 .1
2 3

1 w
w w

2
−

= =  (35) 

For every set of ( , , )1 2 3w w w , the genetic algorithm 
evaluates the criterion given by (32) and generates 
the best individual (

pH , cH , ρ ).  
In tables 1 and 2, we have, respectively reported the 
values of the best individuals corresponding to every 
set of weights for the first and the second SISO 
systems. 

Table 1: The values of best individuals corresponding to 
every set of weights for the first SISO system. 

 Weights Best individuals 
i 

1w      2w     3w  
pH

  cH
    
ρ  

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

0       0.5     0.5 
0.1    0.45   0.45 
0.2     0.4     0.4 
0.3    0.35   0.35 
0.4     0.3     0.3 
0.5    0.25   0.25 
0.6     0.2     0.2 
0.7    0.15   0.15 
0.8     0.1     0.1 
0.9    0.05   0.05 

2     1    5.75 
3     2    6.71 
3     2    6.71 
2     2    7.98 
3     2    6.72 
3     2    6.77 
3     1    9.40 
2     2    9.99 
3     1    9.42 
2     2    5.62 

Table 2: The values of best individuals corresponding to 
every set of weights for the second SISO system. 

 Weights Best individuals 
i 

1w      2w     3w  
pH

  cH
   
ρ  

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

0       0.5     0.5 
0.1    0.45   0.45 
0.2     0.4     0.4 
0.3    0.35   0.35 
0.4     0.3     0.3 
0.5    0.25   0.25 
0.6     0.2     0.2 
0.7    0.15   0.15 
0.8     0.1     0.1 
0.9    0.05   0.05 

6       3    7.51 
5       3    7.43 
7       2    8.36 
4       2    6.43 
5       3    7.41 
4       2    6.47 
2       1    9.78 
2       1    9.76 
6       3    7.43 
7       2    8.31 

DESIGN OF A MULTIOBJECTIVE PREDICTIVE CONTROLLER FOR MULTIVARIABLE SYSTEMS

113



 

Figures 3 and 4, describe respectively the non 
dominated solutions which constitute the Pareto 
front for the first and the second SISO systems. 
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Figure 3: The Pareto front for the first SISO system. 
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Figure 4: The Pareto front for the second SISO system. 

4.2 Multiobjective Predictive 
Controller 

To implement the controller, it is necessary to 
choose a single solution among all non dominated 
solutions. This choice is made by the user, if he 
decides to give the priority to the minimization of 
overshoot, he will choose the solution giving the 
overshoot minimum value. If the most important 
criterion to be minimized for the user is the settling 
time, he will choose the solution giving the 
minimum settling time. In this paper we choose to 
make a compromise between the three closed loop 
performances. For that, the step to be followed is to 
calculate the norm given by (33) for every set of iw  
and to choose the synthesis parameters 
corresponding to the smallest value of id . 
For the first SISO system, the synthesis parameters 
giving a minimal value of the norm id  are given in 
Table 3. For the second SISO system the synthesis 
parameters chosen by the supervisor are presented in 
table 4. So we can notice that this proposed method 
allows automatic adjusting of synthesis parameters. 

Table 3: The Synthesis Parameters Chosen by the 
Supervisor for the first SISO system. 

p1H  c1H  1ρ  

2 2 7.98 

Table 4: The Synthesis Parameters Chosen by the 
Supervisor for the second SISO system. 

p2H  c2H  2ρ  
5 3 7.43 

The obtained synthesis parameters, given in Table 3 
and Table 4 are used with the two predictive 
controllers to control the multivariable process.  
The obtained results are shown in Figure 5 and 
Figure 6 which respectively present the evolution of 
the system outputs and the set points and the 
evolution of the control signals. From these figures, 
we can notice that this proposed method allows 
automatic adjusting of synthesis parameters 
permitting a compromise between closed loop 
performances.  
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Figure 5: Evolution of the outputs and the set points. 
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Figure 6: Evolution of the control signals. 

The tables 5 and 6 recapitulate respectively the 
overshoots, the settling times values and the 
variances of the controls found for the first and the 
second SISO system. 
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Table 5: Closed loop performances Values Obtained for 
the First SISO System. 

 
Overshoot 

( %D ) 
Settling 

time ( sT ) 

Variance of 
the control 

( vV ) 
k∈  [0;400] 12 64s 0.69 k∈ [401;800] 24 66s 

Table 6: Closed loop Performances values for the Second 
SISO System. 

 Overshoot 
( %D ) 

Settling 
time ( sT ) 

Variance of 
the control 

( vV ) 
k∈  [0;300] 05.8 71s 10.06 k∈ [301;800] 12.8 77s 

5 CONCLUSIONS 

In this paper, a new method allowing the on line 
adjustment of the predictive controller synthesis 
parameters for multivariable systems has been 
presented. The decentralized control using the 
decoupling network is applied to decouple the 
different subsystems and to control the MIMO 
system using multiple SISO controllers. Genetic 
algorithms and the weighted sum method are 
exploited to find the synthesis parameters by 
minimizing simultaneously three criteria which are 
the overshoot, the settling time and the variance of 
the control. The obtained simulation results have 
shown that the proposed method can lead to 
acceptable closed loop performances. 
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Abstract: The goal of this paper is to evaluate the closed loop performances of a new approach in constrained state
space Robust Model Predictive Control (RMPC) in the presence of parametric uncertainties. The control law
is obtained by the resolution of a min-max optimization problem, initially non convex, under input and input
deviation constraints, using worst case strategy. The technique used is the Generalized Geometric Program-
ming (GGP) which is a global optimization method for non convex functions constrained in a specific domain.
The key idea of the proposed approach is the convexification of the optimization problem allowing to com-
pute the optimal control law using standard optimization technique. The proposed method is efficient since it
guarantees set-point tracking different from the origin and non zero disturbances rejection. The efficiency of
this approach is illustrated with two examples and comparedwith a recent state space RMPC algorithm.

1 INTRODUCTION

The MPC algorithms present a series of selling points
over other methods amongst which stand out: its abil-
ity to handle non linear systems, multi input mutlti
output systems as well as systems having input and/or
state constraints. The model quality plays a vital role
in MPC, but in reality there always exist model un-
certainties, which may significantly degrade the sys-
tem performances (Fukushima et al., 2007). Uncer-
tainties can be represented in different forms reflect-
ing in certain ways the knowledge of the physical
mechanisms which cause the discrepancy between the
model and the process (Camacho and Bordons, 2004).
To describe the dynamic of the system, structured un-
certainty was used by several Robust MPC (RMPC)
works. A number of RMPC methods have been de-
veloped to cope with the presence of the uncertain-
ties in the system model. A representative list of
RMPC methods includes: (Campo and Morari, 1987),
(Cordon and Boucher, 1994), (Kothare et al., 1996),
(Rossiter and Kouvaritakis, 1998), (Huaizhong et al.,
1998), (Lee and Kouvaritakis, 2000), (Ramirez et al.,
2002), (Pannochia, 2004), (Fukushima et al., 2007),
(Alamo et al., 2004), (Bouzouita et al., 2007), (Mayne
et al., 2009), (Qian et al., 2010).

Most existing state-space RMPC algorithms are
unable to control uncertain systems when the set-

point is different from the origin or when it is changed
such as LMI method introduced by (Kothare et al.,
1996). Another limitation of this method consists on
returning local optimum in some cases.

In the present work, we evaluate the closed loop
performances of the proposed state space RMPC ap-
proach. This approach uses the state space output de-
viation method presented by (Watanabet et al., 1991)
to compute the j step ahead output predictor with a
finite prediction horizon since this method gives ro-
bust adaptive controlled results against the unknown
plant parameters. Thus, the optimal control actions
are determined by a min-max optimization problem.
However, the criterion to be optimized is initially non
convex relatively to the uncertain parameters and the
control action. Hence, it can’t be solved by a standard
optimization technique. To overcome this difficulty,
the GGP method, which is a global optimization tech-
nique, is adopted to convexify the criterion by means
of variable transformations.
The main features of the proposed algorithm are:

• guarantee non zero set-point tracking,

• move the system with time-varying model uncer-
tainty form set-point to another without offset,

• satisfy process constraints,

• reject non zeros disturbances,
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• the on-line optimization algorithm is computed
with a reasonable amount of time.

The efficiency of this algorithm is illustrated
through two examples and compared with the method
proposed by (Pannochia, 2004).

2 GENERALIZED PREDICTIVE
CONTROL ALGORITHM

In this section, we will be based on the output devia-
tion method introduced by (Watanabet et al., 1991)
to compute the j step ahead output predictor value
as well as the cost function. It is already proved
that this method gives robust adaptive controlled re-
sult against the unknown plant parameters compared
with the direct output method. The model considered
at first for uncertain system is a linear discrete time
single-input/single-output described by the following
CARIMA model of the plant results performing an
effective integral action:

A(q−1)∆y(k) = B(q−1)∆u(k) (1)

where: -∆y(k) and∆u(k) are respectively the output
and the input deviation system.

- ∆ is the integral action which ensures offset-free
steady-state response in the presence of variable set
point.

- A(q−1), B(q−1) and∆(q−1) are polynomials on
q−1 with bounded coefficients:

A(q−1) = 1+ a1q−1+ ...+ anaq−na (2)

ai ∈ [ai,ai],1≤ i ≤ na

B(q−1) = b0q−1+ b1q−2+ ...+ bnbq−(nb+1) (3)

b j ∈ [b j,b j],0≤ j ≤ nb

∆(q−1) = 1− q−1 (4)

Then, equation 1 can be transformed using the ob-
server canonical form into a state space model as fol-
lows:

∆x(k+1) = F∆x(k)+G∆u(k) (5a)

∆y(k) = H∆x(k) (5b)

where∆x(k) is anna dimensional vector andF, G and
H are represented by the following matrices:

F =













−a1 1 0 · · · 0
−a2 0 1 · · · 0

...
...

...
...

−ana−1 0 0 · · · 1
−ana 0 0 · · · 0













, G =













b0
b1
...

bna−2
bna−1













(6a)

H =

na
︷ ︸︸ ︷

[

1 0 · · · 0
]

(6b)

wherebi = 0 for i > nb. Consequently, we can obtain
using equation 5 the following state deviation atk+ j
time:

∆x(k+ j|k) = F j∆x(k)+
j

∑
i=1

F j−iG∆u(k+ i−1) (7)

Then, it follows from equations 5 and 7, that the
j-step ahead output predicted value is given by:

y(k+ j|k) = y(k)+
j

∑
i=1

HF i∆x(k)

+
j

∑
i=1

j−i

∑
l=0

HF lG∆u(k+ i−1)

(8)

Moreover, the cost function is defined by the follow-
ing equation:

J =
Hp

∑
i=1

(y(k+ i|k)−w(k+ i))2+λ
Hc

∑
i=1

∆u(k+ i−1)2

(9)
The output sequence onHp prediction horizon can

be written as follows:

Y = Lu∆U + f (10)

where:

Y = [y(k+1|k),y(k+2|k), . . . ,y(k+Hp|k)]
T

∆U = [∆u(k),∆u(k+1), . . . ,∆u(k+Hc −1)]T

TheLu with the (Hp,Hc) dimension andf which
is an(Hp) dimensional vector are given by:

Lu =




















HG 0 ... 0

HG+HFG HG 0 ... 0

HG+HFG+HF2G HG+HFG
... 0

HG

...
...

∑Hc+1
j=1 HF j−1G ... HG+HFG
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f =













y(k)
y(k)
y(k)

...
y(k)













+















HF
HF +HF2

HF +HF2+HF3

...

∑
Hp
i=1 HF i















∆x(k)

Hence, the cost function of equation 9 is equivalent
to:

J = (Y −W)T (Y −W)+λ∆UT ∆U (11)

whereY is given by equation 10,λ is the weighting
factor andW is the sequence of set-points onHp pre-
diction horizon:

W = [w(k+1), . . . ,w(k+Hp)]
T

3 PROBLEM STATEMENT

The strategy used to find the optimal control law is
the minimization of the worst case objective function.
The min-max problem is the following:

min
∆U(k)∈M

max
ai∈[ai,ai]

b j∈[b j ,b j ]

J(∆U,ai,b j) (12)

whereJ is given by equation 11 and the setM repre-
sents the set of constraints on input and input devia-
tion signals which can be described by:M = {∀∆U :
C∆U ≤ D} (Ramirez et al., 2002).

The maximization is over the bounds ofA and
B polynomial coefficients. This maximization would
lead to a worst case value ofJ over all the values of
ai andb j belonging respectively to[ai,ai] and[b j,b j]

(Bouzouita et al., 2007). Therefore, it is deduced from
equations 10 and 11, that the objective functionJ is
non convex relatively toF , G and∆U (see section 5
for more details). Hence, it is non convex relatively
to the uncertain parametersai andb j. Effective al-
gorithm is proposed in the present paper to solve this
maximization problem and obtain the global optimal-
ity within a good precision. The main idea of the
GGP is to convexify the objective function and the
constraints by applying different variable transforma-
tion techniques. Furthermore, this worst case value
is minimized over present and future control moves
△U = [△u(k), ...,△u(k+Hc −1)]. We present now
the global optimization method (GGP) which allows
us to solve the maximization problem of equation 12.
This optimization problem can be converted to the
given one:

min
ai∈[ai,ai]

b j∈[b j ,b j ]

−J(∆U,ai,b j) (13)

Generalized geometric programming is an optimiza-
tion technique for solving a class of non convex
non linear programming problems (Tsai et al., 2007).
The GGP problems occur frequently in engineering
design, chemical process industry and management
(Tsai, 2009), (Nand, 1995), (Chul and Dennis, 1996),
(Maranas and Floudas, 1997) and (Porn et al., 2007).
This class concerns the optimization problems with
the objective function and constraints are in polyno-
mial forms. Several specialized approaches have been
proposed to locate the global optimum based mainly
on variable transformations. Hence, the strategy of
this technique is to replace all non convex signomials
of the objective function with specific features into
convex terms according to some specific transforma-
tion rules which will be formulated in next section.

4 CONVEXIFICATION
STRATEGY OF THE GGP
APPROACH

The mathematical formulation of a GGP problem is
expressed as follows (Tsai, 2009):

min
X

Z(X) =
T0

∑
j=1

c jz j (14)

subject to:
Tk

∑
q=1

hkqzkq ≤ lk,k = 1, . . . ,K (15a)

zp = x
αp1
1 x

αp2
2 . . .x

αpn
n , p = 1, . . . ,T0, (15b)

zkq = x
βkq1
1 x

βkq2
2 . . .x

βkqn
n ,k = 1, . . . ,K,q = 1, . . . ,Tk

(15c)

X = (x1, . . . ,xn) (15d)

xi > 0 for 1≤ i ≤ n (15e)

xi ≤ xi ≤ xi (15f)

Following the GGP formulation, the proposed
method can be solved with only positive variables due
to the logarithmic/exponential transformation used in
the convexification strategy. Therefore, this transfor-
mation requires to replacexi by eyi . Hence,xi must
be strictly positive. However, in several problems the
polynomial variables can be negative. To overcame
this limitation, a simple variable translation allows
taking into account negative variables. Consequently,
following the negative translation variable technique,
the definition set of the polynomial variable of the ob-
jective function of equation 14 isℜn

+. Using equa-
tions 14 and 15 , the polynomial can be written as
follows:
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min
T0

∑
j=1

c jx
αp1
1 x

αp2
2 . . .x

αpn
n , p = 1, . . . ,T0 (16)

In fact, the signomial function Z(X) is a sum of mono-
mial termsf j(X) given by the following equation:

f j(X) = c jx
αp1
1 x

αp2
2 . . .x

αpn
n , j = 1, . . . ,T0 (17)

Based on the given three propositions (Tsai et al.,
2007), we can judge either each monomial term of
the polynomial is convex or not.

Proposition 1. The function f (X) = cΠn
i=1xαi

i is
convex inℜn

+ if c ≥ 0, xi ≥ 0 andαpi ≤ 0 (for all
i = 1, . . . ,n).

Proposition 2. The functionf (X) = cΠn
i=1xαi

i is con-
vex inℜn

+ if c≤ 0, xi ≥ 0, αpi ≥ 0 (for all i = 1, . . . ,n)
and(1−∑n

i=1 αi)≥ 0.

Proposition 3. The function f (X) = cexp(r1x1 +
r2x2+ . . .+ rnxn) is convex inℜn

+ if c ≥ 0 andri ∈ ℜ.
Hence, if one of the three above propositions is not
satisfied for a signomial, by applying the following
transformation rules we can convexify it:

Rule 1. If c > 0 andαi > 0 , thencx
αp1
1 x

αp2
2 . . .x

αpn
n =

cexp(r1y1+ r2y2+ . . .+ rnyn) whereyi = log(xi), i =
1, . . . ,n.

Rule 2. If c < 0, αi > 0 and ∑n
i=1 αi > 1,

thencx
αp1
1 x

αp2
2 . . .x

αpn
n = cXα1/R

1 . . .Xαm/R
m wherexi =

X1/R
i , i = 1, . . . ,n andR = ∑n

i=1 αi.

5 SUMMARY OF THE STATE
SPACE RMPC ALGORITHM

In this section, we provide a summary of the needed
steps to find the optimal control law using the new
proposed RMPC method in the state space model:

1. Fix the upper and lower bounds ofai andb j which
areai, ai (i = 1, . . . ,na), b j andb j ( j = 0, . . . ,nb).
Several works have been published addressing
facets of finding model uncertainty bounds (Mes-
saoud and Akoum, 2000), (Messaoud and Favier,
1994).

2. Find the optimum values ofai andb j by solving
the minimization optimization problem of equa-
tion 13. This problem is initially non convex.
By applying the transformation techniques (ex-
ponential and power transformations) of the GGP
method, the transformed problem (objective func-
tion and constraints) becomes convex. The GGP
technique is applied with a polynomial form.

3. Find ∆U , the solution of the minimization prob-
lem of equation 12 with the optimal values ofai
andb j found in step 2.

4. Inject the control action in the plant to find the
state and the output actions of the future se-
quences.

5. Go to step 2 and repeat with the optimal value of
the control signal found in step 3.

To explain more step 2, we consider a simple ex-
ample where the state matrix isF = −a1, the input
matrix isG = b0 and the output matrix isH = 1. The
controller parameters are:Hp = 1, Hc = 1 andλ = 1.
Then using equations 8 and 9, the criterion J is written
as following:

J = (y(k)−a1∆x(k)+b0∆u(k)−w(k+1))2+∆u(k)2

(18)
Consequently, after expanding equation 18, we

observe that the J criterion is non convex relatively to
x1, x2 andx3 (according to proposition 1 and proposi-
tion 2).

6 SIMULATION EXAMPLES

In this section, the new RMPC method using state
space description and based on GGP will be illus-
trated through two examples.

6.1 Example 1

The first example is a simple system described by the
discrete state model given by equation 5, where the
state matrices are:

F =−a1 ,G = 0.11 andH = 1

The uncertain variable bounds are:

−1.6≤ a1 ≤−1.2

This system is unstable for all values ofa1. The initial
state points is fixed atx(0) = x(1) = 0. We consider
the following control parameters:Hp = 3, Hc = 1 and
λ= 0.02. The set-point is changed between 1 and−1.
Moreover, constraints on control and control moves
signals process have been taken into account. Their
values are:−3.5≤ u(k) ≤ 2.3 and−1.5 ≤ ∆u(k) ≤
1.5. For model 1,a1 = −1 and for model 2,a1 =
−1.2.

Fig. 1 shows the closed loop response of the sys-
tem for the two models using the proposed state space
RMPC approach based on the GGP technique. A load
disturbance is added to the model output. This dis-
turbance takes 0.2 for 15≤ k ≤ 25 and 45≤ k ≤ 55
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Figure 1: Closed-loop simulation results for model 1 and
model 2.

and 0 else. The simulation results show good perfor-
mances of the proposed approach. This approach suc-
cessfully controls the above system. It achieves vari-
able set point tracking and non zero disturbance re-
jection with respect to input and input deviation con-
straints. Moreover, the on-line optimization algorithm
takes about 0.17s per sample time. Consequently, the
proposed technique is accomplished in a reasonable
amount of time.

6.2 Example 2: Comparison with
Pannochia Method

In this example, we consider a jacketed continuous
stirred tank reactor (CSTR) presented by Henson and
Seborg (Henson and Seborg, 1997). After lineariza-
tion around the middle-conversionopen-loop unstable
steady-state and discretization with a sampling time
of 5s (Pannochia, 2004), we obtain the following state
space model matrices:

F =

[

−a1 1
−a2 0

]

, G =

[

b0
b1

]

H =
[

1 0
]

where the uncertainty variables are bounded as fol-
lows: −2.3006≤ a1 ≤ −2.1617, 1.1555≤ a2 ≤
1.2863, 0.2022≤ b0 ≤ 0.2153 −0.1804≤ b1 ≤
−0.1718. Model 1 is described by the following state
matrices:

F1 =

[

2.1617 1
−1.1555 0

]

, G1 =

[

0.2022
−0.1718

]

H1 =
[

1 0
]

However, for model 2 we consider the following
state matrices:

F2 =

[

2.3006 1
−1.2863 0

]

, G2 =

[

0.2153
−0.1804

]

H2 =
[

1 0
]

Fig.2 compares the closed loop performances of
the proposed optimization algorithm using GGP tech-
nique and the RMPC method presented by (Pan-
nochia, 2004) using the above system for the two

models. The control parameters are the following:
Hc = 2, λ = 0.002. In the proposed approachHp = 3.

The initial state is x=

[

0
0

]

. Inputs constraints are

fixed as follows:−10≤ u(k) ≤ 10. In the proposed
approach, we suppose that the future set-points are
unknown. Moreover, the two models are considered:

for 1≤ i < 40 the true system is model 1

for i ≥ 40 the true system is model 2

Fig.2 shows a slightly difference between the two
outputs. The response time of the Pannochia RMPC
method is abouttr = 4.87s , however the one of the
proposed RMPC method istr = 6.1s. Concerning
the control signal, the proposed RMPC method shows
less oscillations at the set point variations than the
Pannochia RMPC method since it presents less of
peaks.

(Pannochia, 2004) uses two algorithms: an off-
line algorithm and an on-line one. The off-line algo-
rithm computes a nominal system and a feedback gain
design which guarantees the closed loop system sta-
bility. This algorithm solves a non convex min-max
optimization problem. Hence, both the minimization
and the maximization problem give local solutions. In
fact, this limitation can affect the closed loop perfor-
mance responses. However, The proposed approach
uses only one on-line algorithm based on the GGP
method which is a global optimization technique for
non convex polynomial functions.
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Figure 2: Closed-loop simulation results for models 1 and
2.

7 CONCLUSIONS

An examination of the closed loop performances of
a new approach in constrained state space Robust
Model Predictive Control (RMPC) in the presence of
parametric uncertainties is presented. Based on sim-
ulation example results, we have shown that the pro-
posed method is able to guarantee variable set-point
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tracking respecting to the input and input deviation
constraints and to reject non zero disturbance. More-
over, our method features good performances in the
on-line algorithm time computation and a simplicity
of implementation. These features make this method
particulary attractive for industrial applications. A
comparison with a recent state space RMPC method
is also given.
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Abstract: Level lines and sets are competitive features to support recognition. Color is assumed more informative than 
intensity, so color-lines are preferred to exhibit the set basis. In the paper, they are defined after level lines, 
and then extracted and characterize. Greater information is kept by color lines resulting into more efficient 
grouping towards objects. A novel Hausdorff-inspired disparity finder is introduced fed in by color lines 
with respect to epipolar constraints. The efficient disparity map resulting from pixel wise line-matching 
between left and right images justifies our technical choices. 

1 INTRODUCTION 

Usual segmentation appears sensitive in practice to 
the view point and shadows (contrast changes). In 
this paper, morphologically stable sets are extracted 
and a Hausdorff distance provides for global and 
local pattern matching all in once. Level sets make a 
basis - the topographic map - easy to compute.  

According to psychologists (Koschan a Abidi 
2008), in most contexts color prevails on shape and 
texture: whence using color to make lines more 
distinctive seems sensible. 

Defining color sets and lines is not 
straightforward because of the intrinsic tri-
dimensional nature of color. Usually, color data are 
transformed from a 3D color space to a 1D Level 
Space, by combining the three components, either to 
specify a total order of colors or towards some 
optimal function of those. Here, our of the 
commonly used HSV space, the 1D level space is 
provided by a mixture of H and V weighted by S. 
After mixture line features have been extracted from 
two images to compare, matching is carried out with 
a coarse to fine strategy involving a modified 
Hausdorff distance (Huttenlocher 1993), to pair 
portions of lines. 

As the disparity in stereoscopic images is 
computed from the distance of corresponding points, 
results of stereo shape matching and their 
comparison with the ground truth will assert the 
efficiency  of   our  matching  process,  founding  the 
algorithm evaluation. 

The paper is organized as follows. Section 2 is a 
brief reminder on lines, color and matching for 
notations and basic algorithms. Section 3 details our 
procedure to enhance intensity lines into color lines. 
Then, Section 4 deals with pattern and point 
selections for matching towards disparity from line 
pairing. Finally, the validity and efficiency of the 
proposed procedure are evaluated through 
comparing our depth map with the ground truth. 

2 BIBLIOGRAPHY 

Level sets and lines. Level sets (Caselles 1999), the 
topographic map, prove invariant to contrast changes 
and naturally robust to occlusions. Converting 
images into sets and back is straightforward. 
Projections follow equation (1) or (2) 
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where u(x) is the gray level at pixel x in the image 
and λ  is the parameter – threshold – defining the 
lower (resp. upper) set Xλ (resp. Xλ). reconstruction 
follows equations (3) 

 (3)

A level line is the border of a level set, therefore 
parameterized by the same λ. In practice it still 
depends on the threshold’s step: as it is usually low 

  }{sup}{inf λXλ,u=Xλ,u=xu 
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valued in hope of an exhaustive topographic map, 
images generate more lines than necessary to 
matching.  Color is likely to improve a priori the line 
separability then lowering their number.  

Color Edges and Lines. Color was first proved to 
extend the notion of topographic map by (Coll & 
Froment 2000) who designs a total order in the HSV 
space. Gouiffès (2008) proposed to extract color sets 
from color bodies in the RGB 3-D  histogram. 
Moreover the Hue in HSV proves ultimately 
discriminative and invariant to shadow, however it is 
ill-defined at low saturation. Compared to gray level, 
color provides more edge or line information. 

Feature matching. Set-correspondence finding 
between two images can be classified into three 
principal algorithmic lines: Point matching, based on 
correlation windows on raw intensity data, but suffer  
on homogeneous areas. Geometrical Feature 
matching are the corners or curvature points or line 
segments with attributes. Region and shape 
matching strategies. The hypothesis is made here 
that corresponding patterns maintain the shape 
between images (Loncaric 1998).  

The method we detail in the present paper 
exploits the shape stability granted by the invariance 
to contrast through color sets. 

3 COLOR SETS AND LINES 

3.1 Color Sets 

Color image data can be represented in the RGB 
cube. The pixel intensity – i.e. level – amounts to 
projecting the given RGB point onto the principal 
diagonal of the cube (the gray level scale). The 
question then arises to find a transformation more 
adaptive to the image content. Gouiffes & 
Zavidovique (2008) proposed to use the dichromatic 
model to find body colors: vectors pointing to 
principal body colors are used separately instead of 
the sole cube diagonal. Related data – i.e. close 
enough in the RGB space – is projected onto that 
vector exhibiting associated level sets. 

Our leading idea to build the transformation of 
the HSV color space into a 1-D level space takes 
after the vanishing of Hue, independently at both 
low light intensity and low saturation. 

3.2 H,V Mixtures vs. S 

Considering the above-mentioned drawbacks of the 
HSV space, the following formulation of S is 
preferred: 

( , , ) ( , , )S = Max R G B Min R G B  (4)

Second, we propose to use hue when it is 
relevant(high saturation) and intensity otherwise 
(low saturation). To ensure color sets homogeneous 
enough respective to what is expected from regions 
in image segmentation, we design a smooth 
transition with a sigmoid function Sig(s,k): 

 

( ) ( , ) ( ) (1 ( , )) ( )FO p Sig s k H p Sig s k I p    (5)
 

Sig(s,k) is thus parameterized by its slope s and 
inflection point k to be adapted from former  and 

 
 

Figure 1: (a) Original image, (b) pseudo-color image in the 
data space from the step function OF and threshold on 
intensity, (c) pseudo-color image in the data space from 
the sigmoid mixture OF and a threshold on intensity, (d) 
pseudo-color image from the same data space and a 
threshold on magnitude of the saturation, both (b) (c) and 
(d) use same scale of pseudo color. 

Fig 1 compares the use of a sigmoid (Fig. 1(c)) is 
compared with the use of a Heaviside step function 
(see Fig 1 (b)). On top of regular noise, the artifacts 
of the step function are likely due to the frequency 
of switches between the intensity and hue scales 
when saturation lies in around the threshold. The 
overall consequence is a loss of some details when 
trying to lower the effect. The drawback of the 
sigmoid function, compared to the step function, is 
conversely its smoothness.  When saturation is low, 
although hue does not keep much of an effect, a 
change of the RGB vector even to a close one might 
result into significant modification of the final result 
OF due to the small signal situation. Pepper noise 
can occur on the image during the transition of the 
Sig function around point k. Fig.1(c) finally 
illustrates that issue: for example, on the road area, 
the wall of  the restaurant, or among  the  crowd,  the 

(a)     (b) 

(c)     (d) 
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sigmoid combination outputs some sparse noise. 
Sharpening the sigmoid to make it closer to a 

step function will reduce details. Since, again, the 
sigmoid is more biased by the hue and is exactly 
used to take advantage from it, the inflection point k 
is set to a low value. Figure 1(d) shows better results 
in that respect thanks to replacing the usual formula 
of the saturation – a ratio – by the difference version 
given in equation (4). Finally, Fig. 2 compares our 
lines with the classical gray level lines. 

Our line extraction method derives from the one 
proposed by Bouchafa (2006) to direct close curve 
extraction. 

       
 (a)              (b)               (c) 

Figure 2: (a) Original color image, (b) gray level lines, (c) 
color lines. Note that (b) and (c) result from a same 
artificial look-up table to make lines more distinct. 

4 COLOR LINE MATCHING 

To speed the match up, our method begins to sort 
patterns by global features for a coarse stage. Then, 
at the fine stage, point matching is performed. 

Coarse Scale Matching. Techniques of comparing 
border of sets between 2 shapes, such as, length, 
level of set, standard deviation and position shape, 
which is exploited from stereo vision knowledge. 

Fine Matching. Published techniques relying on a 
reference point, e.g. Chang (1991), strongly depend 
on this point stability. 

 
   (a)              (b) 

Figure 3: Example of corresponding sets A and B and their 
centroids and notations. 

The Hausdorff distance founds an interesting 
technique to get the process free from the center. Let 
A = {a1,...,an} and B = {b1,...,bm} be two finite sets. 
Their Hausdorff distance is defined as  

 

      H A , B = M a x h A , B , h B , A  (6)

where 

  i j
a A b B

h A,B = Max Min a b
 

  (7)
 

and      is a norm in the affine space of the image. 
In previous works, e.g. (Huttenlocher 1993) 

Hausdorff was used to locate shapes in a scene by 
using a template.  
Here, a topographic map contains abundant lines 
which are close together, hampering the accuracy of 
the distance map in our application. Therefore a 
progressive scheme is rather tried: every tentative 
couple of left and right lines is extracted and 
superimposed within a common window W with 
center pc

W of coordinates (xc
W, yc

W) and of size NR 
NC. However, using the center of W, pW

c  = (NC /2, 
NR/2) as the reference point for mapping, two 
problems occur. First, direct mapping of the centroid 
of W may make some part to exceed the window. 
Second, right and left patterns to be matched can be 
dissimilar since they were filtered roughly, therefore 
large enough space d is needed to compensate. 

Thus, a slightly more elaborated shifting strategy 
into W has to be designed (see Fig. 3).   x1

L, x2
L, y1

L, 
y1

L are the coordinates of the bounding rectangle of 
the left pattern, and pc

L= (xc
L, yc

L)T  is the centroid 
(small square) of the line to be mapped in the 
comparison. It is likely different from the center of 
the window, illustrating the first problem. 

Finally, both each point pL = (xL, yL) of LL and 
each point pR =(xR, yR) of LR are translated into W, of 
reference point pW= (xcW, ycW)  and of size NR x NC  
respectively with vectors vL

W  and vR
W : 
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where The new centroid  pW
c  is then defined as: 
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and comparison window is the rectangle NR x NC: 
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(12)

(13)

where d is the extension of the window from the size 
of the line 

Note that, according to the stereovision 
application targeted in our paper, we assume that the 
epipolar constraint holds, Therefore, the translation 
on row x is similar in v'L

W and v'R
W. This assumption 

reduces significantly the complexity of the 
Hausdorff matching so made one-dimensional. After 
shifting the selected left line LL to W (equation (8)) 
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the distance map is computed with a city block 
distance. Then, candidate samples of right lines are 
mapped to W – equations (8,9) – and the Hausdorff 
distance is computed for all right line candidates in 
CR as resulting from the coarse scale matching. The 
final homologous line is the line which provides the 
minimum Hausdorff distance - equation (6) . 

Indeed, when finding the point-to-point or line-
to-point distances, we use their minimum. Pattern-
to-pattern distances, i.e. set of points to set of points, 
result from the furthest of those closest points. When 
a pattern is selected by the Hausdorff’s condition, all 
points in the set will find their corresponding part. 

Ty is the translation vector bound to the 
minimum Hausdorff distance (see Fig. 4), and dy is 
the local Hausdorff vector between corresponding 
columns of points p'L and p'R (respectively y'R and 
y'L). The disparity D of corresponding points pL and 
pR is obtained from the stereo pair, following: 

 

yy dTp  R
c

L
c

RLL yyyyD )(
 (14)

 

Note that the disparity value is computed at all 
sample points of a line. 

 
     (a)                    (b) 

Figure 4: (a) Right line LR (dotted line), superimposed on 
LL (continuous line) when LR was firstly projected into W 
which already had LL as distance map, centroid of LR  is 
marked as pc

R. (b) The Hausdorff method makes LR 
translate to new centroid qc

R= pc
R+Ty. Finally, the vector 

dy goes from p'R+Ty to  p'L. 

Decomposing Lines. A single global distance to all 
points corresponds to a simple linear transformation 
between homologous points. Indeed, one region or 
line can relate to several depths. Also, one line likely 
refers to several objects at different depths. Rather 
than a complicate set of equations, the line can be 
decomposed into portions where the rigid motion 
applies well enough. 

In figure 5, the line points extracted from the 
right image of a stereoscopic pair (red crosses) 
superimpose with the left line from the distance 
map. Blue means close and the redder the further. 

Let us call "centroid match" the process where 
the two centroids are superposed first and then the 
result for every pair of corresponding points is 
computed. 

In fig.5 (a) the centroid match leads to large 
distances between corresponding points, up to 
missing corresponding points on the right border of 
the right leg (reader’s right) that are paired with the 
left border of the right leg. In Fig. 5(b) Hausdorff 
makes both lines have correct co-points, generally 
better than before. The distance of corresponding 
points is reduced; however there are still some 
misfits in the tail (right area of the deer). Finally, 
Fig. 5(c) illustrates our technique. Obviously, the 
number of mismatched points was efficiently 
reduced. Fig. 6 shows some enlarged details of the 
points matching. 

     
(a)                         (b)                            (c) 

Figure 5: Illustration of the matching procedure. Right 
lines' (Red Cross symbol) superimposed on left lines' 
distance map (dark). (a) lines based on the same centroid 
at the center window, (b) lines after optimal Hausdorff 
translation, (c) result of the proposed method. 

         
                  (a)                                                 (b)                      

Figure 6: (a) Enlarged version of the leg part in figure 17: 
left, centroid matching; right, modified Hausdorff. (b) 
close up on the tail part of figure 17: left, general 
Hausdorff, to compare with right, modified Hausdorff. 

5 EXPERIMENT AND RESULTS 

Color lines are evaluated first in comparing with 
gray level lines. They are then used to evaluate the 
efficiency of the modified Hausdorff distance. This 
distance is compared to classical line matching 
methods through the stereo matching quality for 
both color and gray lines. The database, 2003-2006, 
in Scharstein (2003, 2007) and Hirschmüller (2007) is our 
test bench.  

5.1 Contribution of the Color Lines 

The relevance of our color mixture lines wrt. gray 
level lines, is indicated by two criteria: 1) the 
number of lines, compactness of the topographic 
map. 2) The average PSNR values and number of 
lines computed on the image data base are collected 
in the table 1. Three different data are considered: 
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gray, abrupt mixture, and sigmoid.  is the 
quantization step, both PSNR and “line number” are 
decreasing functions of . k sets the mix (section 3).  

From the analysis of the table 1, we can note that 
the PSNR for the sigmoid mixture is lower than with 
Gray lines except when the saturation is greater than 
or equal to 0,4. The number of lines is appreciably 
lower in same conditions. That means images 
reconstructed from a topographic map after smooth-
mixture are closer to the input image, while the 
topographic map is more compact. Fig. 7 shows 
examples of level and color sets. 

Table1: Comparison results between images after color 
mixture data and gray level ones: average PSNR of each 
kind of data and the average number of lines. 

 k PSNR
Gray 1 - 42.33 36474.30

2 - 37.97 29234.31
5 - 31.19 18666.96

1

0.1 36.46 29378.13
0.2 38.15 30617.52
0.4 42.53 33416.48

2

0.1 32.63 20784.17
0.2 34.41 22332.59
0.4 38.68 25575.09

5

0.1 27.97 11498.09
0.2 29.77 12779.41
0.4 33.51 15507.00

Nb. lines.

Sigmoid method 

 

   
Figure 7: Examples of level and color sets: (a) Original 
color image, (b) Pseudo color image of gray level sets, (c) 
Pseudo color image of sigmoid color set: for all pseudo 
color images the step parameter is set equal to 5, the 
amplitude is coded on 8 bits and k = 0,2 for the mixture. 

Line images are shown in Fig. 8. As expected, many 
lines appear on colorimetrically homogeneous 
objects. Shadows produce lots of irrelevant lines, 
unstable for matching since they do not correspond 
to real objects. With the sigmoid mixture, the 
topographic maps are more compact and lines 
correspond to salient physical items at sight. 

This preliminary experimental evaluation 
suggests that our HSV mixture produces lines more 
appropriate for matching, i.e. more distinctive, 
quicker to compute, and more related to object-
boundaries. 

5.2 Matching Results 

Figure 9 shows an example of results of our 
disparity computation method and figure 13 displays 
the error from the ground truth in every pixel. Most 

matching errors occur for large color lines related to 
several objects at different depths.  

In Table 2 , NT refers to the average number of 
line points computed in the whole data base. NC is 
the number of correct points, those for which the 
disparity error is less than 5. ET stands for the mean 
disparity error computed on the NT points and EC 
same on the NC points. 

    
        (a)        (b) 

    
        (c)        (d) 

Figure 8: Examples of lines from the stereo pair of Fig.7. 
Step  is set to 2, and the inflection point k is 0.2. (a), (b) 
are the gray level lines in left and right images 
respectively, (c) (d): Lines from sigmoid mixture. 

The parameter %DE>5 (resp.%DE>1) is the 
percentage of points with a disparity error  

   n r
x y

D x, y D x, y

n


 greater than 5 pixels (resp. 1 

pixel), Dn(x,y) being the disparity after our method 
at pixel (x,y) and Dr (x,y) the truth after the data 
base; n is the number of pixels.  

    
        

      (a)             (b)           (c) 

Figure 9: Example of matching: (a), (b) left and right 
stereoscopic images, (c) the disparity-line image and its 
color map value. 

These criteria are computed for the Hausdorff 
distance and the centroid method. The Hausdorff 
method is used with gray and Sigmoid Mixture data 
(the parameter that we use is TS = 0.2). Out of table 
2, gray level data yields a larger number of points 
than the mixture in same technical conditions.  

Most added points are not salient and those from 
shadow lines are unstable. Consequently, 19,3% of 
the gray lines have not been correctly matched, 
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compared to only 13 % for the mixture lines. Too 
large a number of lines is also problematic in terms 
of computation times and resources. Eventually, 
disparity errors are always lower from mixture lines. 

Table 2: Comparison of the results provided by the 
Hausdorff matching and classical centroid line matching.  

 NT NC ET EC %DE>5 %DE>1 

Hausdor  

    Gray 6092 497 4,9 0,7 18 54 

Mixture 3585 313 4,0 0,6 13,51 50,63 

Centroid 3892 289 6,9 1,0 28,07 67,73 

 
For comparison purposes, Table 2 collects also 

results from the Centroid technique on mixture data.  
NT is normalized to find a number of lines 
comparable to Hausdorff’s by controlling the Ta 
threshold of acceptable data as defined in section 4. 
Even if Ta is adjusted in the Hausdorff case, it could 
only worsen results since the matching condition 
states that a tighter threshold means more similar 
patterns. Ta depends on the line length not on the 
type of input data. Then on the same image sub-part, 
26,6 % of the lines have not been correctly matched. 
Moreover, the errors ET and EC are significantly 
higher than Hausdorff ‘s (ET : 69%  and EC : 59%). 

The same NT value is kept for gray vs. mixture 
lines not to bias results (same technique and 
parameters).  

Contribution of the Modified Hausdorff Distance. 
Table 3 compares the classical and modified 
Hausdorff distances for the color mixture. In the 
latter case, lines are divided if their length is higher 
than an experimentally set threshold T1, the value of 
which depends on the image size through natural 
stretching and shrinking in stereo (T1=500 in our 
experiments). Same measures as before are collected 

Table 3: Comparison of classical Hausdorff techniques 
and modified techniques. 

 NT NC ET EC %DE>5 %DE>1 

Classical 23185 18621 3,5744 1,0840 21,01 65,53 

Modified 24585 21357 3,1402 0,8753 14,22 60 

Because these techniques are based on a different 
Hausdorff matching, the threshold of acceptable data 
Ta is separately chosen to reach the same level of 
details in the disparity image. 

According to table 3, the classical Hausdorff 
method yields a smaller number of points which 
means less detail compared to the modified 
Hausdorff. It produces even a smaller number of 
points, NC, for which the disparity error is less than 

5. Nevertheless, the average error EC (Column 4) is 
3,57 pixels for the global Hausdorff and only 3,14 
pixels for the modified version. Likewise, the rate 
%DE>5 in column 5 is 21,01% vs.14,22%, meaning 
that 79% of the lines are correctly matched by the 
classical approach, while 85,8% are correctly 
matched with the modified version.  And finally, 
Table 3 also shows that the disparity errors are 
always lower with the modified Hausdorff distance. 

6 CONCLUSIONS 

Our work studies color line matching and evaluates 
its relevance in a stereo matching application. A 
novel color topographic map is proposed with less 
irrelevant lines, more related to objects and more 
distinctive. Direct close curve extraction based on 
the color map reduces the memory and CPU greed. 
Color sets finally prove more stable in practice than 
usual results of region segmentation. The proposed 
modified Hausdorff shows its efficiency in finding 
more accurate correspondences for image 
registration. 

REFERENCES 

Koschan & Abidi (2008). Digital color image processing. 
Hoboken, N.J.: Wiley-Interscience. 

Huttenlocher, Klanderman & Rucklidge (1993). 
Comparing images using the Hausdorff distance. 
IEEE Trans. on PAMI, Vol. 15. N° 9. pp. 850–863.  

Caselles, Coll & Morel (1999).Topographics maps and 
local contrast invariance in natural images. IJCV, pp. 
5-27. 

Coll & Froment (2000), Topographic Maps of Color 
Images. In ICPR Vol. 3. p 3613.  2000. 

Gouiffès & Zavidovique (2008), A Color Topographic 
Map Based on the Dichromatic Reflectance Model. 
Eurasip JIVC, n.17. 

Loncaric (1998). A survey of shape analysis techniques. 
Pattern Recognition Vol. 31, pp 983-1001. 

Bouchafa & Zavidovique (2006) Efficient cumulative 
matching for image registration. IVC, Elsevier Vol. 
24, pp.70-79. 

Chang, Hwang & Buehrer (1991) A shape recognition 
scheme based on relative distances of feature points 
from the centroid, Pattern Recognition, Vol. 24, N°11, 
pp. 1053-1063. 

Scharstein & Szeliski (2003). High-accuracy stereo depth 
maps using structured light. In IEEE CVPR Vol. 1, 
pp. 195-202. 

Scharstein & Pal (2007). Learning conditional random 
fields for stereo. In IEEE  CVPR. 

Hirschmüller & Scharstein (2007). Evaluation of cost 
functions for stereo matching. In IEEE CVPR. 

MIXED COLOR/LEVEL LINES AND THEIR  STEREO-MATCHING WITH A MODIFIED HAUSDORFF DISTANCE

127



FEATURE EXTRACTION AND SELECTION FOR AUTOMATIC 
SLEEP STAGING USING EEG 

Hugo Simões, Gabriel Pires 
Institute of Systems and Robotics, University of Coimbra, Coimbra, Portugal 

{hugo, gpires}@isr.uc.pt 

Urbano Nunes, Vitor Silva 
Department of Electrical Engineering, University of Coimbra – Polo II, Coimbra, Portugal 

Keywords: Feature Extraction, Feature Selection, EEG Sleep Staging, Bayesian Classifier. 

Abstract: Sleep disorders affect a great percentage of the population. The diagnostic of these disorders is usually made 
by a polysomnography, requiring patient’s hospitalization. Low cost ambulatory diagnostic devices can in 
certain cases be used, especially when there is no need of a full or rigorous sleep staging. In this paper, 
several methods to extract features from 6 EEG channels are described in order to evaluate their 
performance. The features are selected using the R-square Pearson correlation coefficient (Guyon and 
Elisseeff, 2003), providing this way a Bayesian classifier with the most discriminative features. The results 
demonstrate the effectiveness of the methods to discriminate several sleep stages, and ranks the several 
feature extraction methods. The best discrimination was achieved for relative spectral power, slow wave 
index, harmonic parameters and Hjorth parameters. 

1 INTRODUCTION 

About a third of the population suffers from sleep 
disorders, including the obstructive sleep apnea 
syndrome (Doroshenkov et al, 2007). The diagnosis 
of such diseases is performed by a polysomnography 
(PSG) which requires the patient's hospitalization 
with costs and discomfort for the patient. 
Ambulatory diagnostic devices may have an 
important role in order to mitigate these factors. The 
PSG consists on the acquisition of various electrical 
biosignals including electroencephalogram (EEG), 
electrooculogram (EOG) and electromyogram 
(EMG). The signals are segmented into epochs of 30 
seconds and assigned to a sleep stage by an expert 
(Iber et al, 2007). This is a tedious and time 
consuming task. Automatic sleep stages 
classification (ASSC) is therefore an attractive 
solution. However, the general opinion is that most 
of the experts do not rely on ASSC software, 
because they usually present a low performance (i.e. 
present a high level of disagreement). One of the 
main reasons is due to the high variability between 
subjects which makes it difficult to obtain robust 
models for classification. The expert uses sometimes 
heuristics difficult to implement in the algorithms 

and combines a macro and micro perspective of the 
overall epochs. It should be highlighted that there is 
also some level of disagreement between experts.  

This work describes part of an apnea detection 
system to be used in ambulatory situations by 
patients at home. It does not intend to substitute the 
PSG, but only to determine primarily if the patient is 
sleeping at the occurrence of the apnea episode, and 
secondly to determine in which sleeping stage it did 
occur. The stage classification relies only on EEG 
signals. This paper investigates several feature 
extraction methods to compare their performance 
aiming to achieve improved results in the following 
sleep detection stages: wake (W) vs. sleep (S), 
NREM (NR) sleep vs. REM (R) sleep, NREM N1 
vs. NREM N2 + NREM N3, NREM N1 + NREM 
N2 vs. NREM N3, NREM N1 vs. NREM N2, 
NREM N2 vs. NREM N3 and NREM N1 vs. REM 
sleep (Iber et al, 2007). Moreover, a feature 
selection method based on the squared Pearson 
correlation coefficient (Guyon and Elisseeff, 2003), 
henceforth designated R-square criteria, is applied 
with the purpose of finding a reduced set of 
discriminative features. These features are used to 
provide additional information to the expert, and 
also to automatically classify each sleep stage with 
some   degree   of  certainty.   The  classification  is  
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Figure 1: Classification methodology. 

performed by a Bayesian classifier using 2-class 
detection. Scoring sleep is done according to rules of 
the American Academy of Sleep Medicine (AASM) 
Manual for Scoring Sleep (Iber et al, 2007), an 
actualization of the rules of Rechtschaffen and Kales 
(Rechtschaffen and Kales, 1968). According to 
AASM Manual, sleep is divided into five stages: 
wake, NREM (Non Rapid Eye Movement) sleep 
(N1, N2 and N3) and REM (Rapid Eye Movement) 
sleep. Considering only EEG signals, the wake stage 
is characterized by a low amplitude alpha activity 
(8-13 Hz); N1 by a low amplitude theta activity (3-7 
Hz); in N2 the predominant frequencies are in the 
0.7-4 Hz range and there is the arising of sleep 
spindles and K-complexes; N3 presents at least 20% 
of the epochs with delta activity (<2 Hz) with 
amplitude greater than 75 µV; REM is characterized 
by frequencies mostly between 2 and 6 Hz with low 
amplitude. Sleep staging based only on EEG 
presents some difficulties because different stages 
such as wake, REM and NREM N1 present similar 
patterns. The ASSC has been addressed by many 
research groups. In (Tang et al, 2007), Hilbert-Hang 
transform and wavelet transform were applied to 
extract harmonic parameters from EEG signals, 
(Hese et al, 2001) implemented a semi-automatic 
method based on k-means clustering algorithm. 
(Ebrahimi et al, 2008) used neuronal networks and 
wavelet packet coefficients to discriminate between 
different sleep stages. Doroshenkov et al. (2007) 
have developed a classification algorithm based on 
Hidden Markov Models using only EEG signals. 
(Zoubek et al, 2007) have used feature selection 
algorithms to find the relevant features extracted 
from PSG signals. Schwaibold et al (2003) have 
implemented a neuro-fuzzy algorithm to model the 
rules of Rechtschaffen and Kales. Although some 
studies show good performance, they are very 
limited to specific groups of patients and it has not 
been possible yet to create generalized models that 
provide results accepted by the experts. Moreover, it 
remains difficult to discriminate between certain 
sleep stages using only EEG signals.  

2 DATABASE 

Data from all-night PSG records were provided by 
the Laboratory of Sleep from Centro Hospitalar de 
Coimbra. The PSG was recorded by the model 
Somnostar Pro from Viasys at a sampling frequency 
of 200 Hz. The database comprises seven patients 
(five males and two females) with ages between 27 
and 64 years old (mean = 50 years; standard 
deviation = 12.88 years). Only six EEG channels 
were used: F3-A2, C3-A2, O1-A2, F4-A1, C4-A1 
and O2-A1. All recordings were segmented into 
epochs of 30 seconds and labelled by an expert. 

The dataset was initially composed by 6558 
epochs. In order to avoid the over-fitting in the 
learning and testing of algorithms, the number of 
sleep epochs in the database was reduced to 3000, 
balancing the distribution of epochs of different 
sleep stages according to a normal night sleep 
distribution as presented in Table 1. Since the sleep 
stages N2 and N1 are the ones with the highest and 
lowest occurrence during a normal night sleep, 
respectively, they were set as the stages with major 
and minor number of epochs in the dataset, 
respectively, and the other sleep stages have a 
number of epochs between these limits. 

Table 1: Full and reduced datasets. 

Sleep 
Stages 

 NREM  
Wake N1 N2 N3 REM 

Full 
dataset 1293 784 2431 1154 896 

Reduced 
dataset 560 410 760 520 750 

3 AUTOMATIC SLEEP SCORING 

The classification methodology is illustrated in the 
block diagram presented in figure 1. The EEG 
signals are filtered and segmented. Different types of 
features  extraction   are  used.  These  features  are  
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then selected using the correlation criteria R-square 
measure in order to provide the classification stage,  
a Bayesian-based classifier, with the most 
discriminative ones. The training process uses data 
from a pool of patients and some data from the 
patient being monitored, namely, the wake recorded 
epochs before the patient fall asleep. This way, the 
wake model can be improved. Moreover, the wake 
epochs can be used for calibration of sleep stages. 
The performance analysis of the of feature extraction 
algorithms was done through ten-fold cross 
validation. The patients’ database is partitioned into 
ten groups with the same number of epochs from 
each sleep stage. Nine of them are used to perform 
the models of classification and one for testing. This 
process is repeated 10 times using a different group 
for testing. 

4 FEATURE EXTRACTION AND 
SELECTION 

In ASSC, the EEG is traditionally analyzed in 
frequency domain because, according with AASM 
Manual, each sleep stage is essentially distinguished 
by some spectral properties. However, temporal 
analysis provides also useful information. For each 
EEG channel, 34 features were extracted using 
several methods as described in the following. 

Spectral analysis provides some of the most 
important features. For each sleep epoch, an 
autoregressive method solved by the Yule-Walker 
algorithm was applied to estimate the power spectral 
density (PSD) (Yilmaz et al, 2007). The spectrum is 
divided into ten frequency sub-bands as represented 
in Table 2.  

Table 2: Spectral sub-bands used in RSP computation. 

Bands Sub-bands 
Bandwidth 
{fL,fH} (Hz) 

Delta 
Delta 1 {0.5,2.0} 
Delta 2 {2.0,4.0} 

Theta 
Theta 1 {4.0,6.0} 
Theta 2 {6.0,8.0} 

Alpha 
Alpha 1 {8.0,10.0} 
Alpha 2 {10.0,12.0} 

Sigma 
Sigma 1 {12.0,14.0} 
Sigma 2 {14.0,16.0} 

Beta 
Beta 1 {16.0,25.0} 
Beta 2 {25.0,35.0} 

For each sub-band, the relative spectral power (RSP) 
was computed. This parameter is given by the ratio 

between the sub-band spectral power (BSP) and the 
total spectral power, i.e., the sum of all 10 BSP sub-
bands. This normalization is important to increase 
classification robustness during the recording 
session. 

Some spectral bands can be highlighted over 
slow wave bands by means of slow wave index 
(SWI) defined by the following ratios: 

/( )= +Delta Theta AlphaDSI BSP BSP BSP  (1)

/( )= +Theta Delta AlphaTSI BSP BSP BSP  (2)

/( )= +Alpha Delta ThetaASI BSP BSP BSP , (3)

where DSI, TSI and ASI stand for delta-slow-wave 
index, theta-slow-wave index and alpha-slow-wave 
index, respectively (Agarwal et al, 2001). 

Harmonic parameters allow the analysis of a 
specific band in the EEG spectrum. They include 
three parameters: center frequency (fc), bandwidth 
(fσ) and spectral value at center frequency (Sfc), 
defined as follows (Tang et al, 2007): 
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where, Pxx(f) denotes the PSD, which is calculated 
for the frequency bands {fL,fH} (see Table 2).  

The Hjorth parameters provide dynamic 
temporal information of the EEG signal. 
Considering the epoch x, the Hjorth parameters are 
computed from the variance of x, var(x), and the first 
and second derivatives x’, x’’ according to (Ansari-
Asl et al, 2007) 

)var(xActivity =  (7)

)var()'var( xxMobility =  (8)

2)'var()var()''var( xxxComplexity ×= . (9)

The entropy gives a measure of signal disorder 
and can provide relevant information in the detection 
of some sleep disturbs. It is computed from 
histogram of the EEG samples of each sleep epoch, 
according with (Zoubek et al, 2007) 
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where n is the number of samples within the sleep 
epoch, N is the number of bins used in computation 
of histogram and ni is the number of samples within 
the ith bin. 

The skewness is a measure of symmetry. The 
kurtosis is a measure of wether the data are peaked 
or flat relative to a normal distribution.  Defining the 
kth order moment mk as (Zoubek et al, 2007) 

( )
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1 ( )
=

= −∑
kn

k
i

m y i y
n

, (11)

where n is the number of samples of an epoch and 
y  is the mean of these samples, the skewness and 

kurtosis are given by 

223 mmmskewness ×=  (12)
and  

224 mmmkurtosis ×= . (13)

Features are usually selected by wrapper or filter 
methods using sequential approaches. The results 
from wrappers methods are dependent of the choice 
of the classification algorithm. Our option fell on an 
R-square filter approach which is independent of the 
classifier, based on the Pearson correlation 
coefficient defined as (Guyon and Elisseeff, 2003): 

( )
( ) ( )YX

YX

varvar
,cov

=ℜ , (14)

where X and Y represent two random distributions of 
samples, and cov and var designates covariance and 
variance, respectively. Considering xi and yi as the 
sample values of feature i labelled with class 1 and 
class 2, respectively, the value R(i) for the feature i 
is given by: 
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where ix and iy  represent the mean value of xi and 
yi of the m samples. The R-square, computed as 
R(i)2, provide a level of discrimination between the 
two classes. High values of R-square indicate large 
inter-class separation and small within-class 
variance. The R-square provides a feature 
discrimination ranking. 

5 BAYESIAN CLASSIFICATION 

The conditional density function of the class i is 
modelled as a multivariate distribution under 
gaussian assumption 

( ) ( ) ( )( )1| , exp / 2T

i i i i iP Y K Y Yμ μ μ−Σ = − − Σ − , (16)

where, 
( )( )21221 i

nK Σ= π , (17)

Y is the feature vector resulting from concatenation 
of the extracted features, µi and Σi are respectively, 
the mean and covariance matrices computed for each 
class wi from the training data. The Bayes decision 
function is written as: 

( ) ( ) ( ){ }{
( ) ( ){ }}221
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where P(wi) is the ith class prior probability and Δi 
an adjustment parameter to control the rate of false 
positives and false negatives (Heijden et al, 2004).  

6 RESULTS AND DISCUSSION 

The feature extraction process provides a vector of 
204 features, 34 features per each EEG channel: 10 
RSP, 3 SWI, 15 harmonic parameters, 3 Hjorth 
Parameters, 1 entropy feature, 1 skewness and 1 
kurtosis. Next, the features are sorted in a decreasing 
order of level of discrimination by applying the R-
squared based selection approach. Figure 2 shows 
the percentage of disagreement for wake/sleep 
detection between our ASSC system and expert 
classification (i.e. the percentage of epochs for 
which the automatic classification differs from 
manual classification made by the expert), as 
function of the number of features, i. e., the n-most 
discriminative features with n = 1,…,52. The 
disagreement values are obtained from a ten-fold 
cross validation. The lowest disagreement value was 
reached using the first 19 ranked features. Table 3 
presents the results for each binary classifier, using 
1, 2, 3, 19 most discriminative features and all 204 
features. Selecting the relevant features reduces the 
number of features used in the ASSC leading to an 
increased robustness of the classifiers. 

The feature selection also enables to identify the 
type of features and channels that lead to higher 
discrimination results for each 2-class discriminator  
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Figure 2: Percentage of disagreement vs. number of 
features used in wake vs. sleep classification. 

Table 3: Percentage of disagreement obtained using 1, 2, 3 
and the 19 most discriminative features and all 204 
features. 

 1 2 3 19 204 
W vs. S 11,4 10,7 8,8 7,0 16,7 
R vs NR 22,5 21,4 19,5 15,6 30,8 

N1 vs. N2/N3 15,1 15,7 15,7 10,6 72,5 
N1/N2 vs. N3 15,7 14,7 14,6 15,5 30,3 

N1 vs. N2 21,9 22,6 18,5 15,6 63,9 
N2 vs. N3 19,0 18,2 16,7 17,7 39,8 
N1 vs. R 25,5 24,7 24,4 25,0 64,7 

Mean 18,7 18,3 16,9 15,3 45,5 

(Table 4). As it can be seen, the feature entropy 
(Ent), Skewness (Skw) and kurtosis (Krt) never 
appear in the 20 most discriminative features. On the 
other hand, the most frequents are the RSP and 
harmonic parameters. Analyzing the origin of the 20 
most discriminative features for each case, the 
parameters of Hjorth (PHj) are most evident in 
N1/N2 vs. N3 and N2 vs. N3, but they have no 
weight in R vs. NR and N1 vs. R. The harmonic 
parameters are more frequent in W vs. S, N1 vs. 
N2/N3 and N1 vs. N2, but are not relevant in R vs. 
NR, N1 vs. N2/N3, N2 vs. N3 and N1 vs. R. For the 
RSP and SWI, they have a similar number of 
features in all discriminations, except for N1 vs. R, 
where the RSP has several features with good 
discrimination, and for N1 vs. N2, where SWI does 
not assume any importance. Analyzing the EEG 
channels, it can be seen that O1A2 (O1) and O2A1 
(O2) are the most relevant in discrimination wake 
vs. sleep; F3A2 (F3) and F4A1 (F4) in REM vs. 
NREM; and C3A2 (C3) and C4A1 (C4) in N2 vs. 
N3. In the remaining discriminations, they all have a 
relatively uniform distribution, except in N1 vs. R, 
in which the channels O1A2 and O2A1 do not have 
any type of contribution. Figure 3 shows the type of 
features and channels that lead to higher 
discrimination results, taking all discriminators 
together. Summarizing, the best ranked 
discriminative features never include entropy 
features, skewness or kurtosis. These parameters are 

related to the signal shape. However, since the EEG 
signal patterns are very random, it is difficult to 
obtain useful information from these parameters. 

Instead, the set of most discriminatory features 
between sleep stages was composed mainly by RSP 
and Harmonic Parameters. This result emphasizes 
the fact that the spectral analysis has more 
discriminative information than temporal signal 
analysis as already concluded in (Hese et al, 2001; 
Tang et al, 2007). 

Table 4: Number of feature type and channels within the 
20 most discriminative features. 
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Figure 3: Number of times that each group of features and 
each channel appears in the 20 most discriminative 
features. 

On the other hand, all the 6-six EEG channels 
provide useful features for sleep staging 
discrimination. Analyzing the results for each of the 
binary classifiers, there is greater disagreement in the 
case of N1 vs. R sleep. This situation relates to the 
fact that, in terms of EEG, the patterns presented in 
these two stages are very similar. Finally, a decision 
tree was implemented based on 2-class detection, as 
represented in Figure 4. At each step, a new level 
was introduced from a wake/sleep to all stages 
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classification. The results were compared with and 
without feature selection (Table 5). The 
improvements from feature selection are evident. The 
results obtained with our ASSC system are 
comparable to the ones obtained in other methods 
based on EEG only described in literature (zoubek et 
al, 2007; Doroshenkov et al, 2007). 

 

 
Figure 4: Decision tree based on 2-class detection. 

Table 5: Disagreement obtained with using 19 most 
discriminative features and all 204 in 2, 3, 4 and 5 sleep 
stages classification. 

Classification Diasagreement (%) 
All Features 19 

2 Class 36 7 
3 Class 62 18 
4 Class 83 22 
5 Class 83 29 

7 CONCLUSIONS 

In this paper, the use of several feature extraction 
methods was investigated in the context of EEG-
based sleep staging. The first conclusion was that the 
most discriminative features were determined by 
RSP, SWI, Harmonic Parameters and Parameters of 
Hjorth. All the 6-EEG channels provide useful 
information. On the other hand, the application of 
the feature selection method improved, in general, 
the process of discrimination by selecting the set of 
features that provided a lower percentage of 
disagreement. One of the biggest problems in 
automatic sleep staging based on EEG is the 
similarity between patterns of different sleep stages 
such as REM and NREM N1. This can be improved 
recurring to other biosignals, such as EOG and 
EMG. Another problem in ASSC is the high level of 
variability between patients. Using an ambulatory 
system, the patient can perform periodic recordings 
at home. This way, the first session can be fully 
analysed by the expert. The labelled data can be 
used to obtain classification models specific to the 
patient. Further sessions can then use these robust  
user-dependent      models.      This     approach     is  

under research presently. 
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Abstract: In this paper, we present a solution to the problem of correction of parameterized tabular nominal functions
for the motion equations in a model of a nonlinear dynamical system using observations in discrete time.
The correction vector is determined by the mean of the multi-polynomial approximation algorithm (MPA-
algorithm) using observations of the noise functions of the components of the state vectors. The method
of correction of tabular functions is demonstrated by correcting 204 parameters in an example involving a
mathematical model of the motion of an F-16 aircraft.

1 INTRODUCTION

In this paper, an algorithm is presented for the a nu-
merical process of correction of a nominal mathemat-
ical model of a nonlinear dynamical system based on
experimental data. The problem of estimation of the
vectors of mathematical model parameters (the tra-
ditional problem of identification of the constant un-
known parameters) has been considered in many prior
works (see, for example, Klein and Morelli, 2006,
Cappe et al., 2005, Gordon et al., 1993, Doucet et al.,
2000, Doucet et al., 2001, Ristic et al., 2004, Gosh
et al., 2008, Namdeo et Manohar, 2007, Cotter et al.,
2009, Boguslavskiy, 1996, Boguslavskiy, 2006, Bo-
guslavskiy, 2008 and Boguslavskiy, 2009).

The statement of the problem we consider here
differs from the traditional problem in that the nomi-
nal model –the model before the correction– contains
several nominal (previously obtained) tabular func-
tions of the components of the state vectors. The
problem of identifying the correction vectors is as fol-
lows: it is necessary to construct an algorithm to cor-
rect the tabular functions by processing the observa-
tion data . To do this it is necessary to identify param-
eters that are not constant and depend on a flowing
state vector of a dynamic system. These parameters
are hidden (sleeping); they do not influence the evo-
lution of system if the current state vector has not vis-
ited the corresponding areas of the phase space.

∗This work has been supported by the Russian Founda-
tion for Basic Research.

This singularity distinguishes our problem from
traditional problems in which the evolution of the
state vector does not influence the constant unknown
parameters. The task differs from the task set in (Cot-
ter et al., 2009), where the Bayesian approach is used
to estimate a function of time that belongs to the
mathematical model of a dynamical system.

An example of a model with a tabular function
is the mathematical model of an aircraft with aero-
dynamic characteristics, i.e., the dimensionless coef-
ficients of aerodynamic forces and moments (Klein
and Morelli, 2006), given from tables of functions of
components of state vectors (e.g., angles of attack and
sliding ) and components of the vector of control (e.g.,
angles of deviation of steering surfaces).

Modern computational methods and wind tunnel
testing can provide, in many instances, comprehen-
sive data about the nominal aerodynamic characteris-
tics of the aircraft; these comprise the parameters of
the mathematical model.

” However, there are still several motivations for
identifying aircraft models from flight data, includ-
ing:

1. Verifying and interpreting theoretical predic-
tions and wind-tunnel test results (flight results can
also be used to help improve ground-based predictive
methods);

2. Obtaining more accurate and comprehensive
mathematical models of aircraft dynamics for use in
designing stability augmentation and flight control
systems;
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3. Developing flight simulators, which require
an accurate representation of the aircraft in all flight
regimes (many aircraft motions and flight condi-
tions simply cannot be duplicated in the wind tunnel
or computed analytically with sufficient accuracy or
computational efficiency);

4. Expanding the flight envelope for new aircraft,
which can include quantifying stability and predict-
ing or controlling the impact of aircraft modifications,
configuration changes, or special flight conditions;

5. Verifying aircraft specification compliance”
(Klein and Morelli, 2006).

The nominal parameters for the problem of iden-
tifying actual aerodynamic characteristics are values
that correspond to knots of one-dimensional or two-
dimensional tables.

The correction vector of nominal (rated) parame-
ters, defined by an algorithm handling the streams of
digital information from the aircraft transmitters, has
a very high dimension that is on the order of several
tens or hundreds.

It should be noted that at NASA, projects based on
the theory and practice of identification of aircraft by
means of test flights are widely applied. An applica-
tion of (Klein and Morelli, 2006) in the internet soft-
ware package SIDPAC is published in the MATLAB
M-files language (systems identification programs for
aircraft), representing an implementation of the nu-
merous algorithms recommended by NASA for iden-
tification problems.

The most common method of identification is the
known nonlinear method of least squares, where the
sum of the squares of the discrepancies, i.e., the dif-
ferences between the actual measurements and their
rated analogues, obtained by numerical integration
of the system’s equations of motion is computed for
some realization of a vector of unknown parameters.
The outcome of a successful identification accepts the
vector of parameters, supplying a global minimum to
the mentioned sum of squares of the discrepancies.

It is necessary to note that this criterion is statis-
tically justified only for linear problems of identifica-
tion, problems in which the measurements are linear
in the unknown vector of parameters.

Significant computing difficulties arise when im-
plementing a nonlinear method of least squares to cor-
rect the nominal parameters of an aircraft according to
its test flights. The difficulties arise due to the large
dimension of the correction vector and due to the ex-
istence of numerous relative minima for the sum of
the squares of the discrepancies as functions of the
correction vector, and also because of the use of vari-
ants of Newton’s method, which requires a sequence
of local linearizations to define the stationary points

of the function.
The authors of the monograph (Klein and Morelli,

2006) presented a detailed exposition and analysis of
known algorithms for the identification of parame-
ters of the dynamic systems in chapters of[1]:[4 - 8].
However, only a regression method can be used for
a practical investigation. The regression method pre-
sented in (Klein and Morelli, 2006) solves this prob-
lem subject to the following restrictions:

1. All components of the state vector are mea-
sured.

2. The algorithm builds a vector of estimates for
the vector of derivatives ḋx at the moments of mea-
surement,

3. The vector functions on the right-hand side of
the equations of motion linearly depend on the esti-
mated vectors.

4. Prohibition of mathematical modeling without
the use of a Monte-Carlo method to analyze the the-
oretical observability of the components of the iden-
tified parameter vector if the laws of control are set
beforehand by test flights of the aircraft and informa-
tion about random errors of its transmitters.

In the monograph (Cappe et al., 2005), the prob-
lem of estimating the parameters is considered within
the limits of the common problem of smoothing;
this consists of the problem of constructing ap-
proximate conditional expectations for elements in
a non-observable sequence if these elements influ-
ence observable elements by means of a given sta-
tistical mechanism. Various approaches to solving
the smoothing problem by means of expectation-
maximization (EM) methods are stated and investi-
gated. However, the maximization operation requires
the definition of a point global (but non-local!) ex-
tremum, that is generally not guaranteed by numerical
methods.

In the last ten years, a significant number of stud-
ies (Gordon et al., 1993; Doucet et al., 2000; Doucet
et al., 2001; Ristic et al., 2004; Gosh et al., 2008;
Namdeo et Manohar, 2007), were published that rep-
resented the basic solution of the problem as the def-
inition of the conditional expectation of a vector of
parameters for a mathematical model of a nonlinear
dynamical system. By means of multiple applications
of Bayes’ formula to the state vectors and with nu-
merical quadratures, it is easy to determine the recur-
rence equations for the probability density function
(pdf) of state vectors of the dynamical system. The
actual solution of these recurrence equations, how-
ever, is not feasible because of the unwieldy dimen-
sions of the integrals involved (Namdeo et Manohar,
2007). Therefore, several alternative strategies have
been developed. One set of such alternatives consists
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of developing suboptimal filtering, such as that based
on linearization or transformations, and the other con-
sists of methods that employ Monte Carlo simulation
strategies (e.g., estimation with the sequential impor-
tance sampling particle filter ) to approximately evalu-
ate the multidimensional integrals in a recursive man-
ner.

This direction is perceptive, but it is bulky and not
suitable for the solution of practical applied (instead
of model!) problems of nonlinear identification.

The MPA algorithm (Boguslavskiy, 1996; Bo-
guslavskiy, 2006; Boguslavskiy, 2008; Boguslavskiy,
2009) makes use of this paper for the correction of
tabular functions. The MPA algorithm is a new re-
cursive algorithm that asymptotically and accurately
solves the nonlinear problem of construction of the
conditional expectation vectors of the vector of pa-
rameters for mathematical models of nonlinear dy-
namical systems, including random errors and pertur-
bations with given distributions. Therefore, the MPA
algorithm approximately solves the problem of quasi-
optimal mean-squares estimation.

The MPA algorithm has none of the disadvantages
of the NACA algorithm noted above, and in principle
it differs from all of the abovementioned algorithms;
a theoretical proof of its accuracy is presented in (Bo-
guslavskiy, 1996; Boguslavskiy, 2006; Boguslavskiy,
2008; Boguslavskiy, 2009).

2 A STATEMENT OF THE
PROBLEM OF CORRECTION
OF FUNCTIONS DETERMINED
IN THE FORM OF TABLES

Let x ∈ Rm be a moving state vector of the mathemat-
ical model of the dynamical system and the compo-
nents of the vector z be a subset of the components
of x : z ∈ x,z ∈ Rr,r < m. The vector z is an argu-
ment of the tabulated functions. We suppose that the
vectors z belong to the interior boundary of a paral-
lelepiped Ω ∈ Rr under all realizable conditions of the
dynamical system – a realizable vector of functions of
t : u(t). Choose a Cartesian coordinate system for Rr

with axes parallel to the edges of the parallelepiped Ω.
The parallelepiped Ω is covered by nodes numbered
sr, where s is given as an integer.

Here sr is the number of nodes on which the table
determines the tabulated functions. We denote each
node by z(i1, ..., ir),1 ≤ i1, ...ir ≤ s, where the inte-
gers i1, ...ir are the indices of the coordinates of this
node. The nodes z(i1, ..., ir) are vertices .of the small
parallelepipeds belonging to Ω ∈ Rr.

We suppose that a presentation ( a description) of
the nominal mathematical model contains K tabular
functions ϑ j(z(i1, ..., ir)), j = 1, ...,K, which are given
on the specified nodes. The values ϑ j(z(i1, ..., ir)) are
the nominal values of the tabular function, which, ac-
cording to the preceding experiments or in theory, all
represent the vertices of the small parallelepipeds.

Each tabular function ϑ j(z(i1, ..., ir)) Is the skele-
ton of a continuous function f j(z), j = 1, ...,K as fol-
lows : 1) on the vertices of the small parallelepiped
the values of the continuous function coincide with
the values of the tabular function; 2) on other points of
the parallelepiped, the values of the continuous func-
tion are linear combinations of the values of the tabu-
lar function at the vertices, such that these values are
multilinear functions of the values of the tabular func-
tion.

Let L1, ...,Lr be the lengths of the edges of any
of the small parallelepipeds. Then in the coordinates
tt1(α1), ...,ttr(αr) of the 2r vertices, we can write the
formula tt k(α) = ttk

0 +Lkαk,k = 1...,r, where α1...,αr
are independently determined with the values 0, 1.The
values α1 = 0, ...,αr = 0 correspond to the mini-
mal values of all coordinates for a given small par-
allelepiped.

Let z1, ...,zr be the components of the vector
xx, ϕ0(zk) = L−1

k (ttk(1) − zk),ϕ1(zk) = L−1
k (zk −

ttk(0)),k = 1, ...,r be linear functions of these compo-
nents ϕ0(zk) = 0 if zk = ttk

0 ,ϕ0(zk) = 1 if zk = ttk
0 +Lk,

ϕ1(zk) = 0 if zk = ttk
0 +Lk,ϕ1(zk) = 1 if zk = ttk

0.
Then the components of the multilinear function

take the form

f j(z
1, ...,zr) = ∑

α1,···,αr=0,1
ϕα1(z

1) · · ·ϕαr(z
r)

ϑ(tt1
0 +L1α1, ...,tt

r
0 +Lrαr), (2.1)

where the sum is over all binary values of an as-
pect α1 · · ·αr and over all 2r of the items.

The vector f j(z1, ...,zr) is a nominal representa-
tion of the continuous functions defined by the tabular
functions ϑ j(z(i1, ..., ir)).

The corrections of the K tabular functions
ϑ j(z(i1, ..., ir)), j = 1, ...,K replace the values ϑ j(...)
with values ϑ j(...) + θ j(...), where the correction
terms θ j(...) are the results of processing the new
data.

We shall designate by f j(z1, ...,zr,θ j) the func-
tions obtained from f j(z1, ...,zr) by substituting)
functions ϑ j(...)+ θ j(...) for ϑ j(...) in (2.1)

The new data are the results of observations values
y1, ...,yN where yk = Hk(xk) + ξk, yk,xk,k = 1, ...,N
are the results of observations of the vectors x at dis-
crete instants, Hk(...) are the given functions, and ξk
are random errors with a given distribution.
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Using the MPA algorithm, the correction vector
is quasi-optimal in the mean square estimation of the
variations of the components of the nominal vectors
ϑ j(z(i1, ..., ir)), j = 1, ...,K. The experiment responds
to these variations with new data about the dynamical
system. The vector of the estimates has K × sr com-
ponents θ̂ j(i1, ..., ir), j = 1, ...,K,1 ≤ i1, ..., ir ≤ s.

The MPA algorithm is the Bayesian estimator of
the parameters (Boguslavskiy, 2006). A priori in-
formation, which is necessary for the training and
adjustment of the MPA algorithm by means of the
Monte Carlo method, includes the segment lengths
of expected scattering of values θ j(...) of the cor-
rections of the nominal tabular functions, expressed
in terms of components of these functions. There-
fore, the sum ϑ j(...)+ θ j(...) replaces random values
ϑ j(...)(1 + ρ jε(i1, ..., ir)), where 0 < ρ < 1 and ran-
dom the values ε(...) are uniformly distributed on the
segment [−1,1].

If the nominal tabular function is smooth with re-
spect to the components of the vector xx, i.e., it varies
smoothly with changes in this component, then it is
appropriate to require this smoothness to be preserved
after the correction. The requirement is satisfied if
the correction includes the increments. of the nominal
values of the tabular function, This increments are the
tabular functions obtained by varying a given compo-
nent in the transfer from the given node to the subse-
quent node. These increments are approximately the
derivatives of the tabular functions with respect to the
given component.

If by a movement of the dynamical system the
moving vector z is found inside or on the bound-
ary of any small parallelepiped, then the equations of
the model use domains of the nominal tabular func-
tions ϑ j(z(i1, ..., ir)) and the corresponding contin-
uous functions for which the points z(i1, ..., ir) be-
long to this small parallelepiped Therefore the cor-
rection of values ϑ j(z(i1, ..., ir)) is impossible if by a
given u(t) the current state vector x does not visit at
any instant the small parallelepiped with the vectors
z(i1, ..., ir). The significant influence of the area cir-
cumscribed by the control u(t) on the correction result
essentially distinguishes the problem of identification
of the vector correction of tabular functions from the
traditional problem of the identification of the param-
eters.

We illustrate the definitions on an example mod-
eling the motion of an aircraft. The continuous func-
tions corresponding to the tabular functions are piece-
wise linear approximations for the dimensionless co-
efficients of the aerodynamic forces and moments as
the functions of the angles of attack.

We present a formalized statement of the problem

of the correction of the tabular function, which is the
problem of quasi-optimal identification of the varia-
tions of this function. The variations are estimated
using data for the observed motion of the system. The
equations of the motion model are written in the form

dx/dt = F(x, f1(z
1, ...,zr,θ1), ..., fK(z1, ...,zr,θK),u,t).

(2.2)

The equation of the observation is written in the form

yk = Hk(xk)+ ξk, (2.3)

where k = 1, ...,N.
Further, we designate by YN the vector whose

components are y1, ...,yN . In verifying the quality
of the correction after realization of the estimations
θ̂ j(i1, ..., ir), j = 1...,K,1 ≤ i1, ..., ir ≤ s, we can use
the sum of quadrates of differences, which is

∑
k=1,...,N

(yk − ŷk)
2,

where the values ŷk are computed from (2.2), (2.3) af-
ter substituting the values θ̂ j(i1, ..., ir), i = 1, ...,K,1≤
i1, ..., ir ≤ s for the values θ j(i1, ..., ir), i = 1, ...,K,1≤
i1, ..., ir ≤ s

3 IDENTIFICATION OF SOME
PARAMETERS OF F-16
AIRCRAFT

1. The Driving Equations
It follows from monograph (Klein and Morelli, 2006)
that the driving equations of an F-16 plane stabilize
with respect to the magnitude of the airspeed velocity
V and roll angle rotation φ (V̇ = φ̇ = 0) and can be
approximated in the following form:

α̇ = q+(gcosυcosφ+ q̄SCZ/M)/V,

β̇ = −r +(gcosυsinφ+ q̄SCY /M)/V,

p = 0,

q̇ = 160c7r + c6r2 + q̄Sc̄c7Cm,

ṙ = −(c2r +160c9)q+ q̄Sbc9Cn,

where the pitch angle rotation υ and the yaw angle
rotation φ � are constants (within a small maneu-
vering time), the angle of attack is α, the sideslip
angle is β, p,q,r are the body-axis components
of the aircraft’s angular velocity, q̄ is the dynamic
pressure, S is the wing reference area, b is the
wing span, c̄ is the mean aerodynamic chord of the
wing, M,c2,c6,c7,c9 are constants (see (Klein and
Morelli, 2006), CY ,CZ,Cm,Cn are non-dimensional
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coefficients that are directly proportional to the aero-
dynamic forces and moments

CY = −0.02β+0.086(δr/30)+(b/2V )CYr (α)r,

CZ = CZ0 (α)(1− (βπ/180)2)−0.19(δs/25)+(c̄/2V )CZq (α)q,

Cm = Cm0 (α,δs)+(c̄/2V )Cmq (α)q+0.1CZ ,

Cn =Cn0 (α,β)+Cnδr
(α,β)(δr/30)+(b/2V)Cnr (α)r−0.1(c̄/b)CY ,

δs is the stabilizer deflection,δr is the rudder de-
flection, and α,β,δs,δr are in degrees.

Further, the functions CYr(α),CZ0 (α),CZq(α),
Cm0(α,δs),Cmq(α),Cn0(α,β),Cnδr

(α,β),Cnr (α) are
nominal functions. They are defined from the
vertices of the parallelepiped Ω ∈ R4 by s = 8.
The functions accept ratings that are evaluated
using experiments in a wind tunnel at a finite num-
ber of reference nodes, covering the domains Ω.
The vectors of the nominal experimental data are
ϑ1(...), ...,ϑ8(...)) in the equations (2.1). For the
functions CZ0(α),CYr (α),CZq(α),Cnr (α),Cmq (α) the
vectors ϑ1(...), ...,ϑ5(...) have dimensions 12 × 1;
accordingly, for the functions Cm0(α,δs),Cn0(α,β)
the vectors ϑ6(...),ϑ7(...) have dimensions 12 × 5
and 12 × 7. Furthermore, we do not correct the
function Cnδr

(α,β). Therefore, the number of
nominal parameters defining these functions equals
12× (5+5+7)= 204.

The software package SIDPAC contains
a file F16 AERO SETUP Generates
aerodynamic data tables with ten one- and
two-dimensional tables of nominal experimental
data.

We emphasize that the nominal functions men-
tioned above are nonlinear functions of the argu-
ments.
2. Parametric Model of Aerodynamic Parameters of
the Subjects of Identification
We suppose that for all functions except Cδr(α,β), the
nominal experimental data differ from the true data
by some random error vectors, which are designated
θ1, ...,θ7.

We consider the most complicated problem for the
MPA algorithm, where at each of the points of the ta-
ble, the actual parameter differs from the nominal pa-
rameter by a random magnitude subject to the a priori
limits θi.

After collecting the measurements of the parame-
ters of the perturbed driving of the aircraft, the MPA
identification algorithm should estimate the 204 com-
ponents of the vector of random errors, generating the
vector of differences between the actual and nominal
parameters.

Let Ai and Bi (i = 1, ...,204) be the i-th compo-
nents of the nominal and actual (perturbed ) vectors
of the aerodynamic parameters corresponding to the
204 actual parameters subject to identification.

We suppose a fair parametrical model:

Bi = Ai + Δi,

The vector Δ is the vector of perturbations of nom-
inal parameters, i.e., the vector of errors of the aero-
dynamic parameters, and its component estimates are
subject to our identification. For the structure of these
components, we give the formula

Δi = Aiρiεi,0 < ρi < 1,−1 ≤ εi ≤ 1.
The positive number ρi defines the maximum

magnitude that the ratio of the random variable of per-
turbations Δi and nominal parameter Ai is allowed to
attain under the conditions of our identification algo-
rithm. Each εi is a random number that is uniformly
and independently distributed.
3. Transients of Characteristics of the Nominal and
Perturbed Movements
We suppose as above that the transients in the reduced
driving equation of the aircraft F-16 are α,β,q,r over
20 sec., if at t = 0 α = β = 0.3rad.,q = r = 10deg/sec
and magnitudes δs,δr are constant and equal to 10deg.

We shall discuss the precision of the estimate un-
der the following assumptions: during the 20 sec. pe-
riod, the current magnitudes α,β,q,r are measured at
intervals of 0.05 sec (N = 1600). We suppose that
the random errors of measurement are discrete white
noise, which is limited by the product of the true mea-
sured magnitudes on the magnitude of the set ε. We
shall suppose that the MPA algorithm supplies the
magnitudes ̂Δi, i = 1, ...,204, which are the estimates
of the magnitudes Δi, i = 1, ...,204. To characterize
the relative precision of the identification of the ran-
dom parameters Δi we define ratios εi = (̂Δi −Δi)/Δi

We must emphasize that the state vector of the air-
craft corresponding to the modeled transient does not
visit all the reference points in which the nominal ex-
perimental data are set. Therefore, for some values of
i, the magnitude εi has an order of 1 or more. The cor-
responding values ϑi are not observable for the mod-
eled transient, and also cannot be corrected by means
of the MPA algorithm.

Table 1 presents a histogram of εi.

Table 1.

2 ≥ |εi| ≥ 1 1 ≥ |εi| ≥ 0.5 0.5 ≥ |εi| ≥ 0.25
37 44 37

0.25 ≥ |εi| ≥ 0.1 0.1 ≥ |εi| ≥ 0.05 0.05 ≥ |εi|
29 17 17

The practical purpose of identification is to correct
the nominal experiment data, and the outcome is to re-
place the nominal aerodynamic parameters with new
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parameters. If the errors of identification are small,
the driving characteristics of the aircraft, obtained by
numerical integration after correction, should be close
to the perturbed driving characteristics of the aircraft,
as discovered early in real flight or by means of mod-
eling. In a real flight situation, the errors of the nomi-
nal experimental data can only be estimated only over
time and by observing the perturbed driving charac-
teristics.

In Table 2 , we present the ratios of the differ-
ence between the characteristics of the corrected and
perturbed movements and the difference between the
characteristics of the nominal and perturbed move-
ments as functions of discrete time with increments
of 1 sec.

In Table 2, for example, the expres-
sion δ

c,p
n,pα designates the difference ratio

(α(corr)−α(perturb))/(α(nomin)−α(perturb)).
The labels δ

c,p
n,pβ, δ

c,p
n,pq, δ

c,p
n,pr are defined similarly.

These ratios show how quickly the MPA algo-
rithm reduces the difference between the corrected
and perturbed movements compared to the difference
between the nominal and perturbed movements.

Table 2.

sec δ
c,p
n,pα δ

c,p
n,pβ δ

c,p
n,pq δ

c,p
n,pr

0 -0.086 -0.050 0.215 -0.040
1 -0.094 -0.064 0.048 -0.112
2 -0.112 -0.067 0.012 -0.329
3 0.110 -0.054 -0.011 -0.024
4 -0.082 -0.050 -0.022 -0.130
5 -0.019 -0.046 -0.040 -0.083
6 -0.022 -0.042 -0.168 -0.114
7 -0.022 -0.039 -0.003 -0.126
8 -0.022 -0.036 -0.0105 -0.141
9 -0.022 -0.034 -0.029 -0.154
10 -0.022 -0.032 0.001 -0.079
11 -0.022 -0.031 -0.009 0.001
12 -0.022 -0.030 -0.007 0.108
13 -0.022 -0.028 -0.008 0.233
14 -0.022 -0.026 -0.008 0.297
15 -0.022 -0.025 -0.009 0.345
16 -0.022 -0.024 -0.009 0.0382
17 -0.022 -0.022 -0.009 0.434
18 -0.022 -0.021 -0.009 0.486
19 -0.022 -0.020 -0.009 0.599
20 -0.022 -0.019 -0.010 0.722

It follows from Table 2 that the corrected charac-
teristics become close to, and often coincide with, the
perturbed driving characteristics (to within 2 digits af-
ter the decimal point), in the absence of observational
errors.

4 CONCLUSIONS

The data presented in this work show that a multi-
polynomial approximation algorithm can form a com-
putational basis for creating an effective solution for
inverse problems, thus identifying the parameters of a
nonlinear dynamical system, including the system of
aerodynamic parameters of an aircraft.
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Abstract: The paper addresses software implementation of logic-intensive control algorithms whose implementation 
with the smallest memory footprint is often required in embedded systems. A presented heuristic method of 
Multi-Terminal Binary Decision Diagram (MTBDD) synthesis aims to minimize the cost of a resulting 
diagram and thus the required amount of memory to store it. Evaluation of Boolean functions then reduces 
to traversing a MTBDD, one or more variables in a single step, according to a required speed. In terms of 
program execution, the evaluation process essentially does a sequence of indirect memory accesses to 
dispatch tables. The presented method is flexible in making trade-offs between performance and memory 
consumption and may be thus useful for embedded microprocessor or microcontroller software.    

1 INTRODUCTION 

A microprocessor-based control system is today a 
fundamental component in many of the industrial 
control and automation applications. The new 
programmable logic controllers (PLCs) are based on 
embedded PC processors and are sometimes also 
referred to as programmable automation controllers 
(Gilvarry, 2009). Beside the operating system, an 
embedded PC uses a runtime environment for 
simulation of a PLC (soft PLC). New hardware 
platforms (such as the combination of the Intel Atom 
processor paired with the Intel System Controller 
Hub) offer low power consumption and footprint for 
fanless embedded applications. Performance and   
memory space depend on software that must offer 
typical control functions such as digital logic, PID, 
fuzzy logic and the capability to run model-based 
control. In this paper we are interested only in space- 
and time-efficient digital logic control based on 
evaluation of Boolean functions. 

With a changeover from traditional PLC 
(Petruzella, 2004) to open platforms mentioned 
above, we think that the time is ripe to change also 
algorithms and programming of logic-intensive 
control: to trade off serial evaluation of Boolean 
functions for simultaneous group evaluation, 
redundant reading of Boolean variables for read-
once techniques, ladder diagrams (Petruzella, 2004) 

for cube notation and Multi-Terminal Binary 
Decision Diagrams (MTBDDs). Beside PLCs, 
software evaluation of Boolean functions has been 
used in other areas like digital system simulation, 
formal verification and testing or specialized event 
processing (Sosic, 1996), where either a speed or a 
required memory were not that important. On the 
contrary, in embedded systems we do care for 
performance and memory space as well as for power 
consumption. We will demonstrate that presently 
used algorithms (ladder diagrams, PLA emulation, 
BDDs) are generally too slow and that faster 
evaluation is feasible.  

Software implementation of Boolean functions 
will be assumed in a flexible form of a data structure 
describing the function and of a compiled program 
that reads the input vector and evaluates the function 
with the use of this data structure. The size of the 
code and of the data structure is one figure of merit, 
the other is the evaluation time from reading the 
input to generating the output.  

The paper is structured as follows. In the 
following Section 2 we explain representation of 
Boolean functions by means of cubes and decision 
diagrams. In Section 3 we construct a MTBDD for 
the sample function specified by cubes using our 
heuristic approach for minimizing the MTBDD cost 
(and thus the size of relevant data structures – 
dispatch tables). In Section 4 we exemplify creation 
of branching programs and dispatch tables on the 
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Round Robin (RR) arbiter and show how to trade 
speed of evaluation for memory space. Results of 
MTBDD construction for RR arbiters of various size   
are also presented. The results are commented on in 
Conclusions. 

2 CUBES AND DECISION 
DIAGRAMS  

To begin our discussion, we define the following 
terminology. A system of m Boolean functions of n 
Boolean variables, 

fn
(i) : (Z2)

n  Z2 ,  i = 1, 2, ..., m (1) 

will be simply referred to as a multiple-output 
Boolean function Fn. Instead of a full function table, 
we prefer to use a shorthand description of a system 
(1) in a form of a PLA matrix, i.e., as a set of (n+m)-
tuples, called function cubes, in which an element of 
{0, -, 1}n is called an input cube and element of  
{0, -, 1}m is called an output cube.   

Symbols {0, 1, -} in the PLA matrix are 
interpreted the following way: each position in the 
input plane   corresponds to an input variable where 
a (1) 0 implies that the corresponding input literal 
appears (un-)complemented in the product term. The 
uncertain value "-" can be either 0 or 1. 

  
Definition 1. Compatibility relation  is  defined on 
the set {0, 1, -}: all pairs except the pairs (0,1) and 
(1,0) are compatible (0  0, 1  1, -  -, 0  -, 1  -, - 
 0, -  1). 
 Compatibility relation is extended to cubes {0, -, 
1}n: two cubes are compatible if all their homothetic 
elements are compatible (Brzozowski, 1997). 
Definition 2. A binary operation * (intersection or 
product) is defined on the set {0, 1, -}: 
0*0 = 0, 1*1 = 1, -*- = -,  
0*- = -*0 = 0, 1*- = -*1 = 1. 
Operation * is not defined for pairs (0,1) and (1,0). 
The intersection can be further extended to two or 
more compatible cubes if it is applied element-wise.    
 
Function Fn is incomplete if it is defined only on set 
D  (Z2)

n; (Z2)
n \ D = X is the don’t care set (DC-

set). The elements in X are input vectors that for 
some reason cannot occur. Our concern will be an 
incompletely specified integer (R-valued) function 
of n Boolean variables 

Fn: D  ZR ,                                        (2) 

D  (Z2)
n, ZR = {0,1,2, …, R  1}, R  2m, such that 

no two input cubes are compatible. A min-term 
applied to the input is thus contained in one and only 
one input cube. This restriction greatly simplifies 
algorithms described later on, and can be lifted in 
future. Output cubes are integer values that can be 
recoded back to output binary vectors b  {0,1}m 
when desired. Function Fn is not defined on a don´t 
care set X = (Z2)

n \ D.  
We will use a function F4: D  Z5,  D (Z2)

4 
with a map at Fig. 1 as a running example of a class 
of functions under our consideration. Here 6 cubes 
are mapped into 5 integer values. The function is not 
defined in |X| = 6 out of 16 points. 

00 01 10 11
00 0  2  
01 1 1   
10 3 3 3 3
11 4 0  

ab 
cd 

!a!b!c!d  !a!bc!d 

!ab!c  

abc!d abcd 

a!b  

F4 
 a b c d f 

0 0 0 0 0 0 
1 0 1 0 - 1 
2 0 0 1 0 2 
3 1 0 - - 3 
4 1 1 1 0 4 
5 1 1 1 1 0 

a) b) 

c) 
 

Figure 1: (a) The map of integer function F4, (b) the 
equivalent cube specification and (c) product terms. 

Machine representation of single-output 
Boolean functions frequently uses Binary Decision 
Diagrams (BDDs), which can have many forms, 
[Yanushkevich, 2006]. Integer-valued or multiple-
output Boolean functions are frequently represented 
by Multi-Terminal Binary Decision Diagrams 
(MTBDDs) or by  BDD  for the characteristic 
function (BDD_for_CF), (Matsuura, 2007). The 
latter type has a drawback of a large size because 
input as well as output variables are used as decision 
variables; it is also more difficult to work with. 
From now on, we will therefore use only MTBDDs.  

The DD size is the important parameter as it 
directly influences the amount of memory storing 
the DD data structure.  However, the size of a DD is 
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very sensitive to variable ordering and finding a 
good order even for BDDs is an NP-complete 
problem (Yanushkevich, 2006). The size of DDs for 
random functions grows exponentially with the 
number of variables n for any ordering, but functions 
used in digital system design with few exceptions do 
have a reasonable DD size. One exception is the 
class of binary multipliers: for all possible variable 
orderings, the BDD size is exponential for n-bit 
inputs and 2n-bit output (Bryant, 1991). 

We will refer to BDDs or MTBDDs with the 
best variable ordering as to the optimal DDs. The 
term a “sub-optimal DD” will denote a DD with a 
size near to the optimal BDD.  

3 MTBDD SYNTHESIS FROM 
CUBE SPECIFICATION    

In this section we present a heuristic technique for a 
sub-optimal MTBDD synthesis. It is a generalization 
of the BDD construction by means of iterative 
disjunctive decomposition (Dvořák, 2007). Input 
variables are selected one after another in such 
a way that MTBDD cost is locally minimized.  

Before formulation of the algorithm, we prefer 
to illustrate the synthesis technique on the F4 
example in Fig. 2. The integer function z = F4(a, b, 
c, d) of four binary variables is specified by cubes at 
the top of Fig. 2. In the meantime we will select a 
sequence of input variables for iterative decompo-
sition randomly, e.g. d, c, b, a. A single variable 
(highlighted within tables in Fig. 2) will be removed 
from the function in one decomposition step. 
Starting with variable d, we inspect the set of input 
cubes with value 0 or 1 in column d and look for all 
possible compatible pairs of input cubes e = (e1, e2, 
e3, 0)  and e’ = (e’1, e’2, e’3, 1) hiding their values 0 
and 1. One cube (...,0) may be compatible with 
several cubes (...,1) and vice versa. These pairs will 
be referred to as binary pairs (b-pairs). 

Next we will identify input cubes with value "-" 
in column d. From each such cube u = (u1, u2, u3, -) 
we can create a compatible pair u = (u1, u2, u3, 0) 
and u’ = (u1, u2, u3, 1) by substitution 0 and 1 for "-". 
These pairs will be referred to as unary pairs (u-
pairs) because of their origin from one cube. 
Remaining cubes of two types, q = (q1, q2, q3, 0) or 
r = (r1, r2, r3, 1), are not compatible between them-
selves and neither with any cube in binary pairs; we 
will call them orphaned input cubes. This is because 
the compatible cubes q = (q1, q2, q3, 1) or r = (r1, r2, 
r3, 0) map to the don´t care values and therefore are 

not listed in the cube table. We can thus append each 
orphaned cube with the identical invisible input cube 
with DC output value. We will call these pairs 
appended pairs (a-pairs). 

In our example in Fig. 2 we will find 
- only one b-pair, cubes 4&5 
- two u-pairs, cubes 2&2 and 3&3   
- two a-pairs, cubes 0&x, 1&x.  

When we do decomposition of function F4 by 
removal of variable d,  

F4  = H(G(a, b, c), d),                                       (3) 

we have to intersect all b-, u-, and a-pairs of compa-
tible input cubes u = (u1, u2, u3) and v = (v1, v2, v3) in 
order to obtain  cubes of a residual function G and 
map them into pairs of output values :  

Figure 2: Iterative decomposition of an integer function F4 
of 4 binary variables (replacement of DC values in bold).  

F4: u = (u1, u2, u3)       F4 (u1, u2, u3, 0) = P 
F4:       v = (v1, v2, v3)        F4 (v1, v2, v3, 1) = Q      (4)                        
G:   u* v = (z1, z2, z3)                       Z : = [P, Q]     
 
For example, pair of values (4, 0) is produced by 
cubes 4 and 5 in the first table in Fig.2; without 
values of d are these cubes compatible and can be 
replaced in the new table of a residual function G(a, 
b, c) by a single input cube 111 – their intersection. 
The removed variable d is left empty in all cubes of 
the following tables. A pair of output values (4, 0) 
from intersection of cubes 4&5 is replaced by a new 

a b c d z comp.
0 0 0 0 0 0 cubes
1 0 0 1 0 2 4&5 0:= (4,0)
2 0 1 0 - 1 2&2 1:= (1,1)
3 1 0 - - 3 3&3 2:= (3,3)
4 1 1 1 0 4 0&x 3:= (0,0)
5 1 1 1 1 0 1&x 4:= (2,2)

comp.
0 1 1 1 0 cubes
1 0 1 0 1 3&4 0:= (3,4)
2 1 0 - 2 2&2 1:= (2,2)
3 0 0 0 3 0&x 2:= (0,0)
4 0 0 1 4 x&1 3:= (1,1)

comp.
0 0 0 0 cubes
1 1 0 1 0&3 0:= (0,3)
2 1 1 2 1&2 1:= (1,2)
3 0 1 3  

comp.
0 0 0 cubes
1 1 1 0&1 0:= (0,1)
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integer id (0), as indicated in Fig. 2 by the 
assignment 0 := (4, 0). 

Unary pairs of cubes 2&2 and 3&3 produce 
output pairs of the same values (1, 1) and (3, 3) 
redefined to new identities 1 and 2. Finally input 
cubes 0 and 1 are appended with the same invisible 
cubes to produce output pairs (0, DC) and (2, DC). 
Now the DC values must be defined so as not to 
increase the number of already existing unique pairs. 
If merging with one already found unique pair is not 
possible, like in our case, we will use pairs of the 
same values (0, 0) and (2, 2) and give them new 
identities 3 and 4. Sometimes it may be useful to 
replace all DC values by a special default value that 
will be interpreted as "no _output" or "error". 

Pairs of different output values correspond to a 
true decision node, whereas pairs of the same output 
values produce degenerate or false decision nodes, 
because variable d in fact does not decide anything. 
Nodes in the MTBDD are labeled by the new 
identities of output pairs. There is one true node (0) 
and four false nodes (1, 2, 3 and 4 shown as black 
dots) in the lowest level of the MTBDD in Fig. 3. 
Dashed edges are taken for 0-value and solid edges 
for 1- or both values of decision variables. 

 

0 

0 

0

3

2 0 

2 

1 

3 

4

3

1

2

0

a b c d 

1 1

4 

 

Figure 3: The MTBDD of function F4 obtained by iterative 
decomposition. 

By now, we have exhausted all possible pairs of 
compatible cubes of F4 with d = 1 and d = 0 and 
have replaced them by new shorter cubes of the 
residual function G. The same procedure is repeated 
in the following decomposition steps until all 
variables have been removed. We move ahead in a 
backward direction, from the leaves of the MTBDD 
to its root, Fig. 3.   

The remaining question not addressed as yet is, 
which variable should be used in any given step. We 
use a heuristic that strives to minimize the number of 
true nodes t in the current level of the MTBDD. In 
the case of a tie, a variable with a lower number of 

false nodes f is selected. In case of a tie again, a 
variable is chosen randomly.  

The core of the above algorithm, the search for 
the best variable in step i, i in 1 to n, is given below 
(letters S stand for sets, M for tables): 

 
// Determine the best variable vk in step k // 
Mk-1, a cube table of the (k1)th residual function; 
(M0 is the cube table of the original function); 
Sv, the set of input variables of the (k1)th residual 
function; 
vk , the best variable in step k; 

 
vbest ← arbitrary variable from Sv,  
tbest ← size(Mk-1), fbest ← 0; 
for all variables v  Sv do 

Mp ← make b- and u-pairs(Mk-1, v);             
Sp ← unique_output pairs(Mp);  
Sm ← merge or add a-pairs(Sp);   
t ← #true nodes(Sm);         
f ←#false nodes(Sm);      
if (t < tbest) or ((t == tbest) and (f < fbest))  
    then vbest ← v, tbest ← t, fbest ← f; 
endif 

endfor 
vk ← vbest;  
 
The whole algorithm for iterative decomposition has 
been implemented in the SW tool HIDET (Heuristic 
Iterative Decomposition Tool). It has been applied 
successfully to a class of arbiter and allocator 
circuits; parameters of some obtained MTBDDs are 
given in Section 4. 

4 BRANCHING PROGRAMS 
WITH DISPATCH TABLES 
  

Implementing multiple-output Boolean functions on 
a microprocessor can be done in several ways. 
Emulating PLC that evaluates one function after 
another in a sum-of-products form by redundant 
testing values of variables is slow and inefficient. A 
better way makes use of the whole processor word 
as 32 or 64 bits in parallel. The PLA matrix with n 
inputs and m outputs can be emulated in n+m steps. 
A product vector in the AND array is created by 
accumulating contributions from input variables: 
according to the value of an input variable, one of 
two masks is logically multiplied with the product 
vector created so far (and initially with all ones). 
Then m outputs are generated serially applying a 
single mask for each output to the product vector 

MULTI-TERMINAL BDDS IN MICROPROCESSOR-BASED CONTROL

143



 

and detecting presence of at least a single 1. 
However, if the number of cubes is larger than the 
word size, above steps must be repeated several 
times.      

Finally, the method based on MTBDDs takes 
always n or a fraction of n steps. Provided that a 
(sub-)optimal MTBDD of a certain integer function 
is known, writing a branching program is a routine. 
We will illustrate it on the 4-input Round Robin 
Arbiter (RRA) with 4 input request lines r0r3 and 4 
grant outputs g0g3. The n-bit priority register p0p3 
is maintained which points to the requester who is 
next. It contains a single 1 that rotates one position 
after a grant is issued. The MTBDD of this RRA 
obtained by HIDET tool is in Fig. 4. The speed of 
evaluation is given by the number of decision 
variables tested simultaneously.  

The sample of a symbolic program with testing 
two binary inputs at a time is shown at Fig. 5. The 
best performance is obtained by hand coding the 
series of table lookups in assembly language and 
replacing switch statements by dispatch tables.  The 
program uses 9 4-way and of 2 2-way dispatch 
tables. The size of dispatch tables varies depending 
on whether the input edge leads to a true decision 
node (L1-L5, L7-L10) or passes through one or 
more false nodes (L6, L11). In the assembly code, 
the base address of a dispatch table gets modified in 
two least significant bits by values of two variables 
under the test. Items in a dispatch table contain 
either the next base address or the terminal value. 
One bit is used to differentiate between these two 
formats. The total size of all dispatch tables is 
94+22 = 40  words and an arbitration decision is 
produced after four table lookups. 

Had we used only single variable tests (a 
branching program with 2-way tables), we would 
need 17 dispatch tables of size 2, i.e. 34 words in 
total. However, the performance would be 2- times 
lower due to execution of a chain of 8 table lookups, 
one in each level of the MTBDD. Faster processing 
in three steps could test groups of 2, 3, 3 or 2, 2, 4 
decision variables. The fastest execution would test 
4 decision variables at a time and use 16-way 
branching. The features of various options are 
summarized in Table 1. The space  time product is 
a figure of merit of quality of the implementation. It 
gets the best (lowest) value for testing four variables 
at a time.  

With the aid of HIDET tool, MTBDDs of many 
types of arbiters of different size have been obtained, 
among others priority encoders, RR, LGLP (Last 
Granted Lowest Priority) and LRS (Least Recently 
Serviced) arbiters. Cube tables were obtained 
automatically by means of small routines in C which 
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Figure 4: MTBDD of the 4-input  RR arbiter 

Figure 5: A symbolic program for the 4-input RRA. 

enable scaling to the desired size. The results for 
RRAn arbiters with n inputs, m outputs and specified 

L1: input x ←r3r2 ;   L10: input  x ←p2p0;
       switch (x) {  switch (x) { 
           case 0:        case 0: 
               goto L2;                          output g4;  
           case 1:                                goto End; 
               goto L4;               case 1: 
           case 2:                                output g1;      
               goto L5;                          goto End; 
           case 3:                            case 2: 
               goto L5;                          output g3; 

   }                                           goto End; 
L2:  input x ←r1r0;                    case 3: 
       switch (x) {                             output g3; 
           case 0:                                goto End; 
               output no_g;            }             
               goto End;         L11: input  x ←p0; 
           case 1:                          switch (x) {         
               goto L6;                      case 0: 
           case 2:                                output g4; 
               goto L3;                          goto End; 
           case 3:                            case 1: 
               goto L3;                          output g1; 

   }                                           goto End; 
    …                                        {                          
                                         End:                           
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by #cubes are given in Tab. 2. The number of true 
nodes multiplied by 2 gives the lower bound on 
memory space (in words) for dispatch tables.  

Table 1: Various RRA4 program options. 

tested   dispatch # table space x
variables: table size lookups time 
8 x 1  34 8 272 
4 x 2 40 4 160 
2, 3, 3 52 3 156 
2, 2, 4 64 3 192 
4, 4 72 2 144 
8 256 1 256 

 

    Table 2: MTBDDs for Round Robin Arbiters. 

   in   out #cubes 
bbb 

# true 
nodes n m

RRA3 6 3 10 10 
RRA4 8 4 17 17 
RRA6 12 6 37 40 
RRA8 16 8 65 75 
RRA12 24 12 145 189 

 

5 CONCLUSIONS 

Programming a digital logic component of micro-
processor-based control systems need not rely only 
on ladder diagrams anymore. Modern digital logic 
design offers multi-terminal BDDs that can specify 
groups of Boolean functions simultaneously, are 
non-redundant and allow direct conversion to 
branching programs with dispatch tables. 
The advantages of the presented technique are 
twofold: 
1. The transition from cube specification to the 
MTBDD and then to the assembly program is 
relatively easy and can be automated. The latter 
transition is of course depending on a target 
processor. 
2. As soon as the MTBDD is known, the most 
suitable program implementation can be chosen   
trading-off performance for memory space (mainly 
to store dispatch tables).  
The programming technique has been demonstrated 
on (but it is not limited to) the class of arbiter 
circuits. Currently it is applicable to integer 
functions of Boolean variables with don´t cares.   

Future research will address multiple-output 
Boolean functions with compatible input cubes and 
incidentally with ternary output cubes c  {0, -, 1}m. 
This extension could provide appropriate design 
techniques for new classes of functions.  
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Abstract: The electrical system is undergoing a profound change of state, which will lead to what is being called the
smart grid. The necessity of a complex system approach to cope with ongoing changes is presented: combining
a systemic approach based on complexity science with the classical views of electrical grids is important for an
understanding the behavior of the future grid. Key issues like different layers and inter-layer devices, as well
as subsystems are discussed and proposed as a base to create an agent-based system model to run simulations.

1 THE ELECTRICAL GRID AS A
COMPLEX SYSTEM

The electrical grid as a whole can be considered as
a complex system (more properly a Complex Com-
puter System) whose aim is to assure a reliable power
supply to all its consumers. Only regarding the grid
from a multi-disciplinary point of view can help us
understand the behavior of these systems. Despite
conceptual advances in concrete fields like chaos the-
ory or emergence in non-linear or self-organized sys-
tems, which were studied in the last decades, a unified
theory of complexity does not yet exist.

Complex networks have been studied by several
scientists. Erdös and Rényi (1959) suggested the
modeling of networks as random graphs. In a ran-
dom graph (Bollobás, 1998), the nodes are connected
by a placing a random number of links among them.
This leads to a Poisson distribution when considering
the numbers of connections of the nodes, thus there
are many nodes with a similar number of links.

Watts and Strogatz (1998) defined β as the prob-
ability of rewiring an edge of a ring graph and called
these networks small-world. Analyzing networks
with values 0 < β < 1, they found that these systems
can be highly clustered, with a relatively homogenous
topology, and have small characteristic path lengths.

However, the study of networks in the real world
has shown that there are many examples where this is
not true but they exhibit a common property: the num-
ber of links k originating from a given node exhibits
a power law distribution P(k) ∝ k−γ, i.e. few nodes
having a large number of links. These networks are
called scale-free and they are located in between the
range of random and completely regular wired net-
works. Many systems in the real world such as neural
networks, social networks and also the power grid,
fulfill these properties.

Barabási and Albert (2002) mapped the topology
of a portion of the World Wide Web and found that
some nodes, which they called hubs, have many more
connections than others and that the network as a
whole exhibits a power-law distribution for the num-
ber of links connecting to a node. Using the Barabási-
Albert network model, Chassin and Posse (2005) an-
alyzed the topologies of the North American electric
grid to estimate their reliability and calculated the ex-
ponent of scale-free power law as being λ = 3.04 for
the U.S. eastern grid and λ= 3.09 for the western one.

Considering all of the advancements in complex-
ity science, in this paper we will show how an electric-
ity grid can be represented through a model as a com-
plex system that can be used for simulations. First, the
smart grid will be presented and some key issues dis-
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cussed. Then, the approach for modeling the grid is
explained and in the last section the simulation model
is presented.

2 THE SMART GRID

The term smart grid as introduced by Amin and Wol-
lenberg (2005), usually covers the entire spectrum
of the electrical system, reaching from transporta-
tion over distribution up to the delivery. In common
with earlier definitions, it contains two key elements:
digital data processing and communication networks.
Therefore, it can be said that what characterizes this
intelligent grid is the existence of a flow of data and
information, between the supplier company and the
consumer, running in parallel with the energy flow
(Singer, 2009).

With today’s smart grid goals in mind, energy sup-
ply companies are in a transition process between our
real electricity grid and the future smart grid, trying to
improve the conventional network infrastructure, es-
tablishing the digital level (essence of the intelligent
network) and also creating new business processes to
carry out the capitalization and commercialization of
the intelligent network.

The operation of the smart grid is far more com-
plicated than the conventional power grid and in order
to be operated, some special components like com-
puters, sensors, remote controlled switching devices,
as well as communication networks are necessary.
For example, the current power grid is still not ready
to admit microgrid connections. Connections made
at present are experimental and almost always done
manually, by taking care that a number of factors are
fulfilled e.g. before realizing a connection.

Trying to model a microgrid, the network to which
it will be connected should also be considered. Al-
though a large amount of work in this area has been
done, the main problem is that the current electricity
grids are not yet adequately prepared for the transi-
tion to the smart grid. Therefore, in this article, the
authors do not consider the inadequate existing grid,
but instead focus on a hypothetical future network:
the smart grid.

2.1 The two Layer Model

Concerning the upcoming challenges, especially fac-
ing the growing need of interaction of the different
units of the smart grid, a two layer model is proposed
(Kremers et al., 2010). These were identified as:

Physical Layer. The first layer is the physical struc-
ture of the electrical grid itself, including all the

Figure 1: Different layers in an electrical microgrid.

power transmission lines. It includes the power
flows as well as all the electrical devices related
to the correct operation of the grid.

Logical Layer. This second layer, which represents
the main part of the upcoming generation of elec-
trical grids, is not yet present, in contrast to the
physical layer. This layer includes all the infor-
mation exchange that has to be arranged to control
distributed generation (DG), dispatchable loads
and other smart equipment in future grids. It has
to be underlined that the communication paths do
not have to be the same as the links in the first
layer, although they could be exploited for that
aim. An example of this is Power Line Commu-
nication (PLC).

The current electricity grid could be seen as part
of the first layer, whereas the second layer is still
the focus of vast research and development. It rep-
resents all the information and communication tech-
nology linked in some way to the grid and its oper-
ation. It implements a system that allows real-time
communication between the elements of the grid. In
the E-Energie project (2010), an Internet of Energy is
suggested as an analogy to computer networks. This
medium could itself serve as a communication plat-
form. More examples of the implementation of the
logical layer are described in Kremers et al. (2010)
and could be PLC, existing communication networks,
wireless technologies, etc.

In the following sections, some key role playing
concepts of the smart grid will be exemplified and
discussed. First of all, smart metering as a technol-
ogy under deployment is presented. Afterwards, the
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concept of intelligent hub is introduced as a generic
modeling approach for intelligent devices in the fu-
ture grid. Finally, the microgrid as a sub-system of
the smart grid is discussed.

2.2 Smart Metering

Traditionally, an energy meter measures only the con-
sumption of the total energy during a specific time.
This is used for billing the customer the total amount
of energy he consumed. There is no way to obtain in-
formation on when the energy was consumed nor in
what way. Smart meters are intended to provide more
detailed information which will allow the supplier to
adjust the pricing for consumption based on different
parameters.

Electricity prices vary during a day or season, fol-
lowing the market offer-demand principle (especially
with the introduction of renewable, non-dispatchable
sources) or due to external factors such as tempera-
ture. Using a multiple tariff based system will allow
for the reflection of these pricing changes to the final
customer and thus entice him to make a more eco-
nomical use of energy. These pricing signals shall
help to reduce peak loads and sell more energy in off-
peak periods, e.g. during the night.

The ESMA (European Smart Metering Alliance)
defines a smart meter as an advanced meter with
several functions, such as automatic data processing
and transfer, automatic performing of measurements,
which provides meaningful and up-to-date informa-
tions of consumption to the relevant actors and units
of the energy system. Additionally, smart meters can
provide support for measures to increase energy effi-
cient consumption. Proof of the relevance of this de-
vice are the statements made by governments of dif-
ferent nations worldwide. For example, three of them
have been chosen:

• Malta, where a pilot project is currently under-
way, with more than 5,000 smart counters being
installed. The objective for 2012 is to have only
smart meters in use.

• The United Kingdom, where in December 2009
the U.K. Department of Energy and Climate
Change announced its intention to have smart me-
ters in all homes by 2020.

• The U.S. where, according to Edison’s Institute
for Electric Efficiency, many of the country’s
largest electricity distribution companies have
plans to install millions of meters in the coming
years, with deployments to be complete between
2012 and 2015.

Figure 2: Architecture of an Intelligent Hub.

However, in the authors’ opinion, energy savings
will only be achieved when the meters are reinforced
by new devices and directives such as information dis-
plays, time-varying pricing, energy audits and, in par-
ticular, some form of automatic load control. The fact
that companies such as Intel, Cisco or Google are de-
veloping hardware and software for this growing mar-
ket, seems to confirm that idea.

2.3 Intelligent Hubs as Interaction
between the Layers

Having described the smart grid properties, the ques-
tion of how the assumed measures can be imple-
mented to make the grid smarter is apparent. The
approach taken in this study is to model some spe-
cially designed generic units called Intelligent Hubs
that:

• implement the communication functions of the
logical layer,

• monitor the physical grid,

• perform data processing and evaluation,

• can take actions on the physical grid,

• can act as a local decision unit, and

• handle any interactions between the logical and
physical layer.
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The introduction of the intelligent hub arises from
the idea that there are many different technologies
and implementation possibilities for new infrastruc-
ture equipment, but no standard definition of these
new intelligent units currently exists. For example,
at household level a local load shedding module con-
nected to a smart metering system could be imple-
mented, or at a substation level new technologies that
are be able to communicate with customers to send
e.g. grid state signals, etc. are possible.

They all have in common that they share at least
some of the characteristics of the intelligent hubs
named above. This allows us to model a generic in-
telligent hub, which accomplishes with the specifica-
tions given and is able to simulate the behavior of
these future equipment elements, even though a con-
crete implementation is not realized. It is important to
underline that the intelligent hub is the link between
the two layers, logical and physical, thus gathering
information from both of them, being able to pro-
cess it and actuating on the physical layer to perform
changes. The acquisition of the data from the physical
grid is performed by sensors, for example measuring
units on the lines. The actuators are any kind of in-
teraction with the power grid, such as demand control
for example by direct (such as relays, operating on the
line), or indirect means (dynamic demand reduction
of the equipment).

The question of how far a smart meter can be seen
as an intelligent hub or vice versa has to be analyzed
further. There exist implementations of smart meters
that seem to accomplish with some of the intelligent
hub features (like load shedding functions), but in our
opinion this already goes beyond the concept of me-
tering. So, at least for modeling purposes, the smart
meter will be seen as a part of the intelligent hub or an
external unit linked to this, as the concept of the hub
involves a much broader list of features, which can be
summarized as the whole interaction between the two
layers – even at different levels of the grid.

2.4 Microgrids as Smart Grid
Subsystems

A microgrid is a set of small energy generators ar-
ranged in order to supply energy for a community of
users in close proximity. It is a combination of gen-
eration sources, loads and energy storage, interfaced
through fast-acting power electronics. Emerging from
the general trend of the introduction of Renewable
Energy Sources (RES), microgrids will mostly in-
clude this type of generation, so they form part of the
Hybrid Renewable Energy Systems (HRES). Micro-
grids represent a form of decentralization of electri-

cal networks. They comprise low- or medium-voltage
distribution systems with distributed energy sources,
storage devices and controllable loads.

During disturbances, the generation and corre-
sponding loads can autonomously disconnect from
the distribution system to isolate the load of the mi-
crogrid from the disturbance without damaging the
integrity of the transmission grid. This mode is called
islanding mode. From the point of view of the cus-
tomer, it can be seen as a low voltage distribution ser-
vice with additional features like an increase in lo-
cal reliability, the improvement of voltage and power
quality, the reduction of emissions, a decrease in the
cost of energy supply, etc.

PCC

Transmision GridHigh Voltge 380 kV

Medium Voltge 50 kV Distribution Grid

+

Figure 3: Integrated microgrid.

In Figure 3, a schematic drawing of an inte-
grated microgrid can be seen, showing the Point of
Common Coupling (PCC) and its electrical connec-
tions, but without representing the information chan-
nels. The authors have previously identified (Kremers
et al., 2010) that electrical grids, as well as micro-
grids mostly satisfy the principal characteristics that
distinguish them as true systems of systems, as de-
fined by Maier (1998). The smart grid is constituted
as a large complex system with operational and man-
agerial independent elements (that are systems them-
selves), evolutionary development, emergent behav-
ior and geographical distribution.

3 A COMBINED APPROACH FOR
SMART GRID MODELING

For simulation purposes, one should not pay atten-
tion to accessory components but instead focus on the
essential parts. It may occur that modeling some im-
portant elements is unnecessary for the operation, as
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for example some electronic components that while
being essential for the actual operation they are trivial
or nonexistent for simulation.

So in this article, we focus on a very important
element to consider both the actual operation of the
microgrid and the simulation: the smart meter. As-
suming that there is an intelligent hub at each network
bus, a smart meter at each load bus and there exists
communication among the nodes, the resulting com-
plex computer system can be used as a basis for smart
grid models.

Agent-based modeling tools are able to recreate
complex system behavior such as those described
here, unexpected emergent behavior in these systems,
internal and external events, communications within
the system, etc. In particular, local effects of the sin-
gle units comprising the system can be modeled and
their effects can be analyzed at the system level.

The combination of several approaches allows the
creation of models that might abstract some details
from the single unit models, but all in all create a
much more realistic representation at the system level.
The inclusion of some communication among the de-
vices is fundamental here. This combined approach
is the one followed in this work, as in the authors’
opinion it is very advantageous when modeling future
electrical systems.

Geographic network localization, distribution of
processing and databases, interaction with humans,
and unpredictability of system reactions to unex-
pected external events are also present in this kind of
network.

4 THE SIMULATION MODEL

A combined approach model has been developed us-
ing Anylogic (XJTek, 2010), in which the grid nodes
are represented by agents in the model, and each
agent is provided of respective subsystem models
(System Dynamics (SD), Discrete Events (DE), etc.).
This kind of modeling has been chosen to allow for
events such as the sudden elimination of one (or more)
nodes, or connections between nodes, to be possible
during the simulation, thus providing the possibility
of a dynamic simulation of the electrical grid, includ-
ing events such as failures, disasters and terrorist at-
tacks.

The two-layer structure defined for the smart grid
will be a key element due to its representation in the
model. Apart from the agent-based approach, two
other modeling paradigms are used: the SD paradigm
for the physical layer and the DE paradigm for the
logical layer.

The model is completely open, so it can be used to
address a number of issues of design and computation
that arise in such networks. Some of them coud be:

• Real grid, smart grid and microgrid simulation

• Grid and microgrid architecture design

• Centralized and decentralized control design

• Load connection and disconnection

• Microgrid connection and islanding modes

• Branch or node (e.g. substation) deleting

• Energy savings strategies

The approach presented here is intended to result
in a suitable electrical microgrid model. It is a con-
tinuation of the authors’ previous studies in this area
(González de Durana et al., 2009; González de Du-
rana and Barambones, 2009). In these works, the
mesh method was used to obtain voltages at the mesh
nodes and currents through the branches, assuming
the voltages given by the generators are known. In a
further study, however, a new power flow method has
been created (Kremers et al., 2010). This new method
was implemented using an combined approach in
which agents represent the buses of the grid.

5 CONCLUSIONS AND
OUTLOOK

A view of energy systems from the complex systems
approach has been given, underlining the importance
of viewing the energy system as such, especially for
its future development. Modeling the energy system
at system level is crucial to help us understand the
interactions of the single units, and be able to ob-
serve system phenomena such as emergence and the
behavior of the system as a whole. The requirement
of the introduction of new perceptions of the energy
system was shown with the proposition of the two
layer model to represent the smart grid. Further, a
device abstraction was done for modeling generic de-
vices called intelligent hubs that are able to interact
with this new environment.

An agent-based model for the simulation of mi-
crogrids is being implemented using AnyLogic. The
model offers a clear two-layer structure, which allows
for the representation of both physical and logical in-
teractions between the elements. The logical layer of-
fers a robust base to implement agent communication
in real time. The physical layer provides the technical
results of the power flow calculation integrated into
the model. This allows real-time simulations of the
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grid to be computed, which can provide valuable in-
formation prior to the implementation of the real grid.
The first models of the intelligent hub have been de-
veloped and are currently being tested.

The model is mainly intended to design and test
microgrids and can be used as a tool for the design,
development and demonstration of control strategies,
especially centralised supervisor control and decen-
tralised load-dispatch control, the design and demon-
stration of microgrid operation strategies, the design
and testing of microgrid communication buses and
optimal microgrid design.
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Abstract: In this paper, we introduce an estimation technique for analyzing radial velocity data commonly encountered in
extrasolar planet detection. We discuss the Keplerian model for radial velocity data measurements and estimate
the 3D spectrum (power vs. eccentricity, orbital period andperiastron passage time) of the radial velocity data
by using a relaxation maximum likelihood algorithm (RELAX). We then establish the significance of the
spectral peaks by using a generalized likelihood ratio test(GLRT). Numerical experiments are carried out on
a real life data set to evaluate the performance of our method.

1 INTRODUCTION

Extrasolar planet (or shortly exoplanet) detection is
a fascinating and challenging area of research in the
field of astrophysics. Till mid 2009, 353 exoplanets
have been discovered. Some of the techniques avail-
able in the astrophysics literature to detect exoplanets
are astrometry, the radial velocity method, pulsar tim-
ing, the transit method and gravitational microlens-
ing. Among these methods, the radial velocity analy-
sis is the most commonly used technique, in which the
Doppler shift in the spectral lines and hence the radial
velocity of the parent star is measured. The spectrum
of the measured Doppler shifts is then analyzed to de-
tect the exoplanet(s) revolving around the star.
Most often the radial velocity measurements are ob-
tained at nonuniformly spaced time intervals due to
hardware and practical constraints, which limits the
application of commonly used spectral analysis meth-
ods. The most straightforward way to deal with this
problem is to use the standard periodogram by ignor-
ing the nonuniformity of data samples, which results
in an inaccurate spectrum. In (Roberts et al., 1987), a
method named CLEAN was proposed, which is based
∗Corresponding author. This work was supported in part

by the Swedish Research Council (VR).

on iterative deconvolution in the frequency domain to
obtain a clean spectrum from an initial dirty one. A
periodogram related method is the least squares peri-
odogram (also called the Lomb-Scargle periodogram)
(Lomb, 1976; Scargle, 1982) which estimates the si-
nusoidal components by fitting them to the observed
data. Most recently, (Yardibi et al., 2010; Stoica et al.,
2009) introduced a new method called the Iterative
Adaptive Approach (IAA), which relies on solving an
iterative weighted least squares problem.
In this paper, we analyze the radial velocity data
by using a relaxation maximum likelihood algorithm
(RELAX) initialized with IAA estimates. The signif-
icance of the spectral peaks is then established via a
generalized likelihood ratio test (GLRT). Numerical
experiments are carried out on a real life radial veloc-
ity data set.
In Section 2, we describe the model used in this pa-
per for the radial velocity data. Section 3 presents the
RELAX and GLRT methods, and Section 4 contains
the results for a real life example. Finally, the paper
is concluded in Section 5.
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2 DATA MODEL

Let {y(tn)}Nn=1 denote the radial velocity of a star
measured at a set of possibly nonuniform time in-
stants{tn}Nn=1. Based on the Keplerian model of plan-
etary motion (Zechmeister and Kurster, 2009) (Cum-
ming, 2004), the radial velocity data are modeled as
follows:

y(tn) =C0+
M
∑

m=1
βm[cos(ωm+νm(tn))+emcos(ωm)],

n= 1, · · · ,N
(1)

whereC0 is the constant radial velocity, and

tan(νm(tn)) =
√

1+em
1−em

tan(Em(tn))

Em(tn)−emsin(Em(tn)) =
2π(tn−Tm)

Pm
,

(2)

M: Number of exoplanets revolving around the
star. The number of planetsM is usually unknown.

em: Eccentricity of the orbit of themth planet.
ωm: Longitude of the periastron for themth planet.
Pm: Orbital period of themth planet;Pm is related

to orbital frequencyfm by fm = 1
Pm

.

Tm: Periastron passage time of themth planet.
βm: Radial velocity amplitude of themth planet.
νm(tn), Em(tn): True and eccentric anomaly of the

mth planet, withtn denoting their time dependence.
We divide the entire 2D spaceG , defined asG =

{(e, f ), 0≤ e< emax, −
fmax
2 < f < fmax

2 }, into a grid
of prespecified sizeK. We point out here that the grid
G does not include the parameterT, and thatT is
taken to be zero for the time being but will be esti-
mated as described later on. The choices ofemax and
fmax in G depend on the sampling pattern: to deter-
mine them, we calculate the spectral window defined
as:

W(e, f ) =

∣

∣

∣

∣

1
N

N
∑

n=1
exp( jν(tn))

∣

∣

∣

∣

2

, 0≤ e< 1,−∞≤ f ≤ ∞.

(3)
For any choice of(e, f ) andtn, there exists aν(tn) ob-
tained via (2). Following (Eyer and Bartholdi, 1999),
the parametersemax and fmax are chosen such that the
regionG leads to an unambiguousW(e, f ) (see (Babu
et al., 2010) for more details).

3 PARAMETER ESTIMATION
AND STATISTICAL
SIGNIFICANCE TESTING:
RELAX AND GLRT

The estimates obtained from IAA are usually fairly
accurate. However, if the grid (G ) is not chosen fine

enough (to reduce the computation time), then IAA
might miss some true peaks (see (Babu et al., 2010)
for an elaborate discussion on IAA for radial veloc-
ity data). In that case, applying RELAX (Li and
Stoica, 1996), a parametric iterative estimation al-
gorithm, can refine the IAA estimates. Algorithm 1
briefly describes the steps involved in RELAX. The
P largest peaks picked from IAA are used as initial
estimates for RELAX, which has a beneficial effect
on the convergence of RELAX compared with using
other more arbitrary initial estimates. In the case of
radial velocity data, the choice ofP = 5 peaks ap-
pears to be reasonable for most applications. RELAX
generally converges within a few iterations (typically
in less than 10 iterations).

Next we note that, under the assumption the noise
in the data is Gaussian distributed, the RELAX esti-
mates are optimal in the maximum likelihood sense
(Li and Stoica, 1996). We can then use the general-
ized likelihood ratio test (GLRT) to establish the sta-
tistical significance of the estimated planet parame-
ters. We first apply RELAX to the largest IAA peak
and use GLRT to test the null hypothesis that there are
no planets (or, in other words, that the data is made
only of white noise) against the hypothesis that there
is at least one exoplanet. If the test rejects the null
hypothesis then we will proceed and apply RELAX
to the two largest peaks and subsequently test the hy-
pothesis that there is one exoplanet in the data against
the hypothesis that there are at least two exoplanets;
and so on. As an example, for the following hypothe-
ses
H0: There are no planets.
H1: There is at least one exoplanet with eccentricity
ê1, orbital frequencyf̂1 and periastron passage time
T̂1.
the log-likelihood (LL) functions are given by:

LL(H0) =

−N
2 ln

(

N
∑

n=1
|y(tn)|

2
)

+C,

LL(H1) =

−N
2 ln

(

N
∑

n=1
|y(tn)− r̂1 cos(ν(tn))− q̂1 sin(ν(tn))|2

)

+C

(4)
whereC is an additive constant,ν(tn) is calculated
from the RELAX estimates ( ˆe1, f̂1, T̂1), and ˆr1, q̂1
are the least square estimates ofr,q corresponding to
(ê1, f̂1, T̂1), see Algorithm 1. Under the assumption
that hypothesisH0 is true, the log-likelihood-ratio,
defined as 2(LL(H1)−LL(H0)), is asymptotically a
random variable with a chi-square distribution. Then
the GLRT is given by

2(LL(H1)−LL(H0))
H1
≷
H0

Λ (5)

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

156



whereΛ denotes a fixed threshold. The threshold is
usually chosen such that prob(X≤Λ) = ξ, whereX ∼

χ2
5 denotes a chi-square distributed random variable

with 5 degrees of freedom (because of the 5 unknowns
per planet in the data model, namelye, f , T, r and
q), andξ determines the significance level of the test.
Choosingξ = 0.99 gives a false alarm probability of
0.01 and the corresponding threshold isΛ = 15.

4 A REAL LIFE EXAMPLE:
HD 208487

In this section, we consider the application of the al-
gorithm introduced in the previous section to a real
life radial velocity data set. Our goal is to detect
the exoplanets present in a star system and estimate
their eccentricities, frequencies and periastron pas-
sage times. We will show the following plots:
• Amplitude vs. orbital frequency for IAA and

RELAX (eccentricity and periastron passage time
values for the peaks in the amplitude spectrum are
indicated in the plots).

• Likelihood ratio vs. the planet number.

• Observed and fitted data sequences.
The data set used here consists of 31 samples of

radial velocity measurements of the star HD 208487.
The parametersemax and fmax are determined from
the spectral window to be 0.5 and 1 cycles/day. The
spectrum obtained using IAA is shown in Fig.1(a),
which indicates the presence of more than one planet.
The 5 largest peaks in the IAA spectrum are picked
up and are used to initialize RELAX. The GLRT
plot shown in Fig.1(c) suggests the existence of three
planets in the HD 208487 star system with the fol-
lowing parameters (see Fig.1(d) and also Table 1):
(e1 = 0.326, f1 = 0.0078 cycles/day,T1 = 130.9
days), (e2 = 0.315, f2 = 0.069 cycles/day,T2 = 14.2
days) and (e3 = 0, f3 = 0.0408 cycles/day,T3 = 2.9
days). However (Tinney et al., 2005) reported that the
star has only one planet with an orbital frequency of
0.0077 cycles/day. Fig. 1(e) and 1(f) show the plots of
measured data and the fitted data obtained assuming
the existence of one and, respectively, three planets. It
is seen clearly from these figures that the three planet
model fits the measured data much better than a single
planet model.

5 CONCLUSIONS

The real life example discussed in the paper suggests
that our algorithm successfully detects the presence

of spectral peaks (planets) in radial velocity data and
accurately identifies both their frequencies and eccen-
tricities as well as their periastron passage times. The
example used here is typical of cases usually encoun-
tered in exoplanet search and hence the proposed al-
gorithm is believed to be an effective and useful tool.
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APENDIX
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Figure 1: HD 208487: (a) the IAA spectrum, (b) the 5 largest peaks in the IAA spectrum, (c) the likelihood ratio, (d) the
RELAX spectrum, (e) comparison of the observed data and fitted data obtained from the parameters of the planet reported in
(Tinney et al., 2005) and (f) comparison of the observed dataand fitted data obtained from the three detected planets.
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Table 1: Parameters of the planets of HD 208487 star system.∗) The third planet becomes statistically insignificant if thefalse
alarm probability is decreased from 10−2 to 10−4, in which case the threshold becomesΛ = 25.

Planet No. Previous work This work
e f (cycles/day) T(days) β e f (cycles/day) T(days) β

1 0.24 0.0077 92 20 0.3260 0.0078 130.9 19.9
2 - - - - 0.3150 0.0690 14.2 12.18

3∗) - - - - 0 0.0408 2.9 4.96

Algorithm 1: RELAX.

Let {(e0
p, f 0

p,T
0
p )}

P
p=1 denote the parameters of theP most dominant planets in the IAA spectrum (e.g.P= 5).

The initial values of their radial velocity amplitudes{(r0
p,q

0
p)}

P
p=1 are taken to be zero.

for p= 1 to P do
for i = 1 to I (e.g.I = 10) do

for u= 1 to p do
yi

u(tn) = y(tn)−
p
∑

k=1,k6=u

(

r i−1
k cos(νi−1

k (tn))+qi−1
k sin(νi−1

k (tn))
)

whereνi−1
k is obtained from

(ei−1
k , f i−1

k ,T i−1
k ). Then

(ei
u, f i

u,T
i
u)

= argmin
{e, f ,T}

min
{r,q}

N
∑

n=1

∣

∣yi
u(tn)− r cos(ν(tn))−qsin(ν(tn))

∣

∣

2

The inner minimization with respect to{r,q} in the above equation is a least squares problem and the
estimates{r i

u,q
i
u} can be obtained analytically (see (Stoica and Moses, 2005)). The minimization with

respect to{e, f ,T} is carried out via a 3D grid search performed around(ei−1
u , f i−1

u ,T i−1
u ).

end for
end for
for u= 1 to p do
(e0

u, f 0
u ,T

0
u )← (eI

u, f I
u,T

I
u ) and(r0

u,q
0
u)← (r I

u,q
I
u).

end for
end for
{(êp, f̂p, T̂p)← (eI

p, f I
p,T

I
p)}

P
p=1 and{(r̂p, q̂p)← (r I

p,q
I
p)}

P
p=1
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Abstract: At the Institute for Process Control and Robotics reactive grasping skills are developed to enhance the Multi-
fingered SCHUNK Dextrous Hand 2 (SDH2) in order to fulfill industrial needs. Therefore, RTAI Linux and
Matlab - Simulink RTW are used as application development system (RTAI, 2010),(Mathworks, 2010). The
exchange of data between the Multi-fingered hand and the computer system is possible by means of a C++
library. By reason that this SDH2 C++ library could not be used in Real-Time kernel programs this paper
presents an approach of how to combine Real-Time Simulink models (RTAI) with user-space tasks. Therefore
a shared memory based interface within Simulink S-Functions is established. The RTAI Target Language
Compiler remains unaffected. The designed interface is described in detail. It represents a contribution to the
further development of RTAI. In addition a possibility of how to debug and visualize tactile sensor matrices
with QRtaiLab is presented.

1 INTRODUCTION

The Real-Time Application Interface for Linux
(RTAI) combined with the Matlab/Simulink Real-
Time Workshop offers the possibility to generate C
code from Simulink models. Therefore, RTAI uses
the configurable code generator called Target Lan-
guage Compiler (Quaranta and Mantegazza, 2001).
The resulting C code can be used to run Real-Time
applications within an RTAI patched Linux kernel. It
is not possible to start and to debug the executables
with Simulink. The required interaction with these
Real-Time modules is realized with the help of user
interfaces like QRtaiLab and Xrtailab. At the Insti-
tute for Process Control and Robotics such an RTAI
Real-Time Simulink system was chosen to develop
reactive grasping skills for the SDH2. RTAI was
chosen because the community project RTAI (RTAI,
2010) is up-to-date and offers a Simulink Target
Language Compiler (TLC). In (Quaranta and Man-
tegazza, 2001) a different solution is proposed that

Figure 1: Multi-fingered SDH2.

uses the Tornado/VxWorks Target Language Com-
piler distributed together with MATLAB for creating
the Real-Time code for Linux. Therefore some com-
patibility wrappers to the Simulink VxWorks TLC
interface have to be applied. Unfortunately no user
space communication is mentioned and a new adapted
wrapper has to be built to communicate with the
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SDH2. (W.E. Dixon, 2001) and (Ramadurai, 2001)
introduce a Real Time Linux Target (RTLT) as re-
flection to the Real Time Windows Target (RTWT).
RTLT seems to be a software application that gives
Simulink the ability to run on a standard PC with hard
Real-Time constraints. Unfortunately it seems that
further development of RTLT has been stopped sev-
eral years ago. The described computer aided control
system design (CACSD) is only available for RTWT
(D. M. Dawson, 2002).

In 2008 the final version of the Multi-fingered
Dextrous Hand SDH-2 (SCHUNK GmbH & Co. KG,
2010) was introduced, see Figure 1. Each finger pos-
sesses two independent degrees of freedom. Com-
bined with an extra pivoting joint the SDH2 provides
seven degrees of freedom. Six tactile sensor arrays
are included, one in each phalanx. Among others,
they offer the feasibility to detect object contact or
surface characteristics. The data exchange with the
SDH2 is implemented by means of a C++ library.
This library is provided by the manufacturer and is
prepared for working in user space. Unfortunately,
the RTAI Simulink toolbox supports neither a user-
space communication nor a possibility to integrate the
user-space SDH2 C++ library. Therewith, a direct
data exchange among the SDH2 and the Real-Time
executables in kernel space is not possible. In order
to retain the possibility to use RTAI Simulink a way
for exchanging the desired control and sensor data
with these Real-Time programs has to be found. A
universally valid solution is shown in Figure 2. The
data exchange with the SDH2 is not changeable. A
user-space transceiver exchanges all required infor-
mation with the robot hand. A special interface of-
fers these data to the Real-Time executables in kernel
space. The challenge consists of designing an inter-
face that allows the RTAI Target Language Compiler
to remain unaffected. If this will be feasible a con-
tribution to the further development of RTAI can be
achieved. In the following sections an approach of
how to combine Real-Time Simulink models (RTAI)
with user space tasks is presented. Therefore a shared
memory based interface within Simulink S-Functions
is established. Generating named memory in kernel
space is the determining advantage of this inter-task
communication mechanism. Another advantage is,
that there are no data queues and therewith only one
actual dataset is given. This is crucial for transferring
a large amount of tactile sensor data. Both, user-space
program and kernel module, should be able to ad-
dress this allocated memory. The allocation of shared
memory in user-space programs is a well-known op-
eration. In the next sections it is shown how to de-
sign a Simulink S-Function that realizes the access

SDH2

Superior Control System (PC)

Real-Time kernel

Real-Time Simulink model

User Space
TransceiverA

c
c
e
s
s

lib
ra

ry

User Space
Simulink RTAI.tlc

required
interface

Figure 2: Global Concept of the Required Interface.

and therewith the communication for the Real-Time
executable. This interface enhances the amount of
possibilities in developing (semi-) Real-Time control
systems with Matlab / Simulink using RTAI Linux.
In addition, all RTAI files stay untouched and the
RTAI Target Language Compiler (RTAI.tlc) is used
anymore.

2 THE SHARED MEMORY
INTERFACE

2.1 Basic Concept

Figure 3 shows the basic concept of the RTAI SDH2
simulation environment. Simulink is used to de-
sign software algorithms. The RTAI Target Lan-
guage Compiler generates the Real-Time code that
could be controlled and debugged with the help of
QRtaiLab / Xrtailab. The Real-Time Simulink code

Simulink Real Time Code + Execution

External Software
using SDH C++ library

RTAI
Mailbox

RTAI-Real-
Time-Kernel

User-Space

QRTAILab
0.1.7

Simulink

Generate
Real
Code

Control
Program

Flow
Shared
Memory

SDH

RTAI Kernel Modul
creates the required
Shared Memory

Figure 3: Concept of SDH-2 RTAI application development
system.

is able to communicate with a shared memory mod-
ule to exchange information and sensor data with the
user-space transceiver module. The development sys-
tem from Figure 3 requires a user-space program that
communicates with the SDH2, an additional kernel
tool for setting up the shared memory and some RTAI
Simulink tools. Furthermore, for constructing and
proceeding Simulink based Real-Time applications, a
patched RTAI Linux kernel and the RTAI toolbox for
Simulink are required. The Target Language Com-
piler (RTAI.tlc) that generates the Real-Time (RTAI)
code from the Simulink models is part of the RTAI
Simulink toolbox(Quaranta and Mantegazza, 2002).

SHARED MEMORY IN RTAI SIMULINK FOR KERNEL AND USER-SPACE COMMUNICATION AT THE
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As mentioned in section 1, it is not possible to exe-
cute and to debug the created Real-Time code with
Simulink itself. All RTAI Simulink modules gener-
ate mailboxes for inter-task communication of all de-
sired measurable signals. The scopes and displays
in Simulink are not able to import the mailbox data.
Therefore, additional software tools like Xrtailab or
QRtaiLab are required to receive and to visualize
measured values. Based on the demand for visual-
ization of tactile sensor matrices, QRtaiLab 0.1.7 or
newer is used instead of Xrtailab and is presented in
section 4.
All required software from Figure 3 is described in
detail within the following sections. It is shown how
to create the SDH2 Simulink S-Function on the basis
of the RTAI Simulink library.

2.2 The RTAI Kernel Module

For being able to access named shared memory in
user-space programs, it has to be created by a Real-
Time task first. This kernel module presented here
creates the shared memory required for the Real-Time
simulations. The common rtai-shm kernel module has
to be loaded into the kernel before this tool is able to
create the memory. As an example, the following enu-
meration shows all the different shared structures that
are desired for working with the SDH2:

1. tactile sensors: to import sensor data from user-
space into kernel-space

2. control: exchange the SDH2 control protocol

3. exporting joint angles into user-space (i.e. simu-
lation)

The generation of the tactile sensor data array is
shown more precisely in Listing 1. Simulink S-
Function, RTAI kernel module and user-space com-
munication software are all using the same structure
’TAK’. The tactile shared memory is generated within
the RTAI kernel module, Figure 3:

1#define SHM_Name "name/ID"
2static RT_TASK t1;
3typedef struct TAK{
4int Matrix1 [84];
5int Matrix2 [78];
6...
7} MSG_TAK;
8...
9rt_set_periodic_mode();
10taktil =

rtai_kmalloc(nam2num(SHM_Name),
sizeof(struct TAK));

11period = start_rt_timer();

Listing 1: Kernel Module Listing.

connect to SDH2

Read from SDH-2       Write SHM

close SDH2
connection

finished

shared
Memory

exist

no

yes

exit

Read from SHM         Write to SDH2

yes

no

program
start

Figure 4: Program flow chart of user space software.

The variable “name/ID” is the unique identifier which
allows to access the SHM. The defined struct (Line
3 to 7) contains all required arrays. This RTAI
kernel module creates that named shared memory
“name/ID” in Line 11. Now, all software modules in
kernel- and in user-space are able to access the SHM.
It is recommended that all structures and defines are
swapped out into a shared header file.

2.3 User Space Control Transceiver

The user-space transceiver software from Figure 3 ex-
changes the predefined control and sensor data with
the SDH2. It includes all data to and reads from
the shared memory. Figure 4 illustrates the flow
chart. It is recommended, that the kernel module
from section 2.2 has already created the SHM be-
fore this transceiver is started. The program uses
the C++ SDH2 library in user-space. Unfortunately
this code is not running under Real-Time constraints.
Due to the shared memory the operating speed of
the transceiver is independent from any time scale of
all Simulink Real-Time executables in kernel space.
The program is kept as small as and therewith as fast
as possible to ensure minimal reaction times. Since
the SDH2 uses a CAN or an RS232 interface, the
transceiver reaches the currently maximum possible
operating frequency fo with up to fo = 60Hz.

3 THE SHARED MEMORY
S-FUNCTION

The goal of this paper is the description of how
to set up RTAI Simulink S-Functions using special
shared memory arrays. The usage of the common

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

162



RTAI Target Language Compiler has to be ensured
without limitations. The basic requirement for each
S-Function is the availability of all shared memory
structures used in kernel space. Required header files
should be integrated into the S-Functions as shown in
listing 2

1#ifndef MATLAB_MEX_FILE
2...
3#include <rtai_shm.h>
4...
5#endif

Listing 2: Integration of header files to allocate shared
memory.

To make sure that the included RTAI modules are only
addressed if working in Real-Time, Simulink defines
MATLAB−MEX−FILE if working in normal Non-
Real-Time mode.

3.1 Shared Memory Input

The following listing presents an essential abstract of
how to input data from named shared memory into an
RTAI Real-Time executable.

1static void
mdlInitializeSizes(SimStruct *S){

2if(!ssSetOutputPortDimensionInfo
(S,0,&d))return;

3if(!ssSetOutputPortDimensionInfo
(S,0,1 ))return;

4}
5static void mdlStart(SimStruct *S){
6#ifndef MATLAB_MEX_FILE
7static struct MSG_TAK *msg;
8if (!(msg=rtai_malloc(nam2num(

"name/ID"),sizeof(MSG_TAK)))){
9printf("no shared memory");
10exit(1);}
11ssGetPWork(S)[0]= (void *)msg;
12#endif
13}
14static void mdlOutputs(SimStruct *S,

int_T tid){
15double *M1 =

ssGetOutputPortRealSignal(S,0);
16double *i =

ssGetOutputPortRealSignal(S,1);
17#ifndef MATLAB_MEX_FILE
18MSG_ID *msg = (MSG_ID

*)ssGetPWorkValue(S,0);
19M1[i] = msg->Matrix1[i]; //array
20*i = msg->variable; // scalar
21#endif
22}

Listing 3: RTAI Simulink Input Listing.

The given code snippet in Listing 3 demonstrates an
S-Function with two output ports (lines 2 and 3). The

first output contains a tactile matrix; variable d spec-
ifies the information about the dimensionality of the
output port. The ’mdlStart’ function initializes the
named shared memory “name/ID”. If no matching
shared memory is found the execution of the Real-
Time model is aborted. Otherwise a pointer to the
initialized data structure is stored in the S-Function
PWork vector for being addressable within further
functions (line 11). Function ’mdloutputs’ accesses
this PWork vector and assigns the data to the output
ports. The lines 19 and 20 demonstrate the differ-
ence in assigning arrays and scalars. To make sure
that the shared memory is only assigned within the
Real-Time kernel and not within the Simulink soft-
ware, the code fragment in lines 6 and 17 are neces-
sary. If the S-Function is built as MEX-file with the
mex command, MATLAB−MEX−FILE is automati-
cally defined. The RTAI Target Language Compiler is
able to handle this code. It is important, that the SHM
Input S-Function accesses to the SHM struct defined
in listing 1.

3.2 RTAI Simulink Output

Writing data into the assigned shared memory is
nearly equal as shown in section 3.1 and is given in
Listing 4.

1static void
mdlInitializeSizes(SimStruct *S)

2{ if (!ssSetNumInputPorts(S, 2))
return;

3ssSetInputPortWidth(
S, 0, d );

4ssSetInputPortWidth(
S, 1, 1 );

5}
6static void mdlOutputs(SimStruct *S,

int_T tid)
7{
8InputRealPtrsType uPtrs1 =

ssGetInputPortRealSignalPtrs(S,0);
9InputRealPtrsType u1 =

ssGetInputPortRealSignalPtrs(S,1);
10#ifndef MATLAB_MEX_FILE
11MSG_TAK *msg = (MSG_TAK

*)ssGetPWorkValue(S,0);
12msg->P1 = (double)*uPtrs1[0];
13msg->P7 = (double)*uPtrs1[6];
14msg->Move = (double)*u1[0];
15msg->Variable = 4;
16#endif

Listing 4: RTAI Simulink Output Listing.

MdlStart allocates the named shared memory and
stores a pointer to it within the PWork vector. If run-
ning in Real-Time kernel, ’Matlab−Mex−File’ is not
defined and lines 11 to 15 are executed. Lines 11 to
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14 demonstrate how to assign values to certain shared
variables.

4 QRTAILAB

By means of the Real-Time Workshop (RTW) and the
RTAI Target Language Compiler it is possible to cre-
ate Real-Time C Code from Simulink models. As
mentioned in section 2.1, Simulink is not able to ex-
ecute and to debug the models. Instead of Simulink,
QRtaiLab is able to start, to control and to debug the
generated code. The open source software QRtaiLab
offers nearly the same functionality as Xrtailab. Xr-
tailab is provided through RTAI-Lab, which is a com-
ponent of RTAI. Mailboxes are used as inter-task
communication. This realizes an exchange of data
with the Real-Time Code. In addition it is possible
to display and to log the control data. As Xrtailab
uses the cross-platform C++ GUI toolkit (EFLTK),
there was a need for reprogramming the software us-
ing QT4 (cross-platform application and UI frame-
work). The problem was that EFLTK is not under ac-
tive development and offers only limited functional-
ity. EFLTK must be compiled and installed manually
and needs a manually compiled Mesa-library. Com-
pared to Xrtailab QRtaiLab is much easier to install
and does not use OpenGL, which results in reduced
hardware requirements. QRtaiLab also offers some
additional features:

• saving / loading of block parameters

• auto scaling for scope signals

• visualization of small matrices

The last feature may be used to verify tactile sensor
matrices from the SDH2. During the development of
tactile reactive grasping skills, it is essential to visual-
ize these matrices. QRtaiLab offers this visualization
by using existing mailbox algorithms within the RTAI
library. A Matrix is transferred to QRtaiLab using the
“RTAI−Log” - block from the original RTAI library,
Figure 5. Based on the large amount of data within
each tactile sensor matrix and the limited data trans-
mission the maximum size of a matrix is restricted to
[15×10].

5 HOW TO CONFIGURE AND
START A SDH-2 REAL-TIME
SIMULINK MODEL

To create and run a Simulink model as Real-Time
model in RTAI kernel it’s necessary to take the fol-

Figure 5: Visualization of tactile sensor matrices with QR-
taiLab.

lowing steps.
1. activate RTAI kernel: insert kernel modules

2. generate the desired named shared memory (sec-
tion 2.2)

3. create a Simulink model, configure the model for
RTAI Real-Time simulation:

• edit solver: fixed step size (e.g. 5ms), discrete
(no continuous states)

• Real-Time Workshop: Target selection: rtai.tlc
• use normal and not external mode

4. integrate the designed S-Functions from section
3.1 and 3.2 to connect and communicate with the
shared memory

5. generate required C-Code for Real-Time kernel
→(tools/real time workshop/build model)

6. open the current Matlab directory and start the ex-
ecutable (e.g. → ./modelXY -v -w )

7. start user space transceiver software to communi-
cate with the SDH2

8. start QRtaiLab; connect to target and start the sim-
ulation

6 CONCLUSIONS AND FUTURE
WORKS

Working with RTAI Simulink is quite different to
working with Real-Time Simulink on Windows us-
ing xPC or Real-Time Windows Target. Installing
and establishing an RTAI Linux is time-consuming.
Unfortunately Simulink may not be used to execute
and debug the created Real-Time models. There-
fore, additional software is required. The possibili-
ties with regard to the RTAI kernel configurations are
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Figure 6: SHM Simulink Inter Task Communication.

very powerful. The realized data exchange enables
software engineers to expand their Simulink models
and to build up control systems for all available hard-
ware, Figure 6. User-defined protocols may be de-
signed to minimize the amount of information. Even
the integration of kernel and user-space sockets into
Real-Time models is feasible (Kiszka, 2004). The
implementation of shared memory is very efficient.
Within a short time it is possible to expand the trans-
ferred data set, to establish new named SHM and to
adapt the required Simulink S-Functions. Addition-
ally it is possible to create S-Functions which are able
to read and write to some shared memory. Even the
access to different SHM in one S-Function is feasi-
ble. Up to now it was possible to run different Real-
Time executables at the same time on one system.
With this presented SHM interface it is now possible
to communicate and exchange data between different
Real-Time modules. Each module and each commu-
nication can be constructed and designed within the
Simulink environment. The design of parallel and
distributed systems with Simulink becomes possible.
The SHM interface is very stable and guarantees a
high degree of operational reliability. The presented
Simulink model of figure 5 is an example application
of the designed SHM interface. High accessing fre-
quencies fa of fa > 1kHz can be achieved without
difficulty. Application crashes (QRtaiLab, User-space
transceiver, Real-Time executable) do not influence
the interface.
All in all the realized Real-Time-Simulink seems to
be more comprehensive than RTWT. This, however,
is countered by a longer training period.

6.1 Future Works

In the near future it should be possible to commu-
nicate with the SDH2 even in kernel space. There-
fore, an extension of the SDH2 C++ library is nec-
essary. Aside from the facts that the sampling rate
could be increased and that no additional software
will be required for working with the robot hand, it

could even facilitate the working environment. RTAI
Simulink uses mailboxes for inter-task communica-
tion. This paper shows how to use shared memory.
Perhaps shared memory is more suitable to transfer
time-critical information particularly with regard to
matrices. Raising time delays because of growing
message queues are unfeasible. This will be essen-
tial if a large amount of data has to be transferred.
While working on reactive grasping skills it will be
necessary to debug different evaluation algorithms.
Especially for large tactile matrices the mailbox com-
munication becomes unusable. It was shown in sec-
tion 4 that the maximum size of a matrix is restricted
to [15× 10]. Maybe the usage of shared memory is
able to solve the problem. Furthermore, the assem-
bling of own SHM-based Simulink scopes is consid-
erable. That is based on the fact that the usage of
external software to debug the Real-Time Simulink
models slows down the developing work.
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Abstract: The paper presents a software design method for embedded applications, featuring reconfigurable 
components such as a State Machine (SM) function block operating in conjunction with a composite Signal 
Generator (SG) function block. The method emphasizes separation of concerns, whereby the State Machine 
realizes the reactive aspect of system behaviour in separation from the transformational aspect, which is 
delegated to the Signal Generator. Instances of these function blocks can be used to configure event-driven 
state machines executed periodically in the context of control system tasks (actors). When activated, the SM 
determines the control step that has to be executed in response to a particular event. The control step is then 
indicated to the SG, which generates the corresponding control signals. The SM has been implemented 
using a new Binary Decision Diagram (BDD)-based design pattern, resulting in a simple, yet powerful 
component capable of processing both discrete and continuous signals, which can be used to efficiently 
implement control actors for sequential and hybrid control applications. 

1 INTRODUCTION 

The conventional implementation of state machines 
is based on manual encoding of an abstract model 
representing either the behaviour or the structure of 
the state machine. In the former case, the 
behavioural model, i.e. the state transition graph, is 
converted into code using various kinds of design 
patterns, such as the switch-case design pattern 
(Samek, 2002). In the latter case, the software 
implementation models the hardware structure of the 
state machine. The resulting program computes the 
state transition logic functions and executes the 
actions that are associated with various states. In 
particular, that is how sequential control programs 
are developed for industrial automation systems, 
where control logic is encoded using domain-
specific languages, such as those defined in 
standards IEC 61131-3 (John and Tiegelkamp, 2001) 
and IEC 61499 (Lewis, 2001). 

In both cases, conventional design methods have 
a major shortcoming: the resulting implementation is 
not reusable, because the logic of the state machine 
is built into the code. Consequently, a new program 
has to be developed whenever an application is 
created or modified. This is a time-consuming and 

error-prone process whose complexity grows rapidly 
with the number of states and state transitions. To 
some extent, the situation can be alleviated via 
automated program generation using validated 
models, but code reusability is still a problem.  

This problem can be solved by developing 
reusable state machine components, featuring 
standard state machine drivers operating on re-
configurable data structures (Wang and Shin, 2002), 
(Wagner and Wolstenholme, 2003). The resulting 
software artifact can be viewed as an object of type 
‘state machine’, which may have multiple instances 
defined by the contents of the encapsulated data 
structures (configuration tables). These can be 
configured and re-configured using a dedicated 
configuration tool. In this way, conventional 
software development is replaced by the 
configuration of reusable components and 
consequently, manual coding of state machines can 
be largely reduced and even eliminated.  

This design philosophy has been adopted and 
further refined in a reconfigurable state-machine 
component for embedded control systems (Angelov 
et al., 2005). With that component, it is possible to 
invoke signal-processing function blocks (FBs) 
within the states of the execution control state 
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machine. However, the complexity of the 
component model is relatively high because it 
combines both reactive (state-based) and 
transformational behaviour in the context of hybrid 
control systems. This has motivated the development 
of the master-slave model presented in (Angelov et 
al., 2008) where system tasks (actors) are configured 
using stateful components of lower complexity, i.e. a 
state-machine function block coupled to a modal 
function block.  However, in this model the state 
machine can process only binary event signals that 
are generated by pre-processing function blocks 
such as comparators, counters, timers, etc., which 
may result in increased complexity of the 
corresponding function block networks.  

The above problem has been addressed with a 
design method featuring a new State Machine 
function block operating in conjunction with a 
composite Signal Generator, which is presented in 
this paper. The discussion is illustrated with a 
running example – a state machine used to 
implement one of the control actors of a Medical 
Ventilator Control System (Zhou et al., 2009).  

The rest of the paper is structured as follows: 
Section 2 presents the design model of a state 
machine composed of State Machine and Signal 
Generator components and focuses on the 
implementation of a reconfigurable function block 
of class State Machine, using a design pattern that 
integrates pre-processing and control functions. 
Section 3 presents briefly the design pattern of the 
Signal Generator function block. A summary of the 
proposed software design method and its 
implications is given in the concluding section of the 
paper. 

2 RECONFIGURABLE STATE 
MACHINE FUNCTION BLOCK  

Embedded control system actors may exhibit 
complex stateful behaviour. Such actors can be built 
from reconfigurable software components, i.e. State 
Machine (SM) and Signal Generator (SG) function 
blocks.  This approach emphasizes separation of 
concerns: the SM implements reactive behaviour by 
selecting the control step to be executed in response 
to a transition event defined in terms of one or more 
event signals that are sampled when the host actor is 
triggered. The control step is specified in terms of 
one or more output signals. These are generated by 
invoking a sequence of function blocks inside the 
SG - a composite component, which implements the 

transformational aspect of actor behaviour - from 
input signals to output signals (see Fig. 1). 
   

SM SG.. ..

.. ..

Event
signals

Output 
signalsInput signals

Control 
step

 
Figure 1: State Machine and Signal Generator function 
blocks. 

The SM function block can be implemented 
using a new version of the State Logic Controller 
(SLC) design pattern originally introduced in 
(Angelov et al., 2005). The SLC employs a data 
structure that represents the state transition graph of 
a Moore machine realizing the desired control 
behaviour. It can be efficiently encoded as a table 
containing binary decision diagrams that represent 
the next-state mappings of various states s in the set 
of states S, and the corresponding control steps, in 
accordance with the state transition graph. 

The next-state mapping of a state s is defined as 
the subset Fs = {s’} involving those states that are 
immediate successors of s. Hence, a state transition 
graph can be symbolically represented by specifying 
the next-state mappings of all states s ∈ S, whereby 
the transition arcs are defined as tuples (s, s’ | 
s’ ∈ Fs) that are associated with the corresponding 
transition events and event-priority symbols.  
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Figure 2: Medical Ventilator Control System: control actor 
state machine. 

This technique will be illustrated with a running 
example, i.e. a control state machine encapsulated in 
the Volume Control Ventilation (VCV) actor of a 
Medical Ventilator Machine (Zhou et al., 2009), see 
Fig. 2. Its state transition graph can be represented as 
follows: 
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Fs0  =  s1 / Y1 [c] 
Fs1  =  s2 /  Y2 [c] 
Fs2  =  s3 / Y3 [c] 
Fs3  =  s4 / Y4 [e1], s3 / NOP [!e1] 
Fs4  =  s5 / Y5 [c] 
Fs5  =  s2 / Y2 [e2, 1], s5 / Y5 [e1, 2],  
            s5 / NOP [!e1, !e2], 

 

 
where s0 denotes the initial pseudo-state, s1 –  s5  
denote operational states; Y1 – Y5 denote the 
corresponding control steps – initialization (init),  
close inspiration valve (close_IV), open expiration 
valve (open_EV) close expiration valve (close_EV), 
PID control of inspiration valve (PID_control); e1 
and e2 denote events represented by signals inspFlag 
and expFlag respectively, and c denotes the default 
clock event;  bracketed expressions denote the 
corresponding triggering events or   <event – event-
priority> pairs (when necessary). 

Next-state mappings can be conveniently 
represented by means of binary decision diagrams, 
as shown in Fig. 3 for the example state machine. In 
these diagrams, circular nodes denote event signals 
that have to be tested in order to determine the 
current state/step to be executed from among the 
subset of successors of the previous state/step. These 
are tested in a predefined sequence that reflects the 
priority of the corresponding transitions. 
 

e1

Y1

Y2

e2

Y3

Y4 NOP

Y5

Y2

Y5 NOP

e1

1 0

01

1 0

FS0

FS1

FS2

FS3

FS5

FS4

s0

s2

s3

s4

s5

s3

s2

s5 s5

s1

 
Figure 3: Binary decision diagrams for next state (step) 
mappings. 

For example, it is possible to make a transition 
from s5 to either s2 or s5, whereby the former 
transition has higher importance, i.e. lower event 
priority than the other one. That is encoded in the 
BDD whereby the event signal e2 is checked first 

and the transition to s2 – taken if e2 is true; the 
transition to s5 will be taken only if e2 is false and e1 
– true. In case neither of the event signals is present, 
the parsing of the BDD ends up in a no-operation 
(NOP) node, meaning that no transition is taken and 
the previous state has to be maintained in the current 
period without executing a control action. 

Table 1: Step Sequence Table (the BDD Table). 

 Node SuccTrue / 
NextStateM SuccFalse Mapping 

0 Y1 1 x FS0 
1 Y2 2 x FS1 
2 Y3 3 x FS2 
3 e1 4 5 

FS3 4 Y4 6 x 

5 NOP 3 x 

6 Y5 7 x FS4 
7 e2 1 8 

FS5 8 e1 6 9 
9 NOP 7 x 

 
The binary decision diagrams of the next-state 

mappings can be encoded in a Step Sequence Table, 
(also called the BDD Table) as shown in Table 1. It 
consists of the columns Node, successorTrue / 
NextStateMapping and successorFalse, whereby the 
first column contains symbols denoting BDD nodes, 
and the other two columns – pointers to rows 
containing the corresponding BDD elements. The 
rows are grouped into segments containing the next-
state mappings of states s0 – s5. 

The Step Sequence Table can be interpreted 
much in the same way as its graphical counterpart. 
This can be done by a standard routine – a State 
Machine Driver (SMD), which is activated 
periodically by the host actor. Within each cycle, the 
SMD processes the BDD segment containing the 
successor states/steps of the state visited in the 
previous cycle, in order to determine the current 
state/step. If a state transition has taken place, the 
control step index variable is updated accordingly, 
and the associated Signal Generator function block 
is subsequently invoked to execute the 
corresponding control step. However, it is executed 
only when the state is visited for the first time; it will 
not be executed in subsequent cycles if the state is 
maintained, unless a self-transition is explicitly 
specified (execute-once semantics).  

The above discussion is based on the assumption 
that event signals are Boolean variables supplied by 
external components, e.g. pre-processing function 
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blocks such as digital and analogue signal 
comparators, timers, event counters, etc. However, 
this may result in relatively complex function block 
networks modelling application actors. That problem 
can be eliminated by executing pre-processing 
operations as internal functions of the state machine 
function block.  In that case, the condition nodes of 
the BDD may be interpreted as various types of 
compare, event counting and timer operations whose 
result is tested in order to make a branching decision 
within the BDD. 

Each node of the BDD is thus associated with an 
operation that has to be executed by the State 
Machine Driver when processing the node. To that 
end, an operation code is used to specify the node 
operation, e.g. a control step executed in a state 
node. Likewise, it is necessary to specify operation 
codes (or function pointers) for various Boolean test, 
compare, and counter/timer operations executed in 
condition-testing nodes of the BDD. 

The BDD table of the state machine function 
block can be encoded using records of the following 
format: 
 
BDD_Record  = Operation, CondTest | 
              Operation, ControlStep; 
 
Operation   = CondOp1 | ... | CondOpk| 
 CtrlStepOp; 
 
CondTest   =  Operand1, Operand2,  
              SuccessorTrue,  
              SuccessorFalse; 
 
ControlStep = ControlStepIndex,  
              NextStateMapping; 
 
where the Operation code specifies one of the 
following node-processing operations:  
 Boolean operations 
 Compare Integer operations 
 Compare Real operations 
 Count Events operation 
 Control Step operation 

 
In case of condition evaluation, the CondTest 

part of the BDD record contains operand fields, 
which are interpreted in the context of the executed 
node-processing operation as follows: 
 Boolean operations use Operand1 and 

Operand2 as pointers to the tested variable 
locations. 

 Compare Integer and Compare Real operations 
use Operand1 as a pointer to the first 
compared variable and Operand2 – as a 

pointer to the second compared variable or 
constant. 

 The Count Events operation uses Operand1 as a 
pointer to the counted event variable. The 
initial value of the event counter and the event 
counter itself are passed as parameters via the 
Operand2 field.  

 
The remaining two items of the condition-test 

record are used to implement branching decisions, as 
follows: 
 Successor1 is used as a pointer to the next line 

to be processed if the test/compare/counter 
operation returns True.  

 Successor0 is a pointer to the next line to be 
processed if the test/compare/counter 
operation returns False. 

 
In case of control step execution, the Operation 

field is accompanied by a ControlStep field 
comprising: 
 ControlStepIndex – an index of the control step 

that has to be executed in the current state.  A 
NOP encoding of the control step index 
denotes no operation. 

 NextStateMapping – a pointer to the first line of 
the corresponding next-state mapping. 

 
The above operations are executed by the State 

Machine Driver while processing binary decision 
diagrams, as follows: 

Boolean operations and compare operations are 
implemented by means of C-library compare 
routines, which return True or False depending on 
the result. 

The Count Events operation interprets Operand1 
as a pointer to the input variable of the event 
counter. If that is a NULL pointer, the event counter 
is driven by the periodic timing events triggering the 
host actor, and operates as a timer measuring time 
intervals that are multiples of the actor period. The 
initial value of the event counter and the counter 
itself are passed as a pointer to a dedicated data 
structure in the second operand field. The operation 
returns False if [counter] != 0 after decrementing the 
counter; if [counter] = 0, the operation re-initializes 
the counter and returns True. 

The control step index is supplied to the SG as an 
input parameter used to invoke the corresponding 
sequence of function blocks in order to generate the 
required control signals. If the SM state in the 
current cycle is the same as in the previous one 
(NOP BDD node), a NOP control step index is 
generated, in accordance with the adopted execute-
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once semantics. However, a self loop may be used if 
a control step has to be executed repeatedly in 
successive periods (e.g. PID in state s5 of Fig. 2). 

The algorithm given below can be used to 
implement a state machine driver for a reusable and 
reconfigurable function block of class State 
Machine: 
 
void StateMachineDriver(void *FB) 
{  
  // Restore execution history 
  BDD_Record *r = FB->tableRecord; 
   
  // Determine current step and update       

// output 
  do { 
    // Condition-testing node? 
    if (r->operation != CTRL_STEP_OP)  
    {                            
      if ((r->operation)(r->operand1,      
                         r->operand2))  
      { // True                            
        r = r->successorTrue;                                        
      } 
      else { // False                                                                        
        r = r->successorFalse; 
      } 
    } 
    else {               
      // Control step node? 
      // Update control step index                                                
      FB->ctrlStepIndex =  
                      r->ctrlStepIndex; 

      // Save execution history 
      if ( r->ctrlStepIndex != NOP )              
        FB->tableRecord =  
                   r->nextStateMapping; 
         
      return; // Leave the driver  
    } 
  } while( TRUE ); 
} 
 

The SM function block instance is invoked with 
a pointer to an execution record of type 
StateMachine denoted as FB, which contains 
relevant data, such as output buffer for the control 
step index variable as well as a tableRecord history 
variable, i.e. a pointer to the first line of the next-
state mapping segment, to be processed during the 
next activation of the SM function block. 

 
 
 

3 SIGNAL GENERATOR 
FUNCTION BLOCK 

The Signal Generator is a composite function block 
containing instances of function blocks that are to be 
invoked within statically defined execution 
schedules - control step (CS) sequences, in order to 
generate the control signals associated with the 
corresponding control steps.  

To that end, the control step index generated by 
the SM is used to access a table containing records 
such as < CSsequenceStart, CSsequenceLength >, 
where each line corresponds to one particular control 
step. These two parameters are used to access a 
Function Block Table (FBT) where each line 
corresponds to a function block instance specified by 
the record < FBfunction, FBinstance >.  

In particular, the CSsequenceStart is used to 
access a FBT record specifying the first function 
block instance of a control step sequence, and 
CSsequnceLength – the number of function block 
instances that have to be invoked in order to execute 
the control step. Hence, the FBT can be viewed as a 
concatenation of control step sequences that are 
specified by the corresponding sub-networks of the 
function block network encapsulated in the Signal 
Generator.  

It is possible that several control steps generate 
one and the same continuous control signal, e.g. a 
control signal that is generated in both manual and 
automatic mode of operation. In that case, a 
Multiplexor FB shall be used, whereby different 
Multiplexor functions are invoked to switch the 
corresponding input signals to the multiplexor 
output.  

Discrete (on/off) control signals can be generated 
by means of another kind of function block that may 
be invoked within the Signal Generator – the 
Discrete Control Function Block (DCFB). The 
DCFB employs the concept of control memory 
storing binary control words: a particular word is 
accessed using the corresponding control step index, 
and is subsequently stored in the DCFB output 
buffer. 

Discrete control signals can also be generated by 
means of a digital multiplexor function block. In this 
case, the control step index is used to select an input 
binary word to be switched to the multiplexor output 
in order to generate the corresponding on/off control 
signals. This solution is preferable for applications 
featuring a small number of discrete control steps, as 
is the case with the example state machine of Fig. 1. 
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Figure 4: Control actor state machine implementation. 

The Signal Generator of the example state 
machine is shown in Fig. 4. It incorporates two 
function block instances, i.e. a Multiplexor FB 
instance generating on/off control signals for the 
control steps open_EV and close_EV, and a PID FB 
instance generating the signal pid_control and 
close_IV. The PID function block encapsulates three 
functions: initialize(), PID() and stop(). The first one 
is invoked when executing the init control step and 
the other two – when executing the control steps 
pid_control and close_IV (by applying a zero 
voltage to the inspiration valve of the ventilator).  

The combination of state machine and signal 
generator can be used to engineer sequential and 
modal continuous control systems, as well as 
systems generating continuous control signals in 
some states and discrete on/off control signals in 
other states, as shown in the example.  

4 CONCLUSIONS 

The paper presents a software design method for 
embedded control applications, which employs two 
types of reconfigurable component that can be used 
to configure control system tasks (actors) – State 
Machine and Signal Generator function blocks. The 
State Machine function block realizes the reactive 
(control flow) aspect of actor behaviour, in 

separation from the transformational (data flow) 
aspect, which is assigned to the Signal Generator.  

The presented version of the State Machine 
function block is capable of processing any kind of 
input signal – Boolean, binary-coded or analogue in 
order to compute Boolean event variables needed to 
implicitly select the state to be activated, and to 
explicitly select the control step to be executed in 
that state. The index of the control step is then 
indicated to the Signal Generator, in order to activate 
the corresponding FB sequence used to generate the 
corresponding control signals.  

The State Machine has been implemented as a 
reusable and reconfigurable function block using a 
new BDD-based State Logic Controller design 
pattern, resulting in a simple, yet powerful 
component that can be combined with a  
reconfigurable Signal Generator to efficiently 
implement state machines of arbitrary complexity 
for a broad range of sequential and hybrid control 
applications.  
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Abstract: There are many shortcomings in the open CNC system control program developed by the traditional 
programming mode, such as maintenance difficulties and poor portability. The application and development 
of FSM in CNC system are researched in this paper, and the basic principles of FSM and reconstruction 
mechanism of FSM are introduced. The reconstruction process based on FSM by the application of 
hierarchical modeling method and status table are also constructed. At last, the adaptive control function of 
automatic adjusting feeding speed in three axis CNC milling machine is extended to realize the function 
definition of the software unit in control system and control logic separation. 

1 INTRODUCTION 

NC system is an abbreviated form of numerical 
control system. It is a complex multi-tasking 
controller with different levels of real-time 
requirements. In the system, each object's function, 
behavior, starting process and their mutual 
relationships between the operating system modeling 
must be a clear description. This is directly related to 
the system's performance and operating reliability. 
Kruth et al. (2001) use FSM to model the planning 
and monitoring knowledge in Machine tool control. 
Li et al. (2005) apply a hierarchical finite state 
machine to the system behaviors' model o improve 
the reconfigurability in an open architecture control 
system. Ma et al. (2007) propose a dynamical 
behavioral modeling and describe it in hierarchy 
finite state machine model. Aiming at the 
characteristics of modularity and reconfigurable in 
open architecture computer numerical control (CNC) 
system, Wang et al. (2007) adopted finite state 
machine to create the dynamically modeling. Lid et 
al. (2008) use hierarchic finite state machine to 
describe dynamical behaviors of the controller. 
Using FSM method, the machine control flow can be 
separated with the mechanical parts, and it can be 
changed separately. This approach greatly increases 

the openness of the CNC system by limiting the 
control program which depends on the particular 
machine behavior and operating in a local part. 
Based on the working principle and the hierarchical 
modeling method of finite state machine, we create 
the model of complex system to explore the 
application of finite state machine in numerical 
control system software development process. 

2 THEORETICAL 
BACKGROUND 

2.1 Finite State Machine 

Finite state machine consists of the following 
elements:  

1) State: The basic component of behavioral 
model. It reflects the stage and activity of an object 
in the system.  

2) Transfer: The process from one state to 
another state of the objects. 

3) Event: The events and conditions that caused 
the state transformation of object. 

4) Action: The action of object when the state 
changes. 
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Figure 1: Hierarchical FSM model denotation for system 
behaviours. 

For complex systems, such as using the above 
basic FSM model, there may be hundreds of the state, 
resulting in decreased efficiency of the system, and it 
is difficult to validate and maintain the system. 
Therefore, we need to expand the basic FSM model 
to be a hierarchical FSM model. In figure 1 using 
hierarchical modeling can make the system in a 
structured, hierarchical expression(Pritschow, 
Sperling, 1993).  

2.2 State Table 

Open CNC system’s FSM consist of state set, event 
set, transfer set and action set, we call this state table 
(Wang, 2003).  

State table can be used linked list structure. In the 
linked list, each unit contains a state sign and a 
pointer points to the transfer set. The structure of the 
state table as shown in Figure 2, every state has a 
number of transfers. In figure 2, state 7 is the 
composite state, which corresponds to the state of 
7.1 and 7.2 in the lower layer of FSM. 

When the needs of the system’s changes, the 
system behavioral changes, such as add, delete, and 
replace in the state table. In figure 2, we replace 
“action 3()” with “modifiedAction ()”, add a 
newState, new transfer “&tran7” and new event 
“newEvent1”. Through the modification of the state 
table, we can reconstruct the system which is based 
on FSM. 

In order to create and revision status table, the 
FSM-based class library can be used. The class 
library not only provides the API of state table’s 

definition, query and modify, but also can be the 
drive   center  of  FSM.  Based  on  the  current state, 
the class library finds the corresponding transfer, 
trigger required routine, so as to realize the system's 
specific functions.  

3 MODULE DESCRIPTION AND 
RECONSTRUCTION PROCESS 
BASED ON FSM 

3.1 Systems Module Description 

CNC software is a real-time and multitasking 
software, it has two types of tasks: management and 
control. System management section contains input, 
I/O process, display, diagnose, etc. The control 
section contains decoding, cut adjust, speed 
processing, interpolation, position control, etc. 
Interpolation and position control is a real-time task. 
Decoding, cut adjust and speed processing is a 
condition task. The software should ensure 
synchronization between tasks.  

The of function modules of a numerical control 
system include: Coordination Module, Pretreatment 
module, PLC module, Interpolation module, Motion 
control module. 

Take the three coordinates CNC milling machine 
as an example, the simplified FSM models of 
coordination module, interpolation module and 
motion control module are shown in figure3. 

State 1 &tran 1

State 2 &tran 2

......

State 7 &tran 5

... ...

NewState &tran 7

&tran 8State 7.1

State 7.2

...

&tran 9

...

Event 1 Action 1 () State 2

... ... ...

Event 3 State 1

... ... ...

newEvent 1 newAction 1() newState

newEvent 2 newAction 2() State 2

newEvent 3 newAction 3() State 1

... ... ...

State
Transfer 

set pointer
Event Action State

Transfer 
set 

Transfer 
set 

Transfer 
set 

Action 3 ()

Add

Replace
modifiedAction ()

 

Figure 2: Structure of state table. 

The complete FSM is formed by all the modules 
together according to the hierarchical structure. Task 
coordinator is dispatch center of the control software, 
and FSM is located in the top-level of the system. 
Other modules run in parallel under the management 
of FSM. 
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a: Coordination module. 

 

b: Interpolation module. 

 

c: Motion control module. 

Figure 3: Simplified FSM models. 

3.2 Flow of Reconfiguration 

From the perspective of FSM, a new control flow 
and parts reconstruction means state, transfer, event 
and action’s change. And this information is 
described with a state table which is not dependent 
on the system. Consequently, the reconstruction of 
the system means that the reconstruction of FSM’s 
state table. Figure 4 shows the flow of 
reconfiguration system with FSM. 

N

N

Y

Y

New application 
requirements

System changes

Define a new transfer Define a new motion set 

Parts reconstruction Process change

Generate a new state table

Test new state table

System debug

Use the new 
system

Define a new state

Error

Error

 

Figure 4: Flow of reconfiguration system with FSM. 

4 THE CASE STUDY OF OPEN 
CNC SYSTEM’S FUNCTION 
EXPANSION 

The following example is to expand the adaptive 
control function of automatic adjusting feeding 
speed in the three axis CNC milling machine. Due to 
adopted FSM model, only motion control module 
related with the motion control needs to modify in 
the system, and the other modules are no need to 
change. This method greatly reduced the system 
function expansion of programming workload. 

As shown in figure 5, the modification of state 
table is consisted of adding a state of 
"Velocity_Adjust", a transfer related with 
adjustable speed and a transfer related with the state 
of "Follow_ Velocity". These new entries can 
be created with the method of addTransition 
provided by FSM-based class library. This function 
prototype is: CFiniteStateMachine ∷
addTransition (string state, string 
event, string nextState, CFSMAction 
action).In this function, CfiniteStateMachine 
indicates the class of FSM. For example, string 
indicates a string class, state indicates the name of 
object’s state, event indicates the name of the 
events that object received, nextState indicates the 
name of the next state that object will transfer, 
CFSMAction indicates action class of FSM, action 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

174



 

indicates the action triggered in the transfer process 
of object. 

 

Figure5: Change of FSM state. 

As shown above, it is very convenient and 
efficient to change status table with the method 
provided by FSM base class library. In addition, 
module developers still need to complete the 
programming of AdjustAction and 
DoneAction.The following is part codes of 
AdjustAction (), it can realize the function of 
speed adjustment. 

Currently popular adaptive speed control 
algorithm can be added in the above codes to satisfy 
all kinds of needs of users. According to adding 
speed regulating adaptive control functions in three 
axis CNC milling machine, the open CNC system 
can integrate other external sensor signals to 
implement users’ unique control strategy. 

5 CONCLUSIONS 

As the dynamic behavior model of the system, FSM 
has the ability of behavior reconstruction. This 
method greatly increases the openness of the system. 
The model of behavior which is based on finite state 
machine stipulates the system behavior and control 
flow, cuts down the development cycle of the CNC 
system and enhances the reliability of the system. At 
the same time, FSM model can realize the function 
definition and control logic separation of software 
unit. It can improve flexibility of system 
reconstruction. Finally, the system’s reconstruction 
based on finite state machine represents the 
reconstruction of state table. This can simplify the 
reconstruction process of the numerical control 
system absolutely. 
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Abstract: This study presents a method for recognizing six predefined gestures using data collected with a wrist-worn tri-
axial accelerometer. The aim of the study is to design a gesture recognition-based control system for a simple
user interface. The recognition is done by matching the shapes that user’s movements cause to acceleration
signals to predefined time series templates describing gestures. In this study matching is done by using three
different trajectory distance measures, the results show that the weighted double fold gives the best results. The
superiority of this distance measure was shown using a statistical significance test. A user-dependent version
of the method recognizes gestures with accuracy of 94.3% anda recognition rate of the user-independent
version is 85.5%. This work was supported by the EU 6th Framework Program Project XPRESS.

1 INTRODUCTION AND
RELATED WORK

In some situations gesture recognition is a good op-
tion for handling human-computer interaction be-
cause it enables natural interaction and no input de-
vices, such as a keyboard and a mouse, are needed. In
fact, in recent years gesture recognition systems have
become more widely known among the public as new
products controlled by gestures have become avail-
able. For instance gesture-controlled game consoles
have recently appeared in stores.

This work studies the recognition of six gestures:
punch - pull, pull - punch, left - right, right - left, up -
downanddown - up. These gestures were selected for
this study because the future purpose of the gesture
recognition system is to control a simple user inter-
face. The interface view is a table and each cell of the
table is a button. Using gestures, the user can decide
which button to push. All the gestures selected for this
study include two phases, action and counter-action,
because it is natural for a human to return the hand
to the original position after each performed gesture.
Moreover, the gestures of this study were selected so
that they can be performed by moving hand along one
out of three coordinate axis so gestures contain move-
ment mainly in one dimension, though the data is tri-
dimensional. Therefore, for each gesture, two out of
three acceleration channels are considered useless and

are removed in order to improve the recognition rates.
Mainly two different types of methods have been

used to recognize gestures: template-based methods
and HMM methods. However, in (Ko et al., 2008) it
is shown that gestures can be recognized more accu-
rately using templates than by using HMM. Several
template-based gesture recognition systems are pro-
posed in the literature. In (Corradini, 2001) dynamic
time warping (DTW) was used to recognize a small
gesture vocabulary from offline data. The study did
not use body-worn sensors, instead the system was
trained with video sequences of gestures. A recogni-
tion accuracy of 92% was attained when five gestures
such as stopping and waving were recognized.

In (Stiefmeier and Roggen, 2007) gesture signals
were transformed into strings to make similarity cal-
culations faster and real-time. The study used sev-
eral inertial sensors: the sensors were attached to the
lower arms, upper arms and the torso of the body. Hu-
man motion was presented by strings of symbols, and
by combining the data provided by different sensors,
the relative position of the arms with respect to the
torso was computed. The method was demonstrated
by spotting five predefined gestures from a bicycle
maintenance task. An average classification rate of
82.7% was achieved when the method was tested with
three persons.

Methods similar to those in our study were used
in (Ko et al., 2008). The study used two wrist-worn
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Figure 1: Accelerometer attached to the user’s active wrist.

accelerometers, one on each wrist, and DTW as a dis-
tance measure. The frequency of the accelerometers
was 150 Hz. Because DTW was used, the parameters
for endpoint detection had to be defined by hand or by
using a complex automated way. This made the DTW
approach less generic. To make recognition faster, Ko
et al. transformed the signal into a more compact rep-
resentation by sliding a window of 50 samples with
a 30-sample overlap through the signal. This way
the number of points was reduced, making the system
faster but at the same time making the system less sen-
sitive to fast changes in the signal. Therefore, if fast
movement is an important part of the gesture, this can
cause problems. In the study 12 gestures of a cricket
umpire, performed by four actors, were recognized.
The system was tested using many different settings,
for example offline and online. Each actor performed
each gesture only once, and these data were used for
testing, so the total number of gestures in the test data
was only 48. The accuracy of the system was 93.75%
when recognition was done using one template per
gesture, as was done in our study, also.

The paper is organized as follows: Section 2 de-
scribes sensors and data sets. Section 3 introduces the
techniques and gestures used in this study. Section
4 evaluates the performance and accuracy of the pro-
posed method with the data sets presented in Section
2. Finally, conclusions are discussed in Section 5.

2 DATA SET

The data were collected using a mobile device
equipped with a 3D accelerometer, 3D gyroscope,
3D magnetometer and two proximity sensors. In this
study only accelerometers were used and the mea-
suring device was attached to the active wrist of the
user, see Figure 1. The sampling frequency of the ac-
celerometer was 100Hz.

The data were collected from seven persons. Two
separategesture datasets were collected from each
person: a training data set that included five repeti-
tions each of six gestures and a test set that included
ten repetitions of each gesture. These data sets were

used to test how well the presented method detects the
performed gestures from continuous data streams.

In addition, aperformance dataset around 30
minutes long that does not include any gestures was
also collected from each person. This data set in-
cluded other activities such as walking and working.
This data set was used to test the speed and accu-
racy of the gesture recognition method. Accuracy was
tested with this data set by testing how many false
positive results the system found from a signal that
did not include any predefined gestures.

3 METHODS

The purpose of the proposed method is to find pre-
defined gestures from continuous accelerometer data
streams. Basically, the system compares the shapes
of studied signals with the shapes of template patterns
describing gestures the system is trained to recognize.
If the shape of the studied gesture is similar to the
shape of some template, we know which gesture is
performed. The quality of the proposed method de-
pends mostly on four things: the quality of the tem-
plates, the accuracy of the similarity measure, selec-
tion of a proper similarity limit and the goodness of
the sliding method. Of course, pre-processing also
has its own important role.

3.1 Data Pre-processing

The raw acceleration data were pre-processed by first
smoothing and then compressing them.

Smoothing was done using moving average (MA)
filter and same weight were given to each point.This
way the number of disturbances could be reduced and
the signal became smoother and easier to handle.

After the smoothing, the signals were compressed
in order to speed up calculations. The data were com-
pressed so that they contained points of the original
data where the derivative is equal to zero. Neverthe-
less no more thanmsequential points were allowed to
be removed from the original data. Therefore, if the
number of points between two sequential derivative
points wasr andr > m, r,m∈ Z+ then⌊r/m⌋ points,
located at equidistant intervals, were also included in
the compressed signal, see Figure 2.

3.2 Choosing Time Series Templates

The gestures of the study includes two phases, action
and counter action. The use of gestures consisting
of only one phase seemed to confuse users and the
recognition system, because users tend to move their
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Figure 2: Template and a compressed version of it.

hand back to its original position. So, if both the ac-
tion and counter-action are predefined as gestures that
the system is trying to recognize, users easily acci-
dentally perform two gestures instead of one. Select-
ing the gestures so that they contain an action and a
counter-action solves this problem.

All six gestures of the study were selected so that
movement is performed along only one out of three
coordinate axis and thus only the data of this accel-
eration channels is needed in recognition, see Figure
3. So, the data given by two other channels is not
important and it can be considered that it mostly con-
sist disturbances, white noise and other non-valid in-
formation and therefore these channels are not used
in recognition. Thereby the gestures and gesture
templates are one-dimensional but the data are tri-
dimensional and therefore templates are only needed
to slid through one acceleration channel. The sensor
was attached to the wrist so that the templates of the
gesturespunch - pullandpull - punchare slid through
the x-axis accelerometer data, because these gestures
cause mainly x-axis movement, see Figure 1. Corre-
spondingly,left - right andright - left are slid through
the y-axis data andup - downanddown - upthrough
the z-axis data. Elimination of two acceleration chan-
nels makes gesture recognition not only more accu-
rate but also faster, because similarity calculation is
faster from the one-dimensional acceleration signal
than from the tri-dimensional signal.

3.2.1 User-dependent Case

In the user-dependent case, aclass template, which is
a template that is used to recognize a certain gesture,
was selected for each gesture using a training data
set. The class templates for each gesture were labeled
from the training data set and they were used as train-
ing templates. Among these training templates, one at
a time was selected as a candidate class template and
used to recognize other training templates. As a class
template describing gestureA was selected candidate
class templatePA,i which minimizes the sum

n

∑
j=1

d(PA,i,PA, j), (1)

when 1≤ i ≤ n andn is the total number of training
templates of classA, PA, j is a training template of ges-

tureA andd(·,◦) is some similarity measure.

3.2.2 User-independent Case

A user-independent version of the presented gesture
recognition system was tested using gesture templates
selected in three different ways. The first two were
suggested by (Ko et al., 2008).

Minimum Selection. In the case of minimum se-
lection a class template describing gestureA was se-
lected using Equation 1. In the user-dependent case
the training and test data sets were performed by the
same person, but in the user-independent case Equa-
tion 1 was applied to the training template set ex-
tracted from six persons. One person was left out as a
test person.

Average Selection. Average selection was also done
using Equation 1. Now the data of six persons were
also used for training and the data of one person were
left out for testing. Equation 1 was performed sepa-
rately for each of the six training data sets to find six
templates that have minimum inter-class distances,
and the resultant six class templates were combined
as one average template using the method presented
in (Gupta et al., 1996). The method was used, though
in (Niennattrakul and Ratanamahatana, 2007) it is
claimed that the method does not produce the real av-
erage of two templates. Still, this DTW-based method
works really well, giving a good estimation of the av-
erage template of two templates, and no better aver-
aging methods seem to be available.

Evolutionary Selection. Evolutionary selection of
a class template was done using a slightly modified
version of the algorithm presented in (Siirtola et al.,
2009). This evolutionary algorithm produces an op-
timal template describing some periodic time series.
In this case the training data sets of six persons were
fused so that the training gestures of each gestureA
were combined as a periodic time series. This time
series was given as an input to the algorithm presented
in (Siirtola et al., 2009), and using it an optimal tem-
plate describing the periods was found. The purpose
of the algorithm is to find a templateP that maximizes
the fitness function

f (P) =
Number of found gestures usingP

Correct number of gestures
. (2)

TemplateP which maximizes this function was se-
lected as the class template.

3.3 Sliding and Decision Making

The purpose of sliding is to find every shape of time
seriesT that is similar to class templateP. In the case
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Figure 3: Gestures and corresponding tri-axial acceleration.

of online recognition, the functioning of the sliding
method is in an important role because the starting
point and ending point of the performed gesture is not
known in advance. This means that if sliding method
cannot find these points, it is not possible to recog-
nize the gestures, either. In this study sliding method
presented in (Siirtola et al., 2009) was used.

If more than one templatePi is found similar to
some subsignalS, then the class of templatePi for
which the ratio d(Sk,Pi)

δi
is the smallest, whereδi is

predefined similarity limit for templatePi, is consid-
ered as a class of subsignalSk. Note that different
templates can have different similarity limits because
some gestures are more difficult to perform and rec-
ognize than others.

4 EXPERIMENTS

4.1 Gesture Data

The gesture data presented in Section 2 were tested
in two cases: a user-dependent case where the ges-
ture recognition method was trained and tested with
the same person’s data, and a user-independent case
where the data of the test person were not used in
training.

4.1.1 User-dependent Case

User-dependent version of the method was tested us-
ing three different distance measures:weighted dou-
ble fold (WDF) distance measure (Siirtola et al.,
2008), double fold (DF) (Laurinen et al., 2006)
and DTW. Also two different point-to-point distance
measures were tested, Euclidean distance (ED) and
Chebychev distance (CD).

The results (see Table 1) show that the combina-
tion of WDF and ED produces the highest total recog-
nition accuracy; on average 94.3% of the gestures
were recognized correctly. In fact, this combination
gave the best recognition rates for six out of seven test
persons. It seems that user-dependent version is very

reliable because the gestures of every person can be
recognized with an accuracy of at least 90%. When
DTW and ED are used, the total recognition rate is
4.3 percentage units smaller. According to pairedt-
test with 6-degrees of freedom andp= 0.95 this im-
provement is statistically significant.

Note that the recognition rates drop when CD is
used instead of ED as a point-to-point distance mea-
sure. The results show that using Chebychev distance
and DTW or WDF, the gestures of some persons can
be recognized with very high accuracy but the ges-
tures of other persons seem to be difficult to recog-
nize. For instance, using WDF the difference between
the highest and lowest rates is almost 40 percentage
units. CD considers only one dimension relevant, but
the results show that by considering both dimensions
relevant, as is done in the case of ED, better recogni-
tion rates are gained.

The good results using WDF came as no surprise
since WDF is specially designed to measure the simi-
larity of sparse signals, where the data points of the
signals are not distributed at equal-length intervals
(Siirtola et al., 2008). Compression presented in Sec-
tion 3.1 produces such sparse signals.

4.1.2 User-independent Case

In the user-independent case a combination of WDF
and ED was used as a distance measure because the
results of Table 1 show that this combination gives the
highest recognition rates.

Three different ways of choosing class templates
for user-independent gesture recognition were intro-
duced in Section 3.2.2. These methods were com-
pared and the results are given in Table 2.

The highest recognition accuracy of 85.5% was
achieved by using evolutionary selection. This tem-
plate choosing method produced the best recogni-
tion results for five out of seven test persons. Based
on these results it can be seen that the proposed
method can be used for reliable user-independent ges-
ture recognition. The other two methods seem to be
almost equally accurate between themselves by rec-
ognizing gestures with an accuracy around 82%.
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Table 1: Recognition accuracy in a user-dependent case. Comparison of local distance measures and similarity measures.

Measure / Test
person

Person 1 Person 2 Person 3 Person 4 Person 5 Person 6 Person 7 Total

DTW + ED 95.0% 95.0% 93.3% 83.3% 88.3% 93.3% 81.7% 90.0%
DTW + CD 90.0% 91.7% 95.0% 86.7% 60.0% 91.3% 90.0% 86.4%
WDF + ED 95.0% 96.7% 98.3% 90.0% 90.0% 98.3% 91.7% 94.3%
WDF + CD 96.7% 65.0% 91.7% 71.7% 58.3% 96.6% 81.7% 88.6%
DF + ED 95.0% 91.7% 96.7% 78.3% 88.3% 85.0% 81.7% 88.1%
DF + CD 75.0% 88.3% 86.7% 60.0% 66.7% 70.0% 78.3% 74.6%

Table 2: Recognition accuracy in a user-independent case using different template choosing methods. MS = Minimum
selection, AS = Average selection, ES = Evolutionary selection.

Method / Test
person

Person 1 Person 2 Person 3 Person 4 Person 5 Person 6 Person 7 Total

MS 91.7% 81.7% 91.7% 85.0% 85.0% 58.3% 81.7% 82.1%
AS 100.0% 81.7% 91.7% 85.0% 85.0% 60.0% 76.7% 82.9%
ES 100.0% 83.3% 90.0% 80.0% 90.0% 68.3% 86.7% 85.5%

Table 3: User-independent recognition results using the evolutionary template selection method.

Gesture / Test
person

Person 1 Person 2 Person 3 Person 4 Person 5 Person 6 Person 7 Total

Punch-Pull 100.0% 90.0% 90.0% 70.0% 70.0% 80.0% 80.0% 82.6%
Pull-Punch 100.0% 90.0% 90.0% 60.0% 90.0% 80.0% 90.0% 85.7%
Right-Left 100.0% 70.0% 100.0% 100.0% 80.0% 50.0% 90.0% 84.3%
Left-Right 100.0% 100.0% 60.0% 100.0% 100.0% 50.0% 70.0% 82.6%
Up-Down 100.0% 80.0% 100.0% 70.0% 100.0% 80.0% 100.0% 90.0%
Down-Up 100.0% 70.0% 100.0% 80.0% 100.0% 70.0% 90.0% 87.1%
Total 100.0% 83.3% 90.0% 80.0% 90.0% 68.3% 86.7% 85.5%

When the results of the best methods of the user-
dependent and -independent versions are compared, it
can be seen that in most cases the user-independent
version using evolutionary template selection gave
around 10 percentage units worse results than the
user-dependent version using WDF and ED. Still, the
gestures of every person were recognized with high
accuracy using evolutionary selection: the recogni-
tion rates for the gestures of person 1 were in fact
better using the user-independent version. The only
difference was person 6, whose gestures were rec-
ognized user-independently with an accuracy of only
68.3%. Using user-dependent templates, the gestures
of person 6 were recognized almost perfectly, at a rate
of 98.3%. Therefore, the problem is not that the ges-
tures of the test data of person 6 were of low quality
and impossible to recognize. One explanation for the
weak user-independent recognition results is that per-
son 6 had his/her own personal way of performing the
gestures; person 6 especially seemed to perform the
left-right and right-left gestures differently than the

others. These gestures were recognized with an the
accuracy of only 50%, see Table 3. Because persons
seem to have at least two different ways of performing
gestures, it could be wise to choose at least two tem-
plates per gesture, and not just one as was done in this
study, to make user-independent gesture recognition
more reliable.

4.2 Performance Test Data

Performance test data were collected to test the per-
formance and accuracy of the gesture recognition sys-
tem. These data did not include any of the six gestures
and therefore all the detected gestures could be con-
sidered as false positive.

The gesture recognition system was tested using
a Pentium D (3GHz, 2GByte RAM)) powered com-
puter, and the results presented in Table 4 show that
the running time of the presented method was about
15.0% of the duration of the performance test data
sequences. This means the system is over six times
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Table 4: Performance and accuracy of the method.

Person Duration of
performance
data

CPU time
for template
matching

False
positive
results

1 1732s 306s 0
2 1672s 296s 2
3 1604s 340s 0
4 1557s 358s 3
5 1609s 218s 0
6 1791s 297s 5
7 1609s 206s 0
Total 11574s 1745s 10

faster than real-time, without any optimization, there-
fore the method can be used online.

A gesture recognition system is not allowed to
produce false positive results often, because it would
make the user-interface very frustrating to use. Table
4 also shows that the method is very accurate, mean-
ing that it very seldom produced false positive results.
The test sequences were all together over three hours
long and the number of false positive results was only
10. So, on average, the proposed method produced
one false positive result per 20 minutes.

5 CONCLUSIONS

This article presented a gesture recognition method
for recognizing six predefined gestures. The method
is based on template matching and the results show
that it can recognize gestures very accurately and
in real time. Three different distance measures
were tested and the best results were achieved us-
ing weighted double fold distance measure. A user-
dependent version of the system can recognize ges-
tures with an accuracy of 94.3% when WDF distance
measure is used. It was also shown that the improve-
ment gained using WDF is statistically significant.
User-independent version of the method can rocog-
nize gestures with an accuracy of 85.5%. Compared
with other studies, the recognition rates are really
competitive. Most other studies use more than one
sensor, unlike this study, and therefore the achieved
results can be considered state-of-the-art.

The presented method works really well. It sel-
dom produces false positive results and can recognize
gestures with high accuracy. Still, the accuracy of
the user-independent version could be improved by
choosing more class templates, because people seem
to have at least two different ways of performing ges-
tures. Now only one template per gesture was used.
The problem is that this would of course make the

system slower.
The presented gesture recognition system is de-

signed to control a simple user interface, and the next
task is to fuse the gesture recognition system and the
interface together.
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Abstract: This work renders the classification of Power Quality (PQ) disturbances using fourth-order sliding cumulants’
maxima as the key feature. These estimators are calculated over high-pass filtered real-life signals, to avoid
the low-frequency 50-Hz sinusoid. Four types of electricalAC supply anomalies constitute the starting grid of
a competitive layer performance, which manages to classify90 signals within a 2D-space (whose coordinates
are the minima and the maxima of the sliding cumulants calculated over each register). Four clusters have
been clearly identified via the competitive network, each ofwhich corresponds to a type of anomaly. Then, a
Self-Organizing Network is conceived in order to guess additional classes in the feature space. Results suggest
the idea of two additional sets of signals, which are more related to the degree of signals’ degeneration than to
real new groups of anomalies. We collaterally conclude the need of additional features to face the problem of
subclass division. The experience sets the foundations of an automatic procedure for PQ event classification.

1 INTRODUCTION

Power Quality (PQ) analysis is becoming a key factor
for the economy because equipment is highly sensi-
tive to the power line signal’s imperfections (Moreno
andet al, 2007; IE3, 1995b). As a consequence, mal-
functioning not only has to be detected, but also pre-
dicted and diagnosed, to identify the cause and pre-
vent the system from a similar shock. This is reflected
a posteriori in an increase in the amount and qual-
ity of the industrial production. The solution for a
PQ problem implies the acquisition and monitoring
of long data records from the energy distribution sys-
tem, along with a detection and classification strat-
egy, which allows the identification of the cause of
these voltage anomalies. These perturbations can be
considered as non-stationary transients, so it is nec-
essary a battery of observations to obtain a reliable
characterization. The goal of the signal processing
is to get a feature vector from the target data, which
constitute the input to the computational intelligence
modulus, with the task of classification. Traditional

measurement algorithms are mainly based in spec-
tral analysis and wavelet transforms. Complementary
second-order methods are based on the independence
of the spectral components and the evolution of the
spectrum in the time domain. Others are threshold-
based functions, linear classifiers and Bayesian net-
works (De la Rosa et al., 2009, ).

Recent works are bringing a higher-order statis-
tics (HOS) based strategy, dealing with PQ analysis
(De la Rosa et al., 2007;̈Omer Nezih Gerek and Ece,
2006, ), and other fields of Technology (De la Rosa
et al., 2004;De la Rosa et al., 2008, ). They are based
in the following argument. Without perturbation, the
50-Hz of the voltage waveform exhibits a Gaussian
behavior. Deviations can be detected and character-
ized via HOS; non-Gaussian processes need at least
3rd and 4th-order statistical characterization in order
to be characterized, because 2nd-order moments and
cumulants could be not capable of differentiate non-
Gaussian events.

Concretely, the problem of differentiating be-
tween a transient of long duration named oscillatory
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(within a signal period) and a short duration transient,
or impulsive transient (25 per cent of a cycle), has
been outcome under controlled conditions in (De la
Rosa et al., 2009, ), and the idea of differentiating
between healthy signals and signals with transients
was pointed out and accomplished in (De la Rosa
and Muñoz, 2009, ). This problem was previously
described in (Bollen et al., 2005) and matches HOS
category, in the following sense. The short transient
could also bring the 50-Hz voltage to zero instantly
and, generally affects the sinusoid dramatically. By
the contrary, the long-duration transient could be con-
sidered as a modulating signal (the 50-Hz signal is
the carrier), and is associated to load charges (Bollen
et al., 2005). Similarly, considering the statistical de-
viation from the Gaussian behavior that power dis-
turbances add to the power line, it seems appropri-
ate to launch the task of higher-order classification of
more types of electrical anomalies, also considering
the confluence of various perturbations in the same
measurement register.

The contribution of this paper consists of the ap-
plication of fourth-order central cumulants at zero
lags to characterize PQ events in the time-domain
(measuring maxima and minima values of higher-
order cumulant sequences), along with the use of
competitive layer and SOM as the classification tools.
Four different sets of signals have been a priori estab-
lished and confirmed using a competitive layer. The
first set compriseshealthysine-waves from the power
50 Hz-line. Then, we consider signals with oscil-
latory mono-frequency (long duration) transients of
relatively high amplitude; we also consider for the
second set the signals with harmonics, which dis-
tort the shape of the sine-wave producing a not very
high valued fourth-order cumulant. The third group
gathers features’ anomalies which appeared simulta-
neously in a signal, corresponding to impulsive tran-
sients (of short duration), and/or a weak sag (RMS de-
scent), and/or oscillatory high-amplitude events. Fi-
nally, signals clearly affected by high-amplitude im-
pulsive transients and/or deep sags are contained in
the fourth set. Sets♯3 and♯4 may be joined in one,
but signals in set♯4 are clearly more affected and
probably by only one type of perturbation. On the
other hand, signals belonging to set♯3 are generally
affected by several anomalies. Consequently, four
classes have been established with the possibility od
upgrading the detection towards 6 clusters.

The paper is structured as follows. The following
Section 2 explains the fundamentals of power quality
monitoring. Higher-Order Statistics are outlined then
in Section 3, to be followed by a summary on compet-
itive layers and self-organizing networks in Section .

Finally, results are presented in Section 5 and conclu-
sions are drawn in Section 6.

2 POWER-QUALITY
CHARACTERIZATION

As more and more electronic equipments enter the
residential areas and business environment, the sub-
jects related to PQ and its relationship to vulnerabil-
ity of installations is becoming an increasing concern
to the users. Particularly has arisen and increased the
need to protect sensitive electronic equipment from
damaging over-voltages. Things like lightning, large
switching loads, non-linear load stresses, inadequate
or incorrect wiring and grounding or accidents in-
volving electric lines, can create problems to sensitive
equipment, if it is designed to operate within narrow
voltage limits, or if it does not incorporate the capa-
bility of filtering fluctuations in the electrical supply
(Bollen et al., 2005; Moreno andet al, 2007; Paul,
2001).

The two main regulated aspects of PQ are the fol-
lowing:

• Technical PQ, which includes: Continuity of sup-
ply or reliability (long interruptions) and Voltage
quality (voltage level variations and voltage dis-
turbances).

• Commercial services associated to the wires (such
as the delay to get connected to the grid, etc.) as
well as commercial services for energy retail to
regulated customers.

Assessment of voltage quality and power distur-
bances involves looking at electromagnetic devia-
tions of the voltage or current from the ideal single-
frequency sine wave of constant amplitude and fre-
quency. A consistent set of definitions can be found in
(IE3, 1995b). Regulation in European countries pro-
poses to use the standard EN-50160 to define the volt-
age quality ranges. This norm actually describes the
electricity through the technical characteristics that it
has to fulfill to be considered as a compliant prod-
uct. But there are a lot of undefined aspects; besides
the fact that most of the regulator has yet to publish
the technical criteria to measure and control all the
voltage quality characteristics and decide what would
be the penalization. The fact is that the only voltage
quality aspect that is now enforced is the maximum
voltage level variation settled to±7 % (which is ac-
tually different to the±10 % fixed on the EN-50160).
But even this aspect is not yet controlled and there is
not any defined procedure to determine if the limit has
been reached.
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On the other hand, the presence of disturbances
on power distribution also affect the energy efficiency
of the system. As far as energy efficiency is con-
cerned in a power distribution system, the two dom-
inant factors in PQ are its unbalanced and harmonic
distortion. In an electrical installation when single-
phase loads (especially those with non-linear charac-
teristics), are not evenly and reasonably distributed
among the three-phases of the supply, we are in the
presence of unbalance. Voltage unbalance in a three-
phase system causes three-phase motors to draw un-
balanced current. This phenomenon causes additional
power losses in conductors and motors and can cause
the rotor of a motor to overheat.

Among all categories of electrical disturbances,
the voltage sag (dip) and momentary interruption are
the nemeses of the automated industrial processes.
Voltage sag is commonly defined as any low voltage
event between 10 and 90% of the nominal RMS volt-
age lasting between 0.5 and 60 cycles. Momentary
voltage interruption is any low-voltage event of less
than 10% of the nominal RMS voltage lasting be-
tween 0.5 cycles and 3 seconds. In medium voltage
distribution networks, voltage sags are mainly caused
by power system faults. Fault occurrences elsewhere
can generate voltage sags affecting consumers differ-
ently according to their location in the electrical net-
work. Even though the load current is small compared
to the fault current, the changes in load current dur-
ing and after the fault strongly influence the voltage
at the equipment terminals. It has been discovered
that the 85% of power supply malfunctions attributed
to poor PQ are caused by voltage sag or interruptions
of fewer than one second duration. Starting large mo-
tors can also generate voltage sags, although usually
not so severe. In comparison with interruptions, volt-
age sags affect a larger number of customers and for
some customers voltage sags may cause extremely se-
rious problems. These can create problems to sen-
sitive equipment if it is designed to operate within
narrow voltage limits, or it does not have adequate
ride-through capabilities to filter out fluctuations in
the electrical supply.

Over-voltage is an RMS increase in the AC volt-
age, at the power frequency, for durations greater than
a few seconds, and can be the result of a programmed
utility operation, or the effect of an external eventu-
ality (IE3, 1995a). Under normal operating condi-
tions, the steady-state voltage is regulated by the util-
ity within a limits band accepted by the EN-50160.
Deviations from these limits are rare, and the utility
can actuate readily to correct them, if known their oc-
currence, by acting on conventional distribution tech-
nologies, such as tap-changing transformers (Moreno

et al., 2007).
However, under the typical operating conditions

of a power system there is risk of damaging due to
a momentary excess of voltage. Although by them-
selves they would be described as ”abnormal”, it is
possible to distinguish between surges and swells. A
surge is an over-voltage that can reach thousands of
volts, lasting less than one cycle of the power fre-
quency, that is, less than 16 milliseconds. A swell
is longer, up to a few seconds, but does not exceed
about twice the normal line voltage.

Power system surges, based on waveform shapes,
can be classified into ”oscillatory transients” and ”im-
pulsive transients” (IE3, 1995b; Paul, 2001) and they
are the goal of the present research work. Oscilla-
tory transient surges show a damped oscillation with
a frequency range from 400 Hz to 5 kHz or more. Im-
pulsive transient surges present a fast rise time in the
order of 1 ns-10µs over the steady state condition of
voltage, current or both, that is unidirectional in po-
larity (primarily either positive or negative), reaching
hardly twice the peak amplitude of the signal. They
are damped quickly, presenting a frequency range
from 4 kHz to 5 MHz, occasionally reaching 30 MHz.

Categorization of electrical transients based on
waveform shapes and their underlying causes (or
events) has been studied in (Bollen et al., 2005), and
a few previous studies (De la Rosa et al., 2007;̈Omer
Nezih Gerek and Ece, 2006, ) using HOS for feature
extraction of electrical signals have shown the pos-
sibility of distinguish transients based on details be-
yond the second-order. In a real-life 50-Hz power
line signal, it is very common to find these transients.
In Fig. 1 we show an example of anomalous signal,
including transients which are not classified between
short-duration and long-duration. We show the com-
putation of three higher-order time-domain statistics
in order to introduce them qualitatively. The second-
order estimator operates as an increase-of-power de-
tector, showing the bumps associated to the increase
of power, which in turn are associated to the anoma-
lies of the power-line sine wave, but the third and
fourth-order sliding cumulants have to be interpreted
further. The most intuitive procedure is to calculate
their maxima and minima.

Once the foundations of PQ have been settled
down, in the following Section we present higher-
order statistics in the time-domain in order to present
the signal processing tool, along with a basic example
which shows the performance of the statistical esti-
mators which have been used in the computation of
the cumulants. This example also motivates the use
of HOS in time-series characterization.
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Figure 1: Several transients in the power line 50-Hz sine
wave, and the computation of time-domain statistics. The
signal has been previously normalized and high-pass fil-
tered in order to remain with the transients.

3 HIGHER-ORDER STATISTICS

Higher-order cumulants are used to infer new proper-
ties about the data of non-Gaussian processes (De la
Rosa et al., 2004, ). In multiple-signal processing
it is very common to define the combinational rela-
tionship among the cumulants ofr stochastic signals,
{xi}i∈[1,r], and their moments of orderp,p≤ r, given
by using theLeonov-Shiryaevformula (Nikias and
Mendel, 1993; Mendel, 1991)

Cum(x1, ...,xr) = ∑(−1)p−1 · (p−1)! ·E{∏
i∈s1

xi}

·E{∏
i∈s2

x j}· · ·E{∏
i∈sp

xk},

(1)

where the addition operator is extended over all
the partitions, like one of the form(s1,s2, . . . ,sp),
p= 1,2, · · · , r; and(1≤ i ≤ p≤ r); beingsi a set be-
longing to a partition of orderp, of the set of integers
1,. . . ,r.

Let {x(t)} be anrth-order stationary random real-
valued process. Therth-order cumulant is defined as
the joint rth-order cumulant of the random variables
x(t), x(t+τ1),. . . ,x(t+τr−1),

Cr,x(τ1,τ2, . . . ,τr−1)

=Cum[x(t),x(t + τ1), . . . ,x(t + τr−1)]
(2)

The second-, third- and fourth-order cumulants of
zero-meanx(t) can be expressed via:

C2,x(τ) = E{x(t) ·x(t+ τ)} (3a)

C3,x(τ1,τ2) = E{x(t) ·x(t+ τ1) ·x(t+ τ2)} (3b)

C4,x(τ1,τ2,τ3)

= E{x(t) ·x(t+ τ1) ·x(t + τ2) ·x(t+ τ3)}

−C2,x(τ1)C2,x(τ2− τ3)

−C2,x(τ2)C2,x(τ3− τ1)

−C2,x(τ3)C2,x(τ1− τ2)

(3c)

By puttingτ1 = τ2 = τ3 = 0 in Eq. (3), we obtain

γ2,x = E{x2(t)}=C2,x(0) (4a)

γ3,x = E{x3(t)}=C3,x(0,0) (4b)

γ4,x = E{x4(t)}−3(γ2,x)
2 =C4,x(0,0,0) (4c)

The expressions in Eq. (4) are measurements of
the variance, skewness and kurtosis of the distribu-
tion in terms of cumulants at zero lags (the central
cumulants).

Normalized kurtosis and skewness are defined as
γ4,x/(γ2,x)

2 and γ3,x/(γ2,x)
3/2, respectively. We will

use and refer to normalized quantities because they
are shift and scale invariant. Ifx(t) is symmetrically
distributed, its skewness is necessarily zero (but not
vice versa); if x(t) is Gaussian distributed, its kurtosis
is necessarily zero (but notvice versa). In the exper-
imental section, results are obtained by using sliding
cumulants, i.d. a moving window in the time domain
over which to compute the each cumulant.

To show the relevance of HOS an illustrative ex-
ample is prepared. Four noise processes: Gaussian;
uniform; exponential and Laplacian, previously cat-
alogued in, and indistinguishable from the second-
order perspective, are presented in this subsection
in order to illustrate the importance of introducing
higher-order cumulants. The4th-order cumulants are
computed according to the estimate given in (De la
Rosa et al., 2009, ). We consider a 2048-point sam-
ple register for each random set of data. The four
identical autocorrelation sequences contrast to the
fourth-order ones, where substantial differences are
observed, specially those corresponding to zero time
lags. This can be seen in Fig. 2, where the4th-order
cumulant sequences are depicted. The theoretical val-
ues of the cumulants at zero time-lag are: 0 (Gaus-
sian), -1 (uniform), 6 (Exponential), 12 (Laplacian).
The difference between the theoretical and the exper-
imental value is due to the lack of averaging (only one
sample register is consider). The convergency of the
estimate is assured.
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Figure 2: 4th-order cumulant sequences for the four noise
processes. Sample values at zero time lag are included in
each sub-figure.

4 COMPETITIVE LAYERS AND
SELF-ORGANIZING MAPS

In a competitive layer neurons distribute themselves
to recognize frequently presented input vectors. The
competitive transfer function accepts a net input vec-
tor p for a layer (each neuron competes to respond to
p) and returns neuron outputs of 0 for all neurons ex-
cept for the winner, the one associated with the most
positive element of net input. If all biases are 0, then
the neuron whose weight vector is closest to the input
vector has the least negative net input and, therefore,
wins the competition to output a 1.

The winning neuron will move closer to the input,
after this has been presented. The weights of the win-
ning neuron are adjusted with theKohonenlearning
rule (0.9 in the present case). Supposing that theith-
neuron wins, the elements of theith-row of the input
weight matrix (IW) are adjusted as shown in Eq. (5):

IW1,1
i (q) = IW1,1

i (q−1)+α
[

p(q)− IW1,1
i (q−1)

]

,

(5)
wherep is the input vector,q is the time instant,

andα is the learning rate. The neuron whose weight
vector was closest to the input vector is updated to
be even closer. The result is that the winning neuron
is more likely to win the competition the next time
a similar input is presented. As more inputs are pre-
sented, each neuron in the layer closest to a group of
input vectors soon adjusts its weights toward those in-
puts. Eventually, if there are enough neurons, every
cluster of similar input vectors will have a neuron that
outputs 1 when a vector in the cluster is presented,
while outputting a 0 at all other times. Thus, the com-

petitive network learns to categorize the input vectors.
Self-Organizing Maps (SOM) learn to classify

feature input vectors according to how they are
grouped in the input space. SOM differ from competi-
tive layers in that neighbor-neurons learn to recognize
neighboring sections of the input space. Thus, SOM
learn both the distribution (as do competitive layers)
and topology of the input vectors they are trained on.
Consequently, instead of updating only the winning
neuron, all neurons in its neighborhood are updated
using theKohonenrule. The neurons in the layer of
a SOM are arranged originally in physical positions
according to a topology function. A distance function
allows the calculation of the distances between neu-
rons. Thus, for the ith neighboring neuron, in the qth
instant, we have the weight vectorw, in Eq. (6):

wi(q) = wi(q−1)+α [p(q)−wi(q−1)] . (6)

Thus, when a vector is presented, the weights of
the winning neuron and its closest neighbors move to-
ward. Consequently, after many presentations, neigh-
boring neurons will have learned vectors similar to
each other.

5 EXPERIMENTAL RESULTS

As conveyed in previous sections, the experiment
comprises two phases. The feature extraction, and
first stage, is based on the calculation of the max-
ima and minima of the 4th-order central cumulants
at zero lags for each data recording; i.d., each signal
is characterized in a 2-D space by a vector, whose co-
ordinates correspond to the local maxima and min-
ima of the 4th-order central cumulants. A number
of 90 different measured power-line signals were se-
lected, containing different PQ anomalies. Secondly,
the classification stage (on the 90 feature vectors)
is based on the application of ANN as classification
tools in a twofold frame. The mission of the competi-
tive layer consists of confirming the existence of four
different sets of signals’ classes (a priori established
in the research). Additionally, the SOM network is
conceived to guess additional possible classes and, in
case of finding out more, determine their nature and
relationship with the firstly proposed four groups of
features.

Each cumulant is computed over 50 points; this
window’s length (50 points) has been selected nei-
ther to be so long to cover the whole signal nor to be
very short to loose information. The algorithm calcu-
lates the cumulant over 50 points, and then it jumps to
the following starting point (next 50-point overlapped
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group); as a consequence we have 98 per cent overlap-
ping sliding windows (49/50=0.98). Then each com-
putation over a window (called a segment) outputs a
4th-order cumulant.

Besides, each4th-order cumulant,Cumn,x[i], as-
sociated to theith computation segment has been nor-
malized by(Cum2,x[i])2, in order to obtain categoriza-
tion results associated to the shape of the sliding cu-
mulants. This gives a real statistical characterization.
If the cumulants are not normalized, the maxima and
minima also gather information regarding the abso-
lute value of the cumulants. The higher-order (n>2)
normalized cumulants are the skewness and the kur-
tosis.

Before the computation of the biased cumulants,
two pre-processing actions have been performed over
the sample signals. First, they have been normalized
because they exhibit very different-in-magnitudevolt-
age levels. This disparity of voltage levels cannot in-
fluence the results of the categorization. Secondly, a
high-pass digital filter (5th-order Butterworth model
with a characteristic frequency of 150 Hz) eliminates
the low frequency components which are not the tar-
gets of the experiment.

Once filtered, each signal contains one or more
types of PQ events. Four different sets of signals
have been a priori settled down empirically, based
on the qualitative human knowledge, and then con-
firmed using a competitive layer. The first set com-
priseshealthysine-waves from the power 50 Hz-line.
Then, we consider signals with oscillatory mono-
frequency (long duration) transients of relatively high
amplitude; we also consider for the second set signals
with harmonics, which distort the shape of the sine-
wave producing a not very high valued fourth-order
cumulant. The third group gathers features’ anoma-
lies which appeared simultaneously in a signal, corre-
sponding to impulsive transients (of short duration),
and/or a weak sag (RMS descent), and/or oscillatory
high-amplitude events. Finally, signals clearly af-
fected by high-amplitude impulsive transients and/or
deep sags are contained in the fourth set. Sets♯3
and♯4 may be joined in one, but signals in set♯4 are
clearly more affected and probably by only one type
of perturbation. On the other hand, signals belonging
to set♯3 are generally affected by several anomalies.
Consequently, four classes have been established with
the possibility of upgrading the detection towards 6
clusters. The limits for the four classes’ intervals, in
units of cumulants maxima are: [0,7], [7,12], [12,20],
[20,40]. These classes can be appreciated in Fig. 3, in
the upper sub-graph, for the competitive layer train-
ing results. The lower subgraph in Fig. 3, shows
the results of applying the SOM network and can be

seen the shifting phenomenon that occurs for the fi-
nal weights vector after the training stage of the NNT
over 50 epochs. This result conveys the idea of the
SOM network used to refine the classification, more
than performing the coarse sub-division in anomalies’
subclasses.
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Figure 3: Four clusters for 4 types of signals. Arandtop
2 × 2 topology has been selected over 50 epochs training.
Upper graph: competitive layer performance. Down graph:
SOM performance.

The separation between classes (inter-class dis-
tance) is well defined in the 2-D feature graph for the
competitive layer. Consequently, the four types of PQ
events are clustered. The correct configuration of the
clusters is corroborated during the simulation of the
neural network, in which we have obtained an approx-
imate classification accuracy of 95 percent. During
the simulation, new signals (randomly selected from
our data base) were processed using this methodol-
ogy. The accuracy of the classification results in-
creases with the number of data. To evaluate the con-
fidence of the statistics a significance test has been
conducted. As a result, the number of measurements
is significantly correct.

An attempt to classify signals according a 6-
cluster pattern has been developed. The limits for the
four classes’ intervals, in units of cumulants maxima
are: [0,2], [2,7], [7,12], [12,20], [20,30], [30,40]. The
new proposed intervals (added to the four classes pro-
posal) are related to graded anomalies. The training
results are displayed in Fig. 4, conveying the idea that,
new classes are not really new anomalies.

In fact, despite the fact that the competitive layer
manages to classify the signals into 6 classes (we
force it), when we apply SOM networks, due to the in-
fluence of the close neighbor neurons, the final weight
vectors are shifted or moved to new positions, de-
pending on the geometry of the network (rand-to,
hex-top). This clearly confirms the idea of a graded
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Figure 4: Six clusters for 6 possible types of signals after 50
epochs training. A 2× 3 topology has been selected. Upper
graph: competitive layer performance. Middle graph: SOM
performance for a rand-top topology. Down graph: SOM
performance for an hex-top topology.

anomaly, because the weight vectors are not located
in the same position for both types of network’s ge-
ometry.

6 CONCLUSIONS

In this paper an automatic procedure to classify
electrical PQ anomalies has been proposed. The
method comprises two stages. The first includes pre-
processing (normalizing and filtering) and outputs the
2-D feature vectors, each of which coordinate cor-
responds to the maximum and minimum of the cen-
tral 4th-order cumulants. The second stage is based
in computational intelligence and uses a competitive
layer to confirm the existence of 4 classes, related
to the different groups of anomalies. Then a SOM
network confirms that newly added classes (proposed
empirically) are not really new. New sub-divisions
are related to degree of the degree of the anomaly.
The geometry of the SOM network confirm this fact,
moving the final weight vectors to different positions.
Future work is designed to deal with a great number
of signals (more than 90), trying to guess more classes
with the aim of generalizing the method.
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Abstract: The paper deals with fusion of state estimates of stochasticdynamic systems. The goal of the contribution
is to present main approaches to the estimate fusion which were developed during the last four decades. The
hierarchical and decentralised estimation are presented and main special cases are discussed. Namely the
following approaches, the distributed Kalman filter, maximum likelihood, channel filters, and the information
measure, are introduced. The approaches are illustrated innumerical examples.

1 INTRODUCTION

The classical estimation theory deals with estimating
the value of some attribute by using measured data.
(Simon, 2006) reviews the optimal state estimation
techniques for linear systems and their extension to
non-linear systems. However, there are other dimen-
sions of the estimation problem. The direction dis-
cussed here is the multisensor problem that assumes
the system state to be estimated by multiple estima-
tors. Each estimator uses different data sets and it can
communicate its estimate to the other estimators. The
question is how to combine multiple estimates to ob-
tain optimal results.

The key issues in the multisensor fusion are com-
munication and dependences. In practise, it is pos-
sible to communicate raw measurements among es-
timators. In such a case, each estimator can process
the measurements only and no estimate fusion is re-
quired. But in the case of the on-line state estimation
of dynamic systems the out-of-sequence problems oc-
curs. Updating the estimate by an old measurement is
complicated, see (Bar-Shalom, 2002) or (Challa et al.,
2003). Moreover, in general network of estimators,
the estimators must log a list of all measurements they
have processed or the measurement must be passed
with a list of estimators that have processed it. Oth-
erwise the multiple processing of the same data is in-
evitable.

If two estimators use measurements with depen-
dent errors, their estimates will be dependent. A non-
zero state noise causes dependence of the estimates
as well as the communication of the estimates with

the consequent fusion. The fused estimate and the es-
timates before fusion are obviously dependent. In a
rooted tree estimator network, some restarts of the es-
timators can be applied to solve the communication
dependence problem, see (Chong et al., 1999).

In the fusion point of view, the classical estima-
tion is named as centralised. A central estimator pro-
cesses raw measurements only. If the estimators are
organised in a rooted tree, the root is called a fusion
centre and the fusion is denoted as hierarchical or dis-
tributed. If there is not a fusion centre, the fusion is
decentralised. Only a local knowledge of the network
is usually assumed in these cases. The above men-
tioned approaches have been introduced in the litera-
ture by different ways during last decades. However,
a unique survey of the approaches is missing.

Therefore, the aim of the paper is to give a survey
of main results in estimate fusion and to show numer-
ical illustrations. Both hierarchical and decentralised
estimation are presented and discussed. In the hierar-
chical framework, namely the distributed Kalman fil-
ter and the fusion based on the maximum likelihood
estimation are considered. In the decentralised frame-
work, the stress is laid on the channel filters and the
information measure approach.

The paper is organised as follows. Section 2 de-
fines the fusion problem, section 3 and 4 discuss
the hierarchical and decentralised approaches, respec-
tively. A numerical example is given in section 5 and
finally section 6 summarises the fusion problems.
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2 PROBLEM STATEMENT

Let the discrete-time stochastic system be described
by state transition and measurement conditional prob-
ability density functions

p(xk+1|xk), (1)

p(z(1)k ,z(2)k , . . . ,z(N)
k |xk). (2)

wherez( j)
k , j = 1, . . . ,N, are local measurements at

time k, k = 0,1, . . . and the initial conditionp(x0) is
known. Let the system be linear gaussian. In such
case, analytical solutions to estimation problems ex-
ist. The linear gaussian system can be described by
state and measurement equations

xk+1 = Fxk+Gwk, (3)

z( j)
k = H( j)xk+ v( j)

k , j = 1, . . . ,N, (4)

whereF ∈ R
nx×nx, H( j) ∈ R

n
( j)
z ×nx, andG ∈ R

nx×nw

are known matrices,xk ∈ R
nx is the immeasurable

system state andz( j)
k ∈ R

n
( j)
z is the local measurement

coming from j-th sensor. The variableswk ∈R
nw and

v( j)
k ∈R

n
( j)
z represent the state and measurement white

Gaussian noises with zero mean and with known co-
variance matricesQ, R( j j ), respectively. The pro-

cesses{v( j)
k } are independent of the process{wk} and

all of them are independent on the system initial state
described by the Gaussian pdfp(x0)=N (x0 : x̄0,P0).

The measurement error processes{v( j)
k } can be gen-

erally mutually dependent, with cross-correlations

,R(i j )
k = E(v(i)k v( j)T

k ), but there are often assumed to

be independent,R(i j )
k = 0 for i 6= j.

Let each sensor have its estimator, i.e. there exist
N state estimateŝx( j), j = 1, . . . ,N, with correspond-
ing error covariance matricesP( j). The estimators are
connected with some others by data link. The com-
munication network can be described by a directed
graph with nodes in each sensor and with edges rep-
resenting the oriented data links. It is assumed that
measurements coming from other sensor nodes can
not be processed directly, e.g. due to the unknown
measurement equation of the respective sensors, or
the communication of the measurements would be in-
effective. So it is assumed that only the estimates are
communicated. The goal of the fusion is to combine
local estimates.

3 HIERARCHICAL FUSION

In the hierarchical fusion, the local estimates are com-
municated to a fusion centre. The method are based

on the classical one-sensor estimation, which is de-
scribed in subsection 3.1. The distributed Kalman
filter extracts independent information from the esti-
mates and is discussed in subsection 3.2. In the max-
imum likelihood approach, the estimates are regarded
as dependent measurements. The respective fusion is
shown in subsection 3.3.

3.1 Optimal Centralised Estimate

In the case of one sensor system, there is no fusion
of estimates. The classical Kalman filter solution is
the exact Bayessian solution to the filtering problem
for a linear Gaussian system. You can see (Simon,
2006) for many numerical approximations to the ex-
act solution for non-linear systems. The Kalman filter
estimate is a standard against which other methods
can be compared. The filtering (measurement update)
equations

P−1
k|k x̂k|k = P−1

k|k−1x̂k|k−1+HT
k R−1

k zk, (5)

P−1
k|k = P−1

k|k−1+HT
kR−1

k Hk, (6)

can be interpreted as a fusion of the predictive esti-
mate with the information based on the last measure-
ment only. The prediction (time update) equations

x̂k+1|k = Fkx̂k|k, (7)

Pk+1|k = FkPk|kFT
k +Qk. (8)

correspond to the dynamics of the system. If more
explicit notation is required further in this article, the
general conditional pdf notation will be used. The
exact Bayessian solution is given by

p(xk|zk,Zk−1) ∝ p(zk|xk)p(xk|Zk−1) (9)

p(xk+1|Zk) =
∫

R
p(xk+1|xk)p(xk|Zk)dxk(10)

where∝ means proportional to andZk , {zk,Zk−1}
denotes the set of all measurements up to the timek.

The centralised estimator is a hypothetical estima-
tor which assumes that all measurements are immedi-
ately available to the estimator and that the correspon-
dent measurement equations are known at the centre.
The local measurement equations (4) can be merged
to one equation with

zk =









z(1)k
...

z(N)
k









, Hk =









H(1)
k
...

H(N)
k









, vk =









v(1)k
...

v(N)
k









, (11)

Rk = [R(i j )
k ]Ni, j=1. The centralised Kalman filter is

given by (5)-(8) and (11).
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3.2 Distributed Kalman Filter

The distributed Kalman filter consists ofN local
Kalman filters which send their estimates to one fu-
sion centre. It is also possible to distribute the local
filters recursively. The name hierarchical Kalman fil-
ter is also used. Note that the term decentralised is
misused in the literature to express that this filter is
not the centralised one.

The main assumption is the independence of the
local measurement errors,

R(i j )
k = 0, i 6= j. (12)

Then the pieces of information gained from the same
time measurements are independent and can be sim-
ply summed up. The fusion centre filtering equation
can be derived from (5), (6) with the use of (11) as

P−1
k|k x̂k|k = P−1

k|k−1x̂k|k−1+

+
N

∑
j=1

(

P( j)
k|k

−1
x̂( j)

k|k−P( j)
k|k−1

−1
x̂( j)

k|k−1

)

, (13)

P−1
k|k = P−1

k|k−1+
N

∑
j=1

(

P( j)
k|k

−1
−P( j)

k|k−1

−1
)

, (14)

where indexes( j) denotes the local estimates. The fu-
sion centre predictive equations are identical to (7),
(8). It is possible to compute the predictive estimates
at each local estimator, but it requires to send predic-
tive estimate to the fusion centre. Instead of that, the
fusion centre predictive can be send to each local es-
timator where it replaces the local estimate

x̂( j)
k+1|k← x̂k+1|k, P( j)

k+1|k← Pk+1|k, (15)

j = 1, . . . ,N. This feedback brings the globally opti-
mal estimate to each local estimator and the estima-
tion is expected to be better if the extension to non-
linear systems approximated by linearisation is con-
sidered.

The distributed Kalman filter for the system with
dependent noises is discussed in (Hashemipour et al.,
1988). (Berg and Durrant-Whyte, 1992) minimise the
communication by reducing the dimension of the es-
timated state at each local estimator and using intern-
odal transformations; there is no communication of
the state components that are not influenced by the
measurement.

The fusion centre filtering equations (13), (14) can
be written by the conditional densities as

p(xk|zk,Zk−1) ∝ p(xk|Zk−1)
N

∏
j=1

p(xk|z
( j)
k ,Zk−1)

p(xk|Zk−1)
,

(16)

where the feedback is given by

p(xk|z
( j)
k ,Zk−1)← p(xk|Zk), (17)

j = 1, . . . ,N, and is analogous to (15). Note that the
division by the predictive densityp(xk|Zk−1) can not
be easily extended to general non-Gaussian densities.

3.3 Fusion by the Maximum Likelihood

This subsection discusses the fusion of dependent es-
timates at a fusion centre. The cornerstone idea is to
treat the local estimates as if they were measurements.
It arises from the identity, see (Li et al., 2003),

x̂( j)
k|k = xk+(x̂( j)

k|k− xk) = xk+(−x̃( j)
k|k) (18)

wherex̃( j)
k|k is the error of the estimate at thej-th es-

timator. The covariance matrices of these measure-
ments are the error covariance matricesP( j j )

k|k = P( j)
k|k.

Assuming the local estimates are obtained by Kalman

filters with Kalman gainsK( j)
k = P( j j )

k|k H( j)T
k R( j)

k

−1
,

the cross-covariancesP(i j )
k|k =E(x̃(i)k|kx̃( j)T

k|k ) are given by

P(i j )
k|k = (Inx−K(i)

k H(i)
k )P(i j )

k|k−1(Inx−K( j)
k H( j)

k )T +

+K(i)
k R(i j )

k K( j)T
k , (19)

whereInx is the identity matrix of the sizenx, with the

initial condition P(i j )
0|−1 = P0. The predictive covari-

anceP(i j )
k|k−1 is computed by (8).

Then the fusion centre measurement equation is
given by

zFC
k = INxk+ ξk (20)

where cov(ξk) = Pk = [P(i j )
k|k ]

N
i, j=1 and

zFC
k =









x̂(1)k|k
...

x̂(N)
k|k









, IN =







Inx
...

Inx






, ξk =









−x̃(1)k|k
...

−x̃(N)
k|k









. (21)

Unfortunately, the process{ξk} is correlated withxk
and it is coloured, so it is not possible to use a Kalman
filter in the fusion centre. But the central estimate can
be obtained, see (Chang et al., 1997), by the maxi-
mum likelihood method

x̂k|k = (IT
NP−1

k IN)
−1
I
T
NP−1

k zFC
k , (22)

Pk|k = (IT
NP−1

k IN)
−1. (23)

Note that the above fusion requires to send the

Kalman filter gainsK( j)
k , j = 1, . . . ,N to the fusion

centre to compute the cross-correlations of the esti-

mates (19). The measurement matricesH( j)
k must be

known at or sent to the fusion centre also.
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4 DECENTRALISED FUSION

In the decentralised fusion, information is processed
localy. The channel filters enable to obtain a glob-
ally optimal solution in a tree network and they are
described in subsection 4.1. The information mea-
sure approach discussed in subsection 4.2 sacrifices
the Bayessian optimality for the the possibility to be
easily used in an arbitrary network.

4.1 Channel Filters

The principle of the channel filter approach, that was
introduced in (Grime and Durrant-Whyte, 1994), is
the same as that of the distributed Kalman filter in
fact. The new information is extracted and summed
up. The necessary condition is that there is one and
only one way of the information propagation, i.e. the
network structure is a tree. The density notation will
be used to explicitly denote the set of the measure-
ments that were exploited by each estimator.

The essential rule of the estimate fusion is

p(xk|ZA∪ZB) =
p(xk|ZA)p(xk|ZB)

p(xk|ZA∩ZB)
. (24)

The posterior probability density function of the state
conditioned on the union of two measurement sets is
equal to the product of the densities conditioned on
each measurement set divided by the density condi-
tioned on the intersection of the measurement sets.

The equation (24) is the core of the channel fil-
ters. It is assumed that all local measurement er-
rors are independent, (12). Thus, the measurement

density can be factorised,p(z(1)k ,z(2)k , . . . ,z(N)
k |xk) =

∏N
j=1 p(z( j)

k |xk).
First, all local estimators filter their predictive es-

timates according to (9). Then the filtering estimates
are communicated to the neighbouring estimators.
The fusion is given by a repeated use of the fusion
rule (24) as

p(xk|Z
j
k) = p(xk|z

( j)
k ,Z

j
k−1) ∏

i∈N j

p(xk|z
(i)
k ,Z i

k−1)

p(xk|Z
j
k−1∩Z

i
k−1)

,

(25)
whereZ j

k = (Z
j
k−1∪ z( j)

k )
⋃

i∈N j

(Z i
k−1∪ z(i)k ) is the set

of the measurements that were exploited by thej-th
estimator at the timek after the fusion with the in-
coming estimatesp(xk|z

(i)
k ,Z i

k−1), N j is the set of the
neighbours of thej-th estimator that have sent their
estimates to it, andp(xk|Z

j
k−1∩Z

i
k−1) is the estimate

of the channel filteri j . The fusion (25) uses the fact
that the measurement errors are independent and thus

(Z i
k−1∪ z(i)k )∩ (Z

j
k−1∪ z( j)

k ) = Z i
k−1∩Z

j
k−1. (26)

The predictive estimates are computed according
to (10) and the channel filter estimate is given by

p(xk|Z
j
k ∩Z

i
k) =

p(xk|z
( j)
k ,Z

j
k−1)p(xk|z

(i)
k ,Z i

k−1)

p(xk|Z
j
k−1∩Z

i
k−1)

(27)
where the equations (24), (26) and the relation

(Z i
k−1∪ z(i)k )∪ (Z

j
k−1∪ z( j)

k ) = Z i
k∩Z

j
k (28)

were used.
The local estimates equal to centralised estimates

with delayed measurements. The delays are given by
the length of the path between the respective sensors
decreased by one. Note that the division by the chan-
nel filter density in the equations (25) and (27) is eas-
ily tractable for Gaussian densities only.

4.2 Information Measure Approach

In general networks, the optimality cannot be reached
without inadequate effort. It can be impossible to de-
cide which measurements have been used to compute
the estimates. And even if this is possible, the com-
mon information in the denominator of (24) is too
complicated to find and to compute with. Multiple
processing of the same measurements, with the il-
lusion that the errors are independent, is inevitable.
Therefore to not underestimate the estimate error,
some bounds must be used.

The idea of the Covariance Intersection method,
see (Julier, 2009) for example, arises from the geo-
metrical interpretation of the estimates. The fused es-
timate{x̂,P} is required to be consistent, i.e. the error
covariance must not be underestimated,P−E[(x−
x̂)(x− x̂)T ]≥ 0, wherex denotes the true state. As-
suming the local estimates{x̂1,P1}, {x̂2,P2} are con-
sistent, the convex combination of them

P−1x̂ = ωP−1
1 x̂1+(1−ω)P−1

2 x̂2, (29)

P−1 = ωP−1
1 +(1−ω)P−1

2 , (30)

whereω ∈ [0,1], leads to consistent estimate{x̂,P}
for arbitrary cross-covarianceP12 = E[(x− x̂1)(x−
x̂2)

T], i.e. for arbitrary common information.
The weightω can be chosen in order to minimise

various criteria. The usual criterion is the determinant
of the fused error covariance matrix,

ω∗ = argmin
ω∈[0,1]

(detP), (31)

but the trace tr(P) is also used. The optimal weightω∗
can be approximated by the use of fast algorithms, see
(Fränken and Hüpper, 2005). Special covariance con-
sistency methods can be found in (Uhlmann, 2003).
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(Hurley, 2002) generalise the Covariance Intersec-
tion method to the combination of probability density
functions. The geometrical combination

pω(x) =
pω

1 (x)p
1−ω
2 (x)∫

R pω
1 (x)p

1−ω
2 (x)dx

(32)

is used and the criterion of entropy, i.e. the Shannon
information, of the fused density

H (pω) =−

∫
R

pω(x) ln pω(x)dx, (33)

that corresponds to the determinant criterion of the
fused estimate of Gaussian density, can be applied.
Other proposed criterion is the Chernoff information
C (p1, p2) = −min0≤ω≤1

(

ln
∫

R pω
1 p1−ω

2 (x)dx
)

. The
optimal density is equally distant from the local
densities in the Kullback-Leibler divergence sense,
D (pω∗ ‖ p1) = D (pω∗ ‖ p2), where the Kullback-
Leibler divergence is defined asD (p1 ‖ p2) =∫

R p1(x) ln
(

p1(x)
p2(x)

)

dx. (Julier, 2006) studies the Cher-

noff fusion approximation for Gausian-mixture mod-
els, (Farrell and Ganesh, 2009) and (Wang and Li,
2009) consider fast convex combination methods.

5 NUMERICAL ILLUSTRATION

In this section, the fusion approaches will be illus-
trated by a numerical example. Let the system (3), (4)
with three sensors be t-invariant and given by

F = I2, G = I2, Q =

[

1.44 −1.2
−1.2 1

]

, (34)







H(1) =
[

1 0
]

, R(11) = 1,
H(2) =

[

1 −1
]

, R(22) = 2,
H(3) =

[

0 1
]

, R(33) = 1,
(35)

where the measurement errors are independent,
R(12) = R(13) = R(23) = 0, and the initial condition
is given byp(x0) = N ([0,0]T,I2).

The used hierarchical and decentralised networks
are shown on the Fig. 1, the numbers denote the re-
spective estimators. The data links 1↔ 2 and 2↔ 3
are considered in the decentralised network.

Figure 1: Hierarchical (left) and decentralised network
(right), FC = fusion centre.

The centralised fusion (11), will be compared with
the maximum likelihood (21), (22), (23), distributed
Kalman filter (13)-(15), channel filters (25), (27) and

the information measure approaches (29)-(31). The
1-σ bounds, i.e. the multidimensional parallels of the
standard deviation, will show the uncertainty of the
fused estimates. The bounds will be centred to zero to
allow a better graphical comparison and are given by
{x : xT P−1 x = 1}, whereP is the estimate covariance
and thex = [x1,x2]

T.
All estimators, including the fusion centre of the

distributed Kalman filter and the channel filters, have
the same initial conditionp(x0). The system is sim-
ulated and the 1-σ bounds at the timesk = 1, k = 5,
andk= 20 are shown in the Fig. 2 for the hierarchical
and decentralised estimators.
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Figure 2: A comparison of the 1-σ bounds of the hierarchi-
cal and decentralised estimates at timesk= 1,5,20.

The left half of the Fig. 2 shows the optimal
centralised estimator (dashed line), the distributed
Kalman filter (with the same estimate - dashed line),
local Kalman filters (solid lines), and the fusion by the
maximum likelihood at the fusion centre (dotted line).
At the timek = 1 (top), the maximum likelihood es-
timate and the centralised estimate have equal covari-
ances, the lines seem to be dash-dotted. At the times
k = 5 andk = 20 (middle and bottom), the influence
of not incorporating the prior information is evident,
the covariance of the maximum likelihood estimate is
greater than that of the centralised estimate. The local
filters are the least accurate.
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The right half of the Fig. 2 shows the local esti-
mates with the channel filter fusion (solid lines) and
the Covariance Intersection fusion (dotted lines). The
estimate of the estimator 2 with the channel filter fu-
sion is equal to the centralised estimate in this case.
The one-step delay of the measurement exploitation
in the estimators 1 (which measuresx1) and 3 (which
measuresx2) is visible, there is greater uncertainty in
the x2 and x1 axis, respectively. The the local esti-
mates which use the Covariance Intersection get close
to each other after a few steps. In this example, the es-
timates 2 and 1 are fused first and the result is fused
with the estimate 3. The estimates overestimate the
error covariance, but at least they are not worse than
the estimates that use local measurements only with-
out any fusion (compare with the solid lines on the
left half of the figure). The information measure ap-
proaches are useful for more complex networks.

6 SUMMARY

Main approaches to the state estimate fusion for the
linear stochastic systems were introduced. The princi-
ples and algorithms of hierarchical and decentralised
fusion were presented and discussed. Contrary to the
standard estimation problem, which is based on using
all measurements simultaneously, the estimate fusion
allows to respect an alternative technical specification
concerning the measurement location and to prefer lo-
cal information processing. The hierarchical fusion
is more suitable for systems with a small number of
sensors. In the case of general network with many
sensors, the decentralised fusion based on informa-
tion measures should be preferred due to its simplicity
and modest assumptions.
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Abstract: The paper deals with two simple approaches applied to the real-time control of rewinding machine and their 
comparison. In brief, the comparison of results obtained by nonlinear real-time control with pre-
identification, and by adaptive real-time control with on-line identification was performed. The rewinding 
machine was controlled by PC from MATLAB’s Real-Time Toolbox using technological card, terminal 
board and wires. Each of two used approaches has its advantages and its drawbacks, which was proven, and 
nonlinear control seemed to be more suitable for the rewinding machine, minimally because of the action 
signal history from the nonlinear control, the action is more consistent. 

1 INTRODUCTION 

As is stated in abstract, the comparison of two 
approaches of rewinding machine’s real-time control 
was performed. Firstly, let us provide introduction to 
the control methods which were used. 

Many processes can be marked as multivariable 
systems. For such processes, the centralized 
controller is commonly used because it provides the 
best closed loop performance. However, the 
centralized controller is less fault tolerant than the 
decentralized controller. This is the main reason why 
decentralized control strategy is often preferred. The 
used strategy is based on the linear model of the 
nonlinear plant and the design of a decentralized 
controller for this linear model (Li, et al., 2000).  Li, 
et al., (2000) mentions that the plant decomposition 
is crucial for decentralized design and it is not 
always possible to obtain satisfactory decentralized 
control systems using a simple physical 
decomposition. However, the decentralized 
approach has one big disadvantage due to the 
decomposition, the reduction of control performance 
due to the restricted controller structure (Cui and 
Jacobsen, 2002). But decentralized control is 
popular in practice, see (Balachandran and 
Chidambaram, 1997). 

Many nonlinear systems can be identified and 
controlled as linear systems around the steady state 
or working points. Nice application of feedback 

control was performed by Cottenceau et al. 
(Cottenceau et al., 2001). When nonlinear control is 
used, it possible to enlarge the working interval even 
in the case the linear control does not guarantee the 
sufficient quality of control. Moreover, some 
systems have nonlinearities, which cannot be 
linearly approximated, for instance friction, etc. 
Therefore, the necessity of nonlinear control occurs. 

Nonlinear system is a set of elements of system, 
in which at least one of the elements is nonlinear 
(Modrlak, 2008). 

Some nonlinear systems can be approximated by 
linear systems within the defined range and when 
specific conditions hold on. In practice, such 
systems can be divided into linear and nonlinear 
part. The dynamics of system can be approximated 
by linear model and its nonlinear part by the 
nonlinear characteristics. The superposition is not 
valid for the nonlinear systems, the output of 
Hammerstein model is different from the output of 
Weiner model (Lin, 1994). 

This paper uses the simple nonlinear control 
introduced by Chen et al. (Chen et al., 2006) for 
nonlinear real-time control of rewinding machine. 
The simple nonlinear control was applied for 
instance by Perutka and Dostalek (2009), the 
application is in MATLAB because it is nice tool for 
Control Engineering at universities (Perutka, 
Hezcko, 2007). 
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2 THEORETICAL 
BACKGROUND 

2.1 Simple Nonlinear Controller 

This method was introduced by Chen et al. (Chen, et 
al., 2006) and verified by Perutka and Dostalek 
(Perutka and Dostalek, 2009). The controller 
consists of three parts, “the pure controller” and 
generator giving together the nonlinear controller 
and the system model inversion (Chen, et al., 2006).  

2.2 Pre-identification 

Suppose the existence of continuous-time 
multivariable N x N system S(t). Moreover, let as 
assume the vector of reference signals R(t), its 
values are send to the input of the system S(t). They 
are same and for the same time as those one which 
are going to be used during the control. Each time 
interval of history of control of the system S(t), 
where all reference signals have the constant value, 
is identified separately. Every identification element 
is identified several times, every time with different 
identification algorithm, and the obtained model is 
verified with the measured data. The obtained model 
which gives the best agreement with the measured 
data is used for control. 

2.3 Self-tuning Control 

Self-tuning controllers (STC) belong to the class of 
adaptive control systems. Self-tuning controllers are 
based on on-line identification and on tuning the 
controller parameters with respect to identified 
changes in controlled systems (Bobal et al., 2005). 

2.4 On-line Identification 

The action (input) signal u(t) is continuously 
approximated by Lagrange regression polynomial at 
the interval of given length during entire control. 
After the polynomial approximation, the 
approximating polynomial derivation u(i)

L(t)  is 
counted. It is sampled in purpose to count the values 
of subsystem parameters using recursive 
identification algorithm. 

2.4.1 Recursive Least-squares and Recursive 
Instrumental Variable 

Least squares method is generally known, for 
instance presented by Bobal et al. (Bobal et al., 
2005). Instrumental variable method is a 

modification of the least squares method. It does not 
allow us to obtain the properties of noise, but it has 
inferior presumptions than the least square method 
(Zhu & Backx, 1993). 

2.5 Suboptimal Linear Quadratic 
Tracking Controller 

Usage of adequate method of controller parameters 
computation is crucial for control. Linear quadratic 
control is a reliable method verified by many 
publications, for instance by Casavola et al. 
(Casavola et al., 1991), the used suboptimal method 
was introduced by Dostal (Dostal, 1997).  

3 SHORT DESCRIPTION OF 
USED APPROACHES 

The overall controlled system was controlled in the 
view of decentralized control. Nice paper useful to 
decentralized control was written by Seatzu and Usai 
(Seatzu and Usai, 2002). 

3.1 Approach 1 

This approach is a combination of simple nonlinear 
control (chap. 2.1) and pre-identification (chap. 2.2). 
Firstly, the pre-identification run and it provided the 
initial parameters estimates for the model used 
during nonlinear control.  

3.2 Approach 2 

Approach 2 is de facto self-tuning control in real-
time. The controller parameters were counted 
according to the suboptimal linear quadratic method 
(chap. 2.5), identification was realized using least 
squares and instrumental variable (chap. 2.2.1). 

4 MACHINE DESCRIPTION 

The real-time control was realized on CE108 
Coupled Drives Apparatus, see figure 1, which is 
manufactured by TecQuipment Ltd., United 
Kingdom. The rewinding machine is adapted for its 
usage in the laboratory. The properties of the 
apparatus had been studied in detail and its model in 
MATLAB – SIMULINK environment was created 
(Perutka, Dolezel 2009). The speed and tension of 
thread during spooling is an example of rewinding 
process. This situation is modified for laboratory 
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experiments where the flexible belt is fastened on 
three wheels. Speed of two wheels is directly 
proportional to the number of revolutions of the 
servo-motors. Third wheel may move, because it is 
fixed on the moving jib which is hung on the spring. 
The measurement of speed and tension is indirect 
via the angle of the moving jib, from -10 deg to 10 
deg, which correspond the voltage from -10 V to 10 
V. The control voltages of the amplifiers of the 
servo-motors, which are bi-directional, are the 
inputs. The outputs are four, the voltage of the speed 
of two servo-motors, or two wheels respectively, and 
the voltage of the tension and the speed of the belt, 
or angular deflection and speed of 3rd wheel 
respectively. The apparatus is connected to PC via 
technological card Advantech. The control is 
realized in MATLAB using Real Time Toolbox. 

 
Figure 1: CE108 Rewinding Machine. 

5 REAL-TIME TOOLBOX 
DESCRIPTION 

Real Time Toolbox is used for real-time control and 
it is based on a high performance real-time kernel 
and drivers for popular A/D and D/A boards, the 
toolbox includes drivers for more than 300 industry-
standard data acquisition boars. The real-time kernel 
allows us to use sampling frequencies up to 66 kHz 
with no external clock source required. Besides 
standard analog and digital I/O many specialized 
devices are also supported. Multiple boards of the 
same or different type can be used simultaneously to 
offer sufficient I/O even for complex industrial 
applications (Real-time Toolbox: Introduction, 
2010). 

6 EXPERIMENTAL PART 

In figures 2-5 there are obtained results of real-time 
control of rewinding machine. In these figures, the 

meaning of the symbols is following: w1 – set-point 
of first subsystem, u1 – action signal of first 
subsystem, y1 – output signal of first subsystem, w1 
– set-point of second subsystem, u1 – action signal 
of second subsystem, y1 – output signal of second 
subsystem.  

Figures 2 and 3 provide the results obtained by 
adaptive real-time control. It was the self-tuning 
control with online identification using least squares 
(figure 2) and instrumental variable method (figure 
3). The suboptimal linear quadratic tracking was 
used as the method of controller parameters tuning. 

 
Figure 2: Adaptive real-time control – 1st subsystem. 

 
Figure 3: Adaptive real-time control – 2nd subsystem. 

Figures 4 and 5 provide the results obtained by 
nonlinear real-time control, the combination of 
simple nonlinear controller (Chen et al., 2006) with 
pre-identification. The pre-identification provided 
the initial estimates of the used model’s parameters. 

 

 
Figure 4: Nonlinear real-time control – 1st subsystem. 
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Figure 5: Nonlinear real-time control – 2nd subsystem. 

Both used methods of real-time control provided 
the satisfactory results and they can be used for this 
machine, but there are some differences which 
should be mentioned. Nonlinear real-time control is 
less biased and seemed to be more suitable. The 
usage of pre-identification decreased the unwanted 
overshooting caused by interactions. Moreover, the 
adaptive real-time control is notably more sensitive 
to the changes of model parameters, whilst the used 
nonlinear real-time control does not need the change 
of model parameters. 

7 CONCLUSIONS 

The paper presented results of real-time control of 
rewinding machine by two approaches together with 
the necessary theoretical background. The nonlinear 
real-time control seems to be more suitable, but 
adaptive real-time control is also possible to use, 
because it is more sensitive on the changes during 
control. 
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Abstract: In this paper a sub-optimal Kalman filter estimator is designed for the plants subject to loss of data or in-
sufficient observation. The methodology utilized is based on the closed-loop compensation algorithm which
is computed through the so-called Modified Linear Prediction Coefficient (MLPC) observation scheme. The
proposed approach is aimed at the artificial observation vector which in fact corrects the prediction cycle when
loss of data occurs. A non-trivial mass-spring-dashpot case study is also selected to demonstrate some of the
key issues that arise when using the proposed sub-optimal filtering algorithm under missing data.

1 INTRODUCTION

Loss of observation is a non-trivial case of study
in both control and communication systems. Such
loss may be due to the faulty sensors, limited band-
width of communication channels, confined memory
space, and mismatching of measurement instruments
to name but a few. Overcoming the side effects arose
from missing data in control and communication sys-
tems are remained as open research problems for re-
searchers during the last decade (Allison, 2001).

Perhaps, the best known tool for the linear esti-
mation problem is Kalman filtering (Khan and Gu,
2009b). However, Kalman filter depends heavily
on the plant dynamics, information of unmeasured
stochastic inputs, and measured data and hence it is
prone to fail if e.g., data is unavailable for measure-
ment update step. To overcome such shortcomings,
one approach for state estimation is to utilise the so-
called Open-Loop Estimation (OLE) when observa-
tions are subjected to random loss, see e.g. (Schenato,
2005; Liu and Goldsmith, 2004; Sinopoli and Schen-
ato, 2007; Schenato et al., 2007). They have stud-
ied LOOB cases, while running the Kalman filter in a
open loop fashion, i.e. whenever observation is lost,
the predicted quantities are processed for next itera-
tion, without any update.

More specifically, in OLE the prediction is based
on the system model and processed as state estima-
tion without being updated due to the unavailability
of the observed data. Nonetheless, in practice this
approach may diverge at the presence of longer loss

duration and it is likely that error covariance could
exceed the limits if the upper and lower bounds of er-
ror covariance are provided (Huang and Dey, 2007).
Another shortcoming of the OLE is the sharp spike
phenomena when the observation is resumed after the
loss. This is because the Kalman filter gain is set to
zero at the OLE during the loss time. But when ob-
servation is resumed, Kalman gain first surges to the
very high gains and then tries to approach the steady
state values in order to compensate loss impact. This
consequently results in a sudden peak to reach to the
normal trajectory of the estimated state which is not
a desirable behaviour for a reliable estimation algo-
rithm. Detail stability analysis of OLE can be found
in (Li Xie, 2007).

Under loss of observations for a longer period of
time, there is a requirement for an advanced estima-
tion technique which could provide superior estima-
tion performance under loss of data so as to maintain
the error covariance bounded. Our proposed approach
in this paper is based on an artificial optimal observa-
tion vector which is computed based on the minimum
error generated through the so-called Modified Linear
Prediction Coefficient (MLPC). Another advantage of
the proposed method is that it eliminates the spike of
the OLE technique.

(Micheli, 2001) has considered a delay in the data
arrival which may also be translated as lost or inac-
curate measured data. In (Schenato, 2005), a system
is assumed to be subjected to both LOOB and delay
of observation at the same time. All the above works
have suggested switching to an OLE estimator when
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there is LOOB and a closed loop estimator when the
observation arrives at destination. This will aim in
fact at designing an estimator which is strongly time-
varying and stochastic in nature. In order to avoid
random sampling and stochastic behaviour of the de-
signed Kalman filter, (Khan and Gu, 2009b) has pro-
posed a few approaches to compensate the loss of ob-
servations in the state estimation through Linear Pre-
diction.

Throughout this paper we shall call the variables
in the case of loss of data as “compensated variables”,

e.g. P{2}k is called the compensated filtered error co-
variance at time stepk with loss of observation. The
rest of the paper is organized as follows. The theory of
the Linear Prediction Coefficient (LPC) is overviewed
in Section II. In Section III we discuss the proposed
sub-optimal Kalman filter with loss of data. The
mass-spring-dashpot case study is given in Section IV.
Simulation results are presented in Section V. Section
VI summarizes our conclusions.

2 THEORY OF LINEAR
PREDICTION COEFFICIENT

Linear prediction (LP) is an integral part of signal re-
construction e.g. speech recognition. The fundamen-
tal idea behind this technique is that the signal can be
approximated as a linear combination of past samples,
see e.g. (Rabiner and Juang, 1993). Whenever there
is the loss of observation, a signal window is selected
to approximate the lost-data. The weights assigned
to this data are computed by minimizing the mean
square error. These weights are termed as Linear Pre-
diction Coefficients. Out of the two leading LPC tech-
niques, (namely Internal and External LPC), we shall
develop and employ External LPC for LOOB, which
suits to our problem with constraints:

• The signal statistical properties are assumed to
vary slowly with time.

• Loss window should not be “sufficiently long”,
otherwise the prediction performance will be in-
ferior.

In this paper, the LP technique is termed as modi-
fied because in conventional LPC there is no defined
strategy to account the number of previous data, while
have defined several simple-to-implement algorithms
to decide that factor. One of it would be explain the
subsequent section.

Let us assume that the dynamics of the LTI system
is given in discrete time and that the data or observa-

tion is lost at time instantk. The LP is performed as:

z̄k =
n

∑
i=1

αizk−i (1)

where ¯zk is called “compensated observation” and
′α′’s represent weights of linear prediction coeffi-
cients for the previous observations andn denotes the
order of the LPC filter. Generally speaking, it depicts
the maximum number of previous observations con-
sidered for computation of compensated observation
vector. Also,n is required to be chosen appropriately
- higher value ofn does not guaranty an accurate ap-
proximation of the signal but rather an optimal value
of n decides an efficient approximation and hence pre-
diction, see (Rabiner and Juang, 1993).

3 DESIGN OF SUB-OPTIMAL KF
WITH LOSS OF DATA

Let us assume that the process under consideration is
to be run by random noise signal whose mean and
covariance are independent of time, i.e. wide-sense
stationary process, given as

xk = Axk−1+Buk−1+Ldξk (2)

zk = Cxk + vk (3)

whereA,B andC have appropriate dimensions, and
x, u, z, ξ andv are state, input, sensed output, plant
disturbance and measurement noise, respectively. The
plant noiseξ and sensor noisev are assumed to be
zero mean white gaussian noises.

CKF computes the priori state estimation which is
solely based on (2). This priori estimation is thereby
updated with newly resumed observation at each time
instant. In the subsequent section, the performance of
CKF is tested and verified in a mass-spring-dashpot
system which help illustrate the proposed algorithm.
If the observation is not available due to any of the
reason mention earlier, the compensated observations
are calculated through (1).

The posteriori state estimation using this compen-
sated observation will be

x̄k|k = xk|k−1+ K̄k(z̄k− ẑk) (4)

The corresponding a posterior error for this estimate
is

ek|k = xk− x̄k|k = xk− xk|k−1− K̄k(z̄k− ẑk)

= ek|k−1− K̄k(z̄k− ẑk) (5)

wherexk is the actual state of the system. Conser-
vatively, the cost function of the Kalman filter is ob-
tained based on this a posterior error of the state esti-
mation.
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The optimal values of the modified linear pre-
diction coefficients (MLPC) are computed based the
residual vector as follows.

ez = z̄k− ẑk (6)

For the compensated estimation algorithm in MLPC,
our goal is to minimize the following cost function:

Jk = E
[

eT
z ez

]

= E
[

(z̄k− ẑk)
T (z̄k− ẑk)

]

(7)

The MLPC are computed provided with the minimum
cost function i.e.

∂Jk

∂α j
= 0=

∂Jk

∂z̄k
·

∂z̄k

∂α j
(8)

Performing simple and straight forward algebra the
above equation can be simplified as

E[ẑkzk−i]−
n

∑
j=1

αiE{zk+ jzk−i} = 0

n

∑
j=1

αiE{zk+ jzk−i}= E[ẑkzk−i] (9)

n

∑
j=1

αiγk[i, j] = rk(i) (10)

or

Rk ·Aα.k = rk

Aα.k = rk ·R
−1
k (11)

where

Rk =











γk(0,0) γk(0,1) · · · γk(0,n−1)
γk(1,0) γk(1,1) · · · γk(1,n−1)
γk(2,0) γk(2,1) · · · γk(2,n−1)

...
...

. . .
...

γk(n−1,0) γk(n−1,1) · · · γk(n−1,n−1)











(12)

Aα.k =









α1
α2
...

αn









(13)

and

rk =









γ(1)
γ(2)

...
γ(n)









(14)

whereE(zk−izk− j) = γk(i, j) andE(zkzk− j) = γk( j) is
the autocorrelation function, which will be explain
shortly. Equation (11) requires inverting the ma-
trix of Rk which may be increasingly difficult due

to computational demanding, especially at large or-
ders. To get rid of such burdensome calculations, sev-
eral attempts have been introduced in the literature.
Through Levinson Durbon or Leroux-Gueguen algo-
rithm the so-called ”Reflection Coefficients (RCs)”
are computed, which represent one-to-one linear pre-
diction coefficients. We shall explore and focus how
to calculate the optimal values ofαi and n, when
the measurement contains a solid deterministic input
along with the unmeasured stochastic inputs. In prac-
tice, computing the autocorrelation coefficients need
extra attention. Generally, the autocorrelation coeffi-
cients are represented as

γm =
Cm

C0
(15)

whereCm is the auto-covariance ofy at lagm which
is

Cm =
1

n−m

n−m

∑
j=1

(z j− z̄)(zm+ j− z̄) (16)

where ¯z = 1
n

n

∑
j=1

z j i.e. mean of the data for the se-

lected window. Without loss of generality, we shall
assume that thatE(zk) =CE(xk) = Dk.
A straightforward calculation would lead to the result

Cm =
1

n−m

n−m

∑
j=1

(D jDm+ j)+ D̄2− D̄D̄m− D̄D̄M (17)

and

C0 =
1
n

n

∑
j=1

(D2
j)− D̄2+

1
n

n

∑
j=1

(v j)
2 (18)

wherem≤ n
2 and

D j = E(z j) =CE(x j) D̄M =
1

n−m

n

∑
j=m+1

D j

D̄m =
1

n−m

n−m

∑
j=1

D j D̄ =
1
n

n

∑
j=1

D j

Clearly, one can observe thatγ0 =
C0
C0

= 1. And γ1 =
C1
C0

< 1. Therefore, we can write

γ0≥ γ1≥ γ2 ≥ ·· ·γm (19)

The inequality of (19) is an important equation which
helps in deciding the order of the LP filter as shown in
Algorithm-2. For better understanding of the descrip-
tive design, the measurement vector is written as

zk = ηk(Cxk)+ vk (20)

whereηk is a random variable, such that

ηk =

{

1, if there is no LOOB at time step k
0, otherwise

(21)
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Therefore, the prediction step for the normal opera-
tion is as follows

xk|k−1 = Axk−1|k−1+Buk−1

Pk|k−1 = APk−1|k−1AT +LdQk−1LT
d (22)

The above predicted state and predicted state covari-
ance are achievable and remain unaffected with loss
of data. The conventional Kalman filter will update
the state and covariance on the arrival of observation
vector.This updated state and updated state covariance
are valid when there is no loss of data, i.e. system
is running in the normal operation. However, in the
presence of loss of measured data, the above standard
technique is failed. Toward this end, we have pro-
posed the closed-loop base MLPC algorithm, which
can also tackle the issues arising from data loss for
long period of time.
The Open loop estimator propagates the predicted
state and covariance without any update due to the
unavailability of the measurements as

x{2}k = x{1}k = Ax{2}k−1+Buk−1

P{2}k = P{1}k = AP{2}k−1AT +LdQk−1LT
d (23)

While, in the proposed MLCP, the compensated ob-
servations are computed through 1 the modified linear
prediction scheme providing minimum error produc-
tion. The estimation produced by compensated obser-
vation is very comprehensive than those of open-loop
algorithms discussed earlier. The compensated obser-
vation are used to calculate compensated innovation
vector. Thereafter, the compensated Kalman gain is
computed as follows.

K̄k = P̄{1}k CT (C ¯̄P{1}k CT + R̄k)
−1 (24)

Hence, the predicted state and covariance are updated
using this gain as

x{2}k = x{1}k + K̄k(z̄k−Cx{1}k ) (25)

P{2}k = P{1}k − P̄{1}k CT (C ¯̄P{1}k CT + R̄k)
−1CP̄{1}k

The closed loop Kalman filtering algorithm is sum-
marized in Algorithm 1. There are various ways to
choose the value of the order of LP filter,n. Alter-
natively among these methods, we have found Algo-
rithm 2 very practical to be implemented in a number
of applications.

4 THE CASE STUDY EXAMPLE

The system under study in this paper is a slightly
modified version of a mass-spring-dashpot (MSD)

Algorithm 1: The proposed closed-loop estimation al-
gorithm using MLPC.
1: At time step:k−1, Prediction is carried out as

x{1}k = Ax{2}k−1 + Buk−1, and P{1}k = AP{2}k−1AT +

LdQkLT
d

2: Check: Status ofηk
if ηk = 1
Run normal Kalman filter (obtain Filtered

Response i.e.xk|k andPk|k)

Else Obtain compensated filtered response (x{2}k

andP{2}k ) as mentioned below.
3: Select a suitable size for window(n) (No. of pre-

vious observations) and LP filter order(m) with
the constraintm < n/2

4: Construct autocorrelation matrixRk.
5: Construct modified residual matrixrk.
6: Compute MLPC throughAα.k = R−1

k · rk
7: Calculate compensated measurement vector as

z̄k =
n

∑
j=1

α jzk− j

8: Obtain compensated residual vector
9: Calculate Compensated Kalman gain̄Kk

10: Measurement update step is carried out as:

x{2}k = x{1}k + K̄k(z̄k−Cx{1}k ): and

P{2}k = P{1}k −P{1}k CT (CP{1}k CT + R̄k)
−1CP{1}k :

11: Return to Step 1, i.e. repeat prediction cycle;

Algorithm 2: Selection of LP filter order.
1: Selectγth.
2: Compute γi =

Ci
C0

i = 1,2, · · ·m
3: Check: Is γi < γth,

Yes Stop further computation ofγi
m← i and select order of LP filter asn =

2m+1.
Else

4: Compute i←− i+1
5: Repeat Step 2

system given in (Fekri et al., 2007) as shown in Fig
1 which is a continues time system with dynmics as
follows.

ẋ(t) = Ax(t)+Bu(t)+Lξ(t)
y(t) = Cx(t)+θ(t) (26)

where the state vector is defined as

xT (t) = [ x1(t) x2(t) ẋ1(t) ẋ2(t) ] (27)

A =









0 0 1 0
0 0 0 1
k1
m1

k1
m1

− b1
m1

b1
m1

k1
m2
− k1+k2

m1

b1
m2

− b1+b2
m2









(28)
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Control

u(t)

x1

k1

x2

k2

m1 m2
b1 b2

Figure 1: MSD two cart system.

BT = [ 0 0 1
m1

0 ] (29)

C = [ 0 1 0 0 ] (30)

L = [ 0 0 0 3 ] (31)

The known parameters arem1 = m2 = 1, k1 = 1, k2 =
0.15 andb1 = b2 = 0.1 and the sampling time isTs =
1msec. Plant disturbance and sensor noise dynamics
are characterized as

E
{

ξ(t)
}

= 0, E
{

ξ(t)ξ(τ)
}

= Ξδ(t− τ), Ξ = 1 (32)

E
{

θ(t)
}

= 0, E
{

θ(t)θ(τ)
}

= 10−6δ(t− τ) (33)

After substituting the above known values the matri-
ces will be as follows:

A =







0 0 1 0
0 0 0 1
1 1 −0.1 0.1

0.1 −1.15 0.1 −0.2






(34)

and

BT = [ 0 0 1 0 ] (35)

In subsequent section, we will apply the proposed
MLPC algorithm to the above MSD system and show
some of the representative results. Many others were
also done but are not shown in this paper due to lack
of space.

5 SIMULATION RESULTS

Here we implement the above closed-loop MLPC al-
gorithm to the MSD system as discussed in Section
IV. For the purpose of our study, the continuous-time
dynamics of the MSD system is transformed to an
appropriate discrete-time model. Results depict the
performance of the Kalman filter when it is running
under the open loop i.e. during the period of un-
availability of observation, the prediction is not up-
dated and the predicted state and covariance are prop-
agated for the next time instant, see also (Khan and
Gu, 2009a). Figure 3 shows the performance of con-
ventional kalman filter via plotting the measured sig-
nal; x2, the position of Mass 2 with no loss of data.
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Figure 2: Performance of CKF without data loss.
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Figure 3: Other plant states.

Figure 4 shows three other states of the MSD plant
which again depicts the performance of conventional
Kalman filter when it is running normally, i.e. when
there is no data loss, for the rest three states (x1, x3 =
v1 andx4 = v2), the position of Mass 1, the velocity
of Mass 1 and velocity of Mass 1, respectively. Fig-
ure 5 shows the comparison analysis of the existing
open loop Kalman filtering and the proposed closed
loop MLPC algorithm based on compensated obser-
vation Kalman filtering. The sensor failure, namely
the loss of data, is introduced at 10–15 Secs. Fig-
ure 5 shows that the Open-Loop based estimation al-
gorithm diverges shortly and the estimation perfor-
mance is extremely inferior while the compensated
closed-loop observations generate satisfactory results
and better estimations. Figure 6 represents the Open-
Loop Kalman filtering along with measurements and
true sketch. During the loss, the observation value is
zero, and the predicted state which is taken as mea-
surement updated state is not following the true state
trajectory properly. Also, Figure 7 shows state esti-
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Figure 4: Comparison to two Estimation method.

0 500 1000 1500 2000 2500 3000 3500 4000
−30

−20

−10

0

10

20

30

Time (sec)

m
et

er
 (

m
)

Estimation through Open Loop 

 

 

Sensor Responnse
Actual Response
Filtered Response

Figure 5: State Estimation through Open-Loop.

mation through the proposed closed-loop. The mea-
surement vector is of higher magnitude but the update
state based on this higher value observation are much
better and comprehend. As a brief comparison, the
absolute error signals are shown in Figure 8. This er-
ror plots depict that priority of the proposed closed-
loop Kalman filtering MLPC over the previous open-
loop Kalman filter with loss of data. It is also true that
by providing the upper limit on the error bound, one
can notice that the data loss in the open-loop manner
will be very conservative than that of the close-loop
Kalman filtering.

6 CONCLUSIONS

We have presented a novel approach for state estima-
tion problem in discrete-time LTI systems subject to
loss of data. The approach exploits the artificial ob-
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Figure 6: State Estimation through Closed-Loop.
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Figure 7: Error Comparison.

servation vector which in fact corrects the prediction
cycle when loss of data occurs, in order not to allow
the estimation error bounds to exceed the desired lim-
its. The resulting closed-loop Kalman filtering also
avoids the spike generated in OLE. The performance
of the proposed closed-loop Kalman filter approach,
when the prediction is updated with compensated ob-
servations, was illustrated via a mass-spring-dashpot
case study example.
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Abstract: Predictive method which allows applying constraints in the process of designing control system has wide 
practical significance. The method developed in the article consists of feedback linearization and linear 
quadratic control applied to obtained linear system. Employment of interpolation method introduces 
constraints of variables into control system design. The control algorithm was designed for a model of 
exothermic reactor, results illustrate its operation in comparison with PI control. 

1 INTRODUCTION 

The predictive algorithms have a wide industrial 
applications because of the simplicity of its 
operation and good features of regulation. One of 
important advantages of the predictive control is the 
possibility to impose the signal constraints in the 
process of designing the control law. In the practical 
applications it is convenient  to use the linear models 
for the theory of them is well known. 

First examples of the industrial use of the MPC 
applications had place in 1970’s, but the idea was 
known earlier (Lee, Markus, 1967). One of the most 
important algorithms was the Dynamic Matrix 
Control (Cutler, Ramaker,1980) and Quadratic DMC 
(Garcia et al.,1989) with linear models. There 
appeared a number of articles with nonlinear models 
with the exact and suboptimal algorithms. The use of 
nonlinear models cause additional problems with 
finding global minimum and can have an effect on 
calculation time (Tatjewski, 2002). Adaptation of a 
controller with linearization around the working 
point may result in system instability (Dimitar et al., 
1991), changes of variables have to be limited. 

The aim of the work was to design an application 
used for control of an exothermic reactor with 
constraints, to propose use of feedback linearization 
for this nonlinear plant, present predictive control 
method solving problem of constraints(Poulsen et 
al., 2001) and its modification (Ziętkiewicz 2008) 
for changed reference signal. 

 

2 EXOTHERMIC REACTOR 

2.1 CSTR Model 

The plant to be controlled is the Continuous Stirred 
Tank Reactor (CSTR). The structure of reactor is 
presented on figure 1. It contains tank, cooling 
jacket, inflow and outflow of both elements. It is 
assumed that, because of perfect mixing, there are 
no spatial gradients of parameters in the tank area.  

The work of reactor is described by 3 differential 
equations. First equation (1) illustrates the mass 
balance, 

  ),()(
)(

tVRtCC
dt

tdC
V i    (1)

where C(t) is the concentration of product measured 
in [kmol/m3]. The second and the third equations 
(2,3) represent the balance of energy in the reactor, 
 

T,C  Ti ,Ci 

T,C 

T,C 

Φj, Tj0  Tj 

Φ 

 

Figure 1: Model of exothermic reactor. 

  ),()()()(
)(

tVRtQtTTc
dt

tdT
cV iipp   (2)

208



 

and the balance of energy in the cooling jacket 

0

( )
( ) ( ) ( )

j
j j pj j j pj j j

dT t
v c t c T T t Q t

dt
      

 (3)

where T(t) is the temperature inside the reactor and 
Tj(t) temperature in the cooling jacket, measured in 
Kelvin. )(tj [m3/h] represents cooling flow through 

the reactor jacket. Remaining equations represent  

 )()()( tTtTAtQ jc    (4)

- thermal energy in the process of cooling, 

( )
0( ) ( )

E

RT tR t C t k e



        - velocity of reaction. (5)

Constant values used in experiments are placed in 
the table 1. 

Table 1: Constant values of CSTR model. 

const. value const. value 
  1.13 [m3/h] Tj0 294.4 [K] 
V 1.36 [m3] ρj 998 [kg/m3] 
Ci 8 [kmol/m3] cpj 4186.8 [J/(kgK)] 
ρ 801 [kg/m3] k0 7.08*1010 [1/h]
cp 3140.1 [J/(kgK)] E 6.96*107 [J/kmol]
Ti 294.4 [K] R 8314.3 [J/(kmolK)] 

(-Δi) 6.96*107 [J/kmol] αc 3.07*106 [J/(hKm2)]
vj 0.109 [m3] Ac 23.2 [m2] 

 
In the further parts of the paper the function of 

time will be omitted to simplify equations. The 
control signal will be denoted as )(tu j  and the 

state variables x1=C(t), x2=T(t), x3=Tj(t). The system 
(1-3) can be describe by 3 equations: 
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2.2 Formulation of Control Problem 

The objective of control is to make the temperature 
inside the reactor T(t) track a desired trajectory w(t) 
using the control signal u. The complete model with 
output signal can be described by (6) with defined 
output signal 

.2xy   (7)

Furthermore the control signal is constrained 

hmhm j /5.2/0 33    (8)

3 FEEDBACK LINEARIZATION 

The functions describing the considered system are 
smooth and have continuous derivatives of any 
required order in region Ω={(x1, x2, x3)єR2|x2>Tj0, 
x3>Tj0}, which is the normal area of reactor 
operation. Since the relative degree is equal to 2 and 
the system order was equal to 3, the system has 
internal dynamic described by one equation. From 
(6) it takes form: 

.)( 1
/

0111 xekACAx RyE
i

  (9)

Parameters E and R are positive (tab.1). The output 
signal y is also positive. If we assume, that control 
law provides, that signal y is bounded 
(y(t)=e(t)+w(t), where e(t) is the tracking error), then 
the internal dynamic of the system is stable. 

The system (6,7) can be described in a the form  

).(

)()(

x

xxx

hy

ugf




 (10)

There exists a diffeomorphism z=φ(x) in region 
Ω,  
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which conditions normal form of transformed 
system. Lfh(x) is the Lie derivative of h(x) with 
respect to f(x). All variables of vector z have to be 
independent, therefore η(x) should satisfy Lgη(x)=0. 
One of solutions is η(x)=x1. The feedback law is 
defined as 
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where v is the new input signal. The feedback 
linearization method is illustrated in fig.3. 
The system with new coordinates takes form 

,

)( 3
/

011

2

3

2

1

1 


































 zekACA

v

z

z

z

z

RzE
i




 
(13)

 

1zy  , 
for which the mapping z=φ(x): 

(14)
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and the inverse mapping x=φ-1(z): 
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The transformed system is linearized partly, the third 
equation is nonlinear. However, the relation between 
input and output signal is linear, which will be used 
in control algorithm. 

nonlinear v(t) 

Ψ(v,x) 

x(t)  φ(x) 

u(t) 

z(t) 

y(t) 

 

Figure 2: Feedback linearization. 

4 PREDICTIVE CONTROL 

To design the control algorithm we will use linear 
model obtained in previous section 
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Third equation of (13) will be used only to calculate 
successive variables of vector z, and then from (15) 
vector x. After discretisation of the linear model 
with Ts=60s and adding reference signal wk which is 
imposed by using an additional variable 

,1 kkkk ywpp   (17)

we obtain a discrete model 
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(18)

where Ad, Bd, and Cd denote matrices of discrete 
model. 

4.1 Linear Quadratic Control 

The predictive control algorithm for the system 
without constraints and infinite horizon can be 

designed by LQ control method (Maciejowski, 
2002). The cost function which prevents too large 
deviation from equilibrium point is given by: 
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with 
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 and R=0.1. The optimal gain L is 

obtained from LQ method. Then the control law 
describes 
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where M is the first element of L, because the output 
is the first element of the state vector z. The index k|t 
denotes the sample of variable predicted for the 
moment t and calculate in the instant k.  

4.2 Constrained Predictive Control 

In order to include the constraints to the control 
problem, there will be applied the interpolation 
technique (Poulsen et al., 2001). It consists in using 
the LQ method for a system with so changed 
required output trajectory 

tkw |
~  that the obtained 

variables fulfil the constraints. The changed 
trajectory is defined by 

,ˆ~
|| tkttk sww   (21)

then the control law 

.ˆ~ˆ ||| tktktk zLwMv   (22)

The so called perturbation trajectory tks |ˆ  calculated 

in the instant k for successive steps k≤t≤H is 
obtained from 

tkktk ss |1| ˆˆ  , (23)

where 0≤αk≤1. 
It can be seen from (21) and (23), that αk=0 

corresponds to the unconstrained LQ control. To 
find proper tks |ˆ  assuring feasibility of tkw |

~  we use  

the initial perturbation trajectory 
ts |0ˆ , which ensures 

fulfilling the constraints. One of solution is to chose 
the ts |0ˆ  so it maintains trajectory tkw |

~  unchanged for 

future t, therefore every variable in model is 
unchanged (assuming that initial condition is stable 
and fulfil given constraints). 
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With above reasoning the objective of control is 
to minimize the parameter αk with respect to 
constraints on assumed horizon H. Even though the 
model (18) is linear, the relation between 
constrained variable u and α is nonlinear, because it 
goes through the function ),( xvu  . To solve this 

nonlinear problem it is possible to use simple 
numeric procedure as bisection. 

The above procedure was designed for the 
instant change of the set point. When desired output 
trajectory wk changes in another way the following 

method of calculation of tks |ˆ can be used: 

tkktktktk swws |1|1|| ˆˆ    . (24)

Under assumption that initial conditions are 
stable and then the initial perturbations sequence is 
stable, because of the constraints values the control 
law designed on the interpolation algorithm is 
asymptotically stable. 

5 RESULTS 

Two experiments were performed in matlab 
environment. The PI controller tuned experimentally 
was used as comparison was. In the first experiment 
the trajectory wt was suddenly changed from one 
value to another. In the second experiment wt was 
changed along the linear function, which is a proper 
behaviour of desired temperature in the reactor. In 
every figures placed below first chart illustrate the 
desired trajectory wt and the output yt, whilst the 
second chart show the behaviour of constrained 
input of the reactor ut. 

The results of the first experiment are illustrated 
below. The desired trajectory was changed from 333 
to 338K with jump in t=20min. Figure 4 illustrate 
the result obtained from use of PI method, figure 5 
with predictive algorithm developed in the article. 

t[h]

ut[m
3/h] 

t[h]
 

Figure 3: First experiment, PI control. 

 wt,yt[K]

t[h]
ut[m

3/h] 

t[h] 

Figure 4: First experiment, predictive control. 

In the second experiment trajectory was changed 
in linear function from 310 to 340K. Results are 
placed below in a way as in the first experiment. 

 

Figure 5: Second experiment, PI control. 

 

Figure 6: Second experiment, predictive control. 

5.1 Conclusions 

The operation of predictive method presented in the 
paper was correct, it fulfils the constraints. In both 
experiments the use of the algorithm improved the 
quality of control in comparison with PI control. 
However the disadvantage of the method is that it 
relies on feedback linearization, which can be use to 
limited class of objects. 
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Abstract: In time critical applications, anytime mode of operation offers a way to ensure continuous operation and to 
cope with the possibly dynamically changing time and resource availability. Soft Computing, especially 
fuzzy model based operation proved to be very advantageous in power plant control where the high 
complexity, nonlinearity, and possible partial knowledge usually limit the usability of classical methods. 
Higher Order Singular Value Decomposition based complexity reduction makes possible to convert 
different classes of fuzzy models into anytime models, thus offering a way to combine the advantages, like 
low complexity, flexibility, and robustness  of fuzzy and anytime techniques.  By this, a model based 
anytime control methodology can be suggested which is able to keep on continuous operation using non-
exact, approximate models of the plant, thus preventing critical breakdowns in the operation. In this paper, 
an anytime modeling method is suggested which makes possible to use complexity optimized fuzzy models 
in control. The technique is able to filter out the redundancy of fuzzy models and can determine the near 
optimal non-exact model of the plant considering the available time and resources. It also offers a way to 
improve the granularity (quality) of the model by building in new information without complexity 
explosion. 

1 INTRODUCTION 

Nowadays, solving control problems model-
integrated computing has become very popular. This 
integration means that the available knowledge is 
represented in a proper form and acts as an active 
component of the procedure to be executed during 
the operation. 

For linear problems, well established methods 
are available and they have been successfully 
combined with adaptive techniques to provide 
optimum performance. 

In case of nonlinear techniques, fuzzy modeling 
seems to result in a real breakthrough even when no 
analytical knowledge is available about the system, 
the information is uncertain or inaccurate, or when 
the available mathematical form is too complex to 
be used. Although, major limitation of fuzzy models 
is their exponentially increasing complexity. An 
especially critical situation is, when due to failures 

or an alarm appearing in the modeled system, the 
required reaction time is significantly shortened and 
one has to make decisions before the needed and 
sufficient information arrives or the processing can 
be completed. 

In such cases, anytime techniques can be applied 
advantageously to carry on continuous operation and 
to avoid critical breakdowns. Anytime systems are 
able to provide short response time and are able to 
maintain the information processing even in cases of 
missing input data, temporary shortage of time, or 
computational power (Zilberstein, 1996). The idea is 
that if there is a temporal shortage of computational 
power and/or there is a loss of some data, the actual 
operations should be continued to maintain the 
overall performance “at lower price”, i.e., 
information processing based on algorithms and/or 
models of simpler complexity (and less accuracy) 
should provide outputs of acceptable quality to 
continue the operation of the complete system. 
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There are a few approaches aiming to exploit the 
advantages of anytime control however mostly in the 
field of linear control. To mention two of the 
characteristic approaches, Fontanelli at al. 2008 
applies a hierarchical anytime control design 
strategy with stochastic scheduling conditioning 
resulting in usually acceptable worst-case execution 
time and almost sure stability while Battacharya et 
Balas 2004 uses balanced truncation and 
residualization of models to generate a set of 
reduced-order controllers in order to ensure smooth 
switching between the truncated models. 

There are mathematical tools, like Singular 
Value Decomposition (SVD), which offer a 
universal scope for handling the complexity problem 
by anytime operations. SVD proved to be very 
advantages at different fields of (linear) control, like 
receding horizon control (RHC) where the 
application of the technique may offer a sub-optimal 
control strategy, see e.g. Rojas et al. 2004. 

Embedding fuzzy models in anytime systems 
extends the advantages of the Soft Computing (SC) 
approach with the flexibility with respect to the 
available input information and computational 
power.  

In this paper, we deal with the applicability of 
fuzzy models in dynamically changing, complex, 
time-critical, anytime systems. The analyzed models 
are generated by using (Higher Order) Singular 
Value Decomposition ((HO)SVD). This technique 
provides a uniform frame for a family of modeling 
methods and results in low (optimal or nearly 
optimal) computational complexity, easy realization, 
and robustness. The accuracy can also easily and 
flexibly be increased, thus both complexity 
reduction and the improvement of the approximation 
can be implemented. 

The paper is organized as follows: In Section 2 
the generalized idea of anytime processing is 
introduced. Section 3 summarizes the basics of 
Singular Value Decomposition. Section 4 is devoted 
to the SVD based complexity reduction and density 
improvement of fuzzy models. Section 5 briefly 
deals with anytime fuzzy control. Finally, in Section 
6, conclusions are drown. 

2 ANYTIME PROCESSING 

In recourse, data, and time insufficient conditions, 
anytime algorithms, models, and systems 
(Zilberstein, 1996) can be used advantageously. 
They are able to provide guaranteed response time 
and are flexible with respect to the available input 

data, time, and computational power. This flexibility 
makes these systems able to work in changing 
circumstances without critical breakdowns in the 
performance. The main goal of anytime systems is to 
keep on the continuous, near optimal operation 
through finding a balance between the quality of the 
processing and the available resources. 

Iterative algorithms/models are popular tools in 
anytime systems, because their complexity can 
easily and flexibly be changed.  These algorithms 
always give some, possibly not accurate result and 
more and more accurate results can be obtained, if 
the calculations are continued. When the results are 
needed, by simply stopping the calculations, the, in 
the given circumstances best results are got.  

Unfortunately, the usability of iterative 
algorithms is limited. Because of this limitation, a 
general technique for the application of a wide range 
of other types of models/ computing methods in 
anytime systems has been suggested in Várkonyi-
Kóczy, et al. 2001, however at the expense of lower 
flexibility and a need for extra planning and 
considerations. 

3 SINGULAR VALUE 
DECOMPOSITION 

SVD has successfully been used to reduce the 
complexity of a large family of systems based on 
both classical and soft techniques (Yam, 1997). An 
important advantage of the SVD complexity 
reduction technique is that it offers a formal measure 
to filter out the redundancy (exact reduction) and 
also the weakly contributing parts (non-exact 
reduction). This implies that the degree of reduction 
can be chosen according to the maximum acceptable 
error corresponding to the current circumstances. In 
case of multi-dimensional problems, the SVD 
technique can be defined in a multidimensional 
matrix form, i.e. HOSVD can be applied.   

The SVD based complexity reduction algorithm 
is based on the decomposition of any real valued F  

matrix: 

T
nnnnnnnn

ABAF
)(,2)()(,1)( 22211121 ××××

=  (1) 

where 
k

A , k=1,2 are orthogonal matrices 

( EAA T
kk

= ), and B  is a diagonal matrix 

containing the λi  singular values of F  in 

decreasing order. The maximum number of the 
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nonzero singular values is . The 

singular values indicate the significance of the 
corresponding columns of

n nSVD = min( , )1 2n

k
A . The matrices can be 

partitioned in the following way: 
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For n-dimensional cases, HOSVD based 
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be made in n steps, in every step one dimension of 
matrix F , containing the  consequences is 

reduced.  

yi in1,...,

The first step sets FF =
1

 . In the followings, 

i
F is generated by step i-1. The i-th step of the 

algorithm (i>1) is 

1, Spreading out the n-dimensional matrix 

iF  (size: ) into a two-

dimensional matrix 
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The SVD based complexity reduction can be 
applied to various types of fuzzy systems, see e.g. 
Takács et Várkonyi-Kóczy, 2002, and Takács et 
Várkonyi-Kóczy, 2003. 

4 ANYTIME MODELING: 
COMPLEXITY REDUCTION 
AND IMPROVING THE 
APPROXIMATION 

With the help of the SVD-based reduction not only 
the redundancy of the rule-bases of fuzzy systems 
can be removed, but further reduction can also be 
obtained, considering the allowable error. This latter 
can be done adaptively according to the temporal 
conditions, thereby offering a way to use fuzzy 
models in anytime systems.  

The method also offers a way for improving the 
model if later on we get into possession of new 
information (approximation points) or more 
resources. An algorithm can be suggested, which 
finds the common minimal implementation space of 
the compressed original and the new approximation 
points, thus the complexity will not explode as we 
include new information into the model. These two 
techniques, non-exact complexity reduction and the 
improvement of the approximation accuracy, ensure 
that we can always cope with the temporarily 
available (finite) time/resources and find the balance 
between accuracy and complexity. 

4.1 Reducing the Complexity of the 
Model 

For creating anytime models, first a practically 
“accurate” fuzzy system is to be constructed. The 
rule-base can be determined e.g. by using expert 
knowledge. In the second step, the redundancy of 
this model is reduced by (HO)SVD. The (non-exact) 
anytime models can be obtained either by applying 
the iterative transformation algorithm described in 
Takács et Várkonyi-Kóczy, 2004 or in the general 
frame of modular architecture (for details, see 
Várkonyi-Kóczy et al., 2001). 

In the first case, the transformation can be 
performed off-line and the model evaluation can be 
executed till the control action/results are needed. 
The newest output corresponds to the, in the given 
circumstances obtainable best results. nn

1+i
F  

In the latter case, the models resulted by the 
HOSVD reduction will differ in their accuracy and 
complexity. An intelligent expert system, monitoring 
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the actual state of the supervised system, can 
adaptively determine and change for the units (rule 
base models) to be applied according to the available 
computing time and resources at the moment. These 
considerations need additional computational 
time/resources (further reducing the resources). 

It is worth mentioning, that the SVD based 
reduction finds the optimum, i.e., minimum number 
of parameters which is needed to describe the 
system. 

One can find more details about the intelligent 
anytime monitor and the algorithmic optimization of 
the evaluations of the model-chain in Zilberstein, 
1993 and Várkonyi-Kóczy et Samu, 2004. 

4.2 Improving the Approximation of 
the Model 

The complexity of the control can be tuned both by 
evaluating only a degraded model (decreasing the 
granulation) and both by improving the existing 
model (increasing the granulation) in the knowledge 
of new information. This latter means the 
improvement of the density of the approximation 
points. Here a very important aim is not to let to 
explode the complexity of the compressed model 
when the approximation is extended with new 
points. Thus, if approximation A is extended to B 
with a new set of approximation points and basis, 
then the question is how to transform Ar to Br 
directly without decompressing Ar, where Ar and Br 

are the reduced forms of A and B. In the followings, 
an algorithm is summarized for the complexity 
compressed increase of such approximations. 

To enlighten more the problem, let us show a 
simple example. Assume that we deal with the 
approximation of function  (see Fig. 1). For 

simplicity, assume that the applied approximation A 
is a bi-linear approximation based on the sampling 
of  over a rectangular grid (Fig. 2), so, the 

bases are formed of triangular fuzzy sets (or first 
order B-spline functions). After applying SVD based 
reduction, the minimal dimensionality of the basis is 
defined. In Fig. 3, as the minimum basis, two basis 
functions are shown on each dimension instead of 
the original three as depicted in Fig. 2.  

),( 21 xxF

),( 21 xxF

Let us suppose that at a certain stage, further 
points are sampled (Fig. 4) in order to increase the 
density of the approximation points in dimension X1, 
hence, to improve approximation A to achieve 
approximation B.  The new points can easily be 
added to approximation A shown in Fig. 2 to yield 
approximation B with an extended basis, as is shown 
in Fig. 5. Usually, however, once reduced 

approximation Ar is found then the new points 
should directly be added to Ar (where there is no 
localized approximation point) to generate a reduced 
approximation Br (see Fig. 6). Here again, as an 
illustration, two basis are obtained in each 
dimension, hence the calculation complexity of Ar 
and Br are the same, but the approximation is 
improved. 

In more general, the crucial point is to inject new 
information, given in the original form, into the 
compressed one. If the dimensionality of Br is larger 
than Ar then the new points and basis lead to the 
expansion of the basis’ dimensionality of the 
reduced form Ar. On the other hand, if the new 
points and basis have no new information on the 
dimensionality of the basis then they are swallowed 
in the reduced form without the expansion of the 
dimensionality, however the approximation is 
improved. Thus, the approximation can get better 
with new points without increasing the calculation 
complexity. This implies a practical question, 
namely: how to apply those extra points taken from 
a large sampled set to be embedded, which have no 
new information on the dimensionality of the basis, 
but carry new information on the approximation? 

For fitting of two approximations into a 
common basis system, we use the transformation of 
the rational general form of PSGS and Takagi-
Sugeno-Kang fuzzy systems. The rational general 
form (Klement et al., 1999) means that these 
systems can be represented by a rational fraction 
function 
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It can be proved (see e.g. Yam, 1997 and Baranyi 
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Figure 1: Sampling  over a rectangular grid. ),( 21 xxF
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Figure 2: Bi-linear approximation A of function 
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Figure 3: Approximation Ar, which is the reduced form of 
approximation A. 
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Figure 4: Sampling further approximation points. 

 

X 1 

X2

F ( x 1,  x 1 ) 

μ 1, i ( x 1 )
μ 2, j ( x 2 ) 

μ μ 

b i,j 

 

Figure 5: Approximation B. 
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Figure 6: Reduced approximation Br. 

where  and 

, which is essential in complexity 

reduction.  
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Let us suppose that two n-variable 
approximations are defined on the same domain with 
the same basis functions 

i
μ . One is called 

“original” and is defined by matrix O  of size  

pee n ×××1
 where p is m or  (see (3) and 

(4)). 

1+m

The other one is called “additional” and is given by 
matrix A of the same size. Let us assume that both 

approximations are reduced by the HOSVD 
complexity reduction technique as: 
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of matrices 
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rO  and rA  may be different, 

thus the number and the shape of the reduced basis 
of the two functions can also be different. The 
method detailed in the following finds the minimal 
common basis for the reduced forms. The reduction 
can be exact or non-exact, the dimension of the 
minimal basis in the non-exact case can be defined 
according to a given error threshold like in case of 
HOSVD. 

For finding the minimal common basis 

),,( ao
iU ΦΦ  for (

iN , rO ) and (
iG , rA ) , the 

following steps have to be executed in each ni ..1=  
dimension 
( :i∀ ),,,,(),,( r

i

r

i

ao

i
iunify AGONΦΦU = ):  

The first step of the method is to determine the 
minimal unified basis )( iU  in the i-th dimension. 

Let us apply [ ]),(),(
iiii

GNireductZU = where 
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function ),( Bdreduct  reduces the size of an n-

dimensional (  ) matrix in the d-th 

dimension. The results of the function are matrices 
nee ××1

N  and rB . The size of N  is ,   ; the 

size of 

r
dd ee × d

r
d ee ≤

rB  is  , where  and 

. (The algorithm of the function is 

similar to the HOSVD reduction algorithm, i.e. the 
steps are: spread out, reduction, re-stack.) Thus, as a 
result, we get 

ncc ××1

i

r
dd ec =

i ecdii =≠∀ :,

ii ZU ,  where the size of 
iU  is 

(“u” denotes unified) and the size of u
ii re × iZ  is 

.  )( a
i

o
i

u
i rrr +×

The second step of the method is the 
transformation of the elements of matrices rO  and 

rA  to the common basis:  

Let 
iZ  be partitioned as [ ]iTii S=Z  where the 

sizes of 
iS  and 

iT   are  and  

respectively.

o
i

u
i rr × a

ir×u
ir

oΦ and aΦ are the results of 

transformations ),,( r
i OSiproduct=oΦ  and 

)rA,,( i
a Ti=Φ product  where function 

)L,,()( NdA = product  multiplies the multi-

dimensional matrix L  of  by matrix 
nee ××1 N  in 

the d-th dimension. If the size of N  is  then hg × L  

must hold . The size of the resulted matrix hd =e A  

is  where , andna×a ×1 ii ead =:ii∀ , ≠ gad = .  

Let us return to the original aim, which is 
injecting the points of additional approximation A 
into Or , the reduced form of the original 
approximation O. According to the problem, the 
union of A and Or must be done without the 
decompression of Or. For this purpose the following 
method is proposed:  

Let us assume that an n-variable original 
approximation O is defined by basis functions o

i
μ , 

 and matrix ni ..1= O  of size  in the 

form of (3) (see also Fig. 2). Let us suppose that the 
density of the approximation grid lines is increased 
in the k-th dimension (Figs. 4 and 5). Let the 
extended approximation E be defined by matrix 

pee o
n

o ×××1

E  

whose size agrees with the size of O  except in the 

extended k-th dimension where it equals 
 (  indicates the number of additional 

basis functions) (Fig. 5). The basis of the extended 
approximation is the same as the original one in all 
dimensions except in the k-th one, which is simply 

the joint set of the basis functions of  approximations 
O and A  

a
ke+o

k
e
k ee = a

ke

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
= a

k

o
ke

k
P

μ
μ

μ  (5) 

a
k

μ  is the vector of the additional basis functions. P  

stands for a perturbation matrix if some special 
ordering is needed for the basis functions in e

k
μ . The 

type of the basis functions, however, usually 
depends on their number due to various 
requirements of the approximation, like non-
negativeness, sum normalization, and normality. 
Thus, in case of increasing the number of the 
approximation points, the number of the basis 
functions is increasing as well and their shapes are 
also changing. In this case, instead of simply joining 
vectors o

k
μ  and a

k
μ , a new set of basis e

k
μ  is defined 

according to the type of the approximation like in 
Fig. 4. Consequently, having approximation O and 
the additional points, the extended approximation E 
can easily be obtained as ),,( AOkfitE =  where 

function ),,,(
1 zLLdfitA =  is for fitting the same 

sized, except in the d-th dimension, matrices in the 
d-th dimension: Matrices ][ ,,, 1 niikk lL =  have the size 

of , nkk ee ,1, ×× zk ..1= to the subject that 

ik ik eedii =≠∀ .:,, . The resulted matrix A  has the 

size as nee ××1
, where  and the 

elements of  

∑
=

=
z

k
dkd ee

1
,

][ ,,1 niia=

tj

A  are  

where

nn jjkl ,,, 1
=iia ,,1

tidtt =≠∀ :,  , i , ∑
−

=

+=
1

1
,

k

s
dsd ejd

zk ..1= . 

(More precisely, according to the perturbation 
matrix in (5) )),,(,,( Pkproduct AOkfitE = ). 

Embedding the New Approximation A into the 
reduced Form of O. The steps of the method are as 
follows:  

First, the redundancy of approximation A is 
filtered out by applying 

)(),,,(
1

AHOSVDRAGG r
n = . As next, the 

merged basis of Or and Ar is defined. The common 
minimal basis is determined in all, except the k-th, 
dimensions.  

Let rOW =
]1[

 and rAQ =
]1[

. Then, for t= 1…n-1 

evaluate ),,,,(),,(
][][]1[]1[ tjtjttj QGWNjunifyQWU =

++
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where .  Finally, let 
⎩
⎨
⎧

≥+
<

=
ktt
ktt

j
1 ][n

o Q=Φ  and 

][n
Qa =Φ . 

For the k-th dimension let ⎥
⎦

⎤
⎢
⎣

⎡
=

k

k

G
N

PM
0

0
, 

where 0  contains only zero elements and P  can 

ensure any  special ordering, as used in (5). 
kN  and 

kG  are full rank matrices which means that no 

further (exact) reduction of M  can be obtained. 

According to the basis, matrices oΦ  and aΦ  are 

unified as ),,( aokfitF ΦΦ= . 

Finally, the redundancy, i.e., the linear 

dependence between matrices oΦ  and aΦ is filtered 

out of F  by ),(),( FkreductEK r = . Thus, 

KMU k = .  

(Here we would like to note again that K  is full 

rank matrix, i.e., no further (exact) reduction of 
kU  

can be obtained.) Matrix
iU , having the size of 

, is to transform the basis as u
ii re × e

ii
u
i

U μμ T= . The 

size of matrix rE  is . (For more 

details, see Baranyi et Várkonyi-Kóczy, 2002) 

prr u
n

u ×××1

5 ANYTIME TS FUZZY 
CONTROL 

There are numerous successful applications of 
anytime control which affect on the analysis and 
design of anytime control systems (see e.g. Andoga 
et al., 2008, Madarasz et al., 2009, and Várkonyi-
Kóczy, 2008). The previously discussed ideas can 
fruitfully be applied in plant control if Takagi-
Sugeno (TS) fuzzy modeling and Parallel 
Distributed Compensation (PDC) (Tanaka et Wang, 
2001) based controller design is used (Fig. 7). If the 
model approximation is given in the form of TS 
fuzzy model, the controller design and Lyapunov 
stability analysis of the nonlinear system reduce to 
solving the Linear Matrix Inequalities (LMI) 
problem (Tanaka et al., 1999). This means that first 
of all we need a TS model of the nonlinear system to 
be controlled. The construction of this model is of 
key importance. This can be carried out either by 
identification based on input-output data pairs or we 
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Figure 7: TS fuzzy observer based control scheme. 

can derive the model from given analytical system 
equations. 

The PDC offers a direct technique to design a 
fuzzy controller from the TS fuzzy model. This 
procedure means that a local controller is determined 
to each local model. This implies, that the more 
complex the system model is, the more complex 
controller will be obtained. According to the 
complexity problems outlined in the previous 
sections we can conclude that when 
theapproximation error of the model tends to zero, 
the complexity of the controller explodes to infinity. 
This pushes us to focus on possible complexity 
reduction and anytime use.SVD based complexity 
reduction can be applied on two levels in the TS 
fuzzy controller. First, we can reduce the complexity 
of the local models (local level reduction). Secondly, 
it is possible to reduce the complexity of the overall 
controller by neglecting those local controllers, 
which have negligible or less significant role in the 
control (model level reduction). Both can be applied 
in an anytime way, where we take into account the 
“distance” between the current position and the 
operating point, as well. The model granularity or 
the level of the iterative evaluation can cope with 
this distance: the further we are, the more rough 
control actions can be tolerated. Although, 
approximated models may not guarantee the stability 
of the system, this can also be ensured by 
introducing robust control (see e.g. Tanaka et al., 
1999). 

6 CONCLUSIONS 

In this paper, the applicability of (Higher Order) 
Singular Value Decomposition based anytime fuzzy 
models in control is analyzed. It is proved that the 
presented technique can be used for both complexity 
reduction and for improving the approximation 
without complexity explosion. The introduced 
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anytime models can advantageously be used in many 
types of time critical applications during resource 
and data insufficient conditions. 
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